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Abstract

Telecommunications network operators have found that traditional optical networks
are increasingly unable to cost effectively sustain the inexorable growth of the
Internet. New technologies, such as dense wavelength division multiplexing
(DWDM) and reconfigurable optical add drop multiplexers (ROADM) enable large
capacity increases, service transparency and automated provisioning that are seen to

be essential to the evolution of next generation optical networks.

New advances, however, bring new challenges. In traditional optical networks,
physical layer signal quality was maintained using of optical-electrical-optical (OEO)
regeneration, but the use of DWDM makes this cost ineffective. The replacement of
OEO regeneration with ROADMSs reduces overall cost, but introduces the need to
carefully consider the end-to-end signal quality of provisioned lightpaths that are

affected by multiple optical impairments.

In this thesis, a new method for combining the effects of multiple physical layer
impairments in all-optical network paths, based on the eye closure penalty, is
developed for use as a signal quality metric in automated network provisioning. The
accuracy of the method is demonstrated, and the method is then extended to account
for time-variation of physical layer impairments, and the effect of user traffic

requirements.
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General Introduction

1.1 OpPTICAL NETWORKING

It is an exciting time of unprecedented growth in the world of telecommunications.
Demand for bandwidth and connectivity to support evolving user requirements, such
as high bandwidth video, mobile internet, online gaming, enterprise VPNs and
computational clustering amongst others, has driven the need for more agile and

cost-effective optical networks [1].

The deployment of reconfigurable optical add-drop multiplexers (ROADMs) [2] is
an important step in realising such networks. ROADMs enable the routing and
multiplexing of traffic channels (wavelengths) into, or out of, optical fibres without
the need for costly electrical signal regeneration. Importantly, ROADMSs can be
remotely configured and reconfigured, allowing an operator the flexibility to easily
alter its optical network topology to meet customer demand. Networks without signal
regeneration are termed “all-optical” or “transparent” networks, and offer advantages
such as bit-rate and modulation format transparency providing network operators a
measure of future-proofing, and the flexibility to efficiently and rapidly deploy new

services whilst maintaining legacy services [3].

There are two standards proposed for the management of these next generation
networks, the Automatically Switched Optical Network (ASON) [4] and Generalised
Multi-Protocol Label Switching (GMPLS) [5] standards. The standards both specify
an automated control plane that oversees efficient, automatic, on-demand allocation
of network resources, commonly referred to as “path selection”. These path selection
processes are traditionally carried out manually and are subject to human error, long
provisioning time, inefficient resource utilisation and interoperability issues between

different network operators [6].
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Path selection in currently deployed networks use the Open Shortest Path First
(OSPF) protocol that implements Dijkstra’s algorithm [7], which computes the
“minimal cost” path between two nodes, with respect to a “cost metric” assigned to
network links. Typical cost metrics used in current networks include: hop count, link
spare capacity, link propagation delay and economic cost. In most cases, the metric is
either un-related or only weakly related to the signal degradation incurred by the path

selected by the algorithm.

In current optical networks that do not use ROADMSs, the assumption is that an
optical signal propagating through the network is regenerated after each link,
eliminating the need to consider the effect of the signal degradation in path selection
algorithms. This is not the case in all-optical networks, where the absence of signal

regeneration means that signal degradation accumulates over multiple links.

An example of this is shown in Figure 1.1. Here, an optical signal propagates from
the node TX, through node N, to node RX and is attenuated by an amount 4, (dB)
over the first link, and 4, (dB) over the second link. Let 7 (dB) be the maximum
attenuation that can be tolerated for error free transmission, and let A; < T, A, < T,
but 4; + A, > T. If node N incorporates signal regeneration (meaning that node N
provides signal gain G = 4;") then the attenuation of the signal at RX is simply 4,
and the signal from node TX is received without error. Suppose that the signal
regeneration capability is removed from node N. In this case, the signal leaving N
has an attenuation of 4;, and arrives at node RX with attenuation 4, + 4>, resulting in

error-prone transmission.

It is well understood [8]-[10] that any reasonable path selection algorithm in an all-

A A;

N RX

Figure 1.1: An all-optical network.




General Introduction

optical network must simultaneously account for different types of optical
transmission impairments that accumulate across multiple optical links, such as
amplified spontaneous emission (ASE), fibre residual chromatic dispersion (RCD)

and polarisation mode dispersion (PMD).

1.2 THESIS OUTLINE

The objective of this thesis is to develop metrics and algorithms to enable automated
path selection in intelligent all-optical networks. A new method for combining
multiple physical layer impairments using the Eye Closure Penalty (ECP) in optical
links is developed for use as a routing metric. The method is then extended to include
the effect of time-variation of physical layer impairments, and applied in network

simulations including the effect of user traffic requirements.

The thesis opens in Chapter 2 with an introduction to all-optical networking and a
review of the issues associated with routing in all-optical networks. Current
techniques and algorithms enabling impairment based routing, and their merits, are
discussed. It is shown that routing using multiple cost metrics is a computationally

intractable problem, justifying the “single metric” approach.

In Chapter 3, a simple method is presented to capture the effects of multiple optical
impairments into a single signal degradation metric, the “eye closure penalty” (ECP).
The accuracy of the method is demonstrated via simulation results for 10 Gbit/sec
NRZ modulated signal. A relationship is derived algebraically linking the ECP to a
signal quality metric, the “Q-Factor”, which in turn is related to the optical link “bit
error rate” (BER), a quantitative measure of the operational condition of the link. The
accuracy of the relationship is also demonstrated via simulation results. The method
is refined and additional impairments such as intra-channel crosstalk, inter-channel
crosstalk, four-wave mixing and self/cross phase modulation are considered in the
framework. The method is also applied successfully to DPSK modulation, 40
Gbit/sec and 100 Gbit/sec NRZ modulation.
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Chapter 4 considers the case where the optical impairments are time-varying in
nature. It is shown that it is possible to compute a probability that the BER of a link
exceeds a certain threshold (due to multiple dynamic optical impairments), termed
the “outage probability”. A method is presented to compute the outage probability,

given the probability distributions of the impairment values over time.

In Chapter 5, the thesis turns the focus to the simultaneous effect of user traffic and
physical layer impairments on network availability. A metric, the “failure
probability”, is developed for a single link using analytic Markov Chain analysis that
combines the effect of the outage probability and the “blocking probability” (the
probability that a connection cannot be provisioned due to a lack of resources). The
failure probability is applied, via simulation, to different networks and topologies,
demonstrating the use of the failure probability in network dimensioning and

dynamic routing.

Chapter 6 summarises the main findings and conclusions of the thesis, and discusses
possible future work. This final chapter is followed by a list of supporting
publications and a bibliography.
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1.3 ORIGINAL CONTRIBUTIONS

The original contributions of thesis are as follows:

A method to combine the effect of multiple optical impairments via the signal

degradation metric, the eye-closure penalty (ECP) in a single optical link.

Derivation of a relationship between the ECP and the signal quality metric,

the Q-Factor.

Demonstration of the method on 10 Gbit/sec NRZ modulated signals in the
presence of ASE, PMD, RCD, intra-channel and inter-channel crosstalk,
FWM and SPM/XPM.

A method to account for the time-varying nature of optical impairments,
culminating in the computation of an “outage probability” from temporal

probability distributions of those impairments.

An analytic method to combine the previously defined outage probability

with the blocking probability due to user traffic demands in a single optical

link.

Development of a generalised simulation to compute the “failure probability”
of optical paths comprising of multiple links in arbitrary all-optical network

topologies.
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All-Optical Networking

2.1 INTRODUCTION

This chapter provides the context for the work in this thesis by defining and
summarising the merits of intelligent all-optical networks and highlighting the
challenges associated with the planning and management of such networks. It
reviews some of the main optical signal quality impairments that need to be
considered in the deployment of all-optical networks and establishes much of the
nomenclature used throughout the thesis. A survey of the current techniques and
algorithms addressing these issues is presented and the chapter concludes by

presenting rationale behind the approach presented in this thesis.

2.2 OPTICAL NETWORK EVOLUTION

The development of the first working laser in 1960 [11], followed by the first low
loss (< 20 dB/km) optical fibres [12] and gallium-arsenide semiconductor lasers
operating at room temperature [13] in 1970 sparked a concerted effort in the mid
1970s to develop optical fibre optics communication systems that continues through
to the present day, in which 100 Gbit/sec per wavelength commercial field trials have

recently taken place [14].

Early optical network transmission distances were severely limited by the attenuation
and distortion of the propagating signal and required electronics placed at short
intervals to re-amplify, reshape and retime (“3R”) to the signal [15]. This requires
that the signal be converted from an optical signal to an electrical signal, processed in
the electrical domain, and converted back to an optical signal for transmission to the
next receiver and is referred to as ‘“optical-electrical-optical” or “O-E-O”

regeneration. Key disadvantages of O-E-O regeneration are (i) the operating speeds
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of electronic circuits limit the maximum bandwidth of the signal that can be
processed and (ii) the recovery and processing of the signal is tied to the bit-rate and

modulation format and is not transparent to network protocols.

During the 1990s, the bit rate in optical networks was practically limited to 10
Gbit/sec per wavelength by dispersive effects, non-linear effects and the speed of
electronic components [16]. In the everlasting quest for higher capacity,
“Wavelength Division Multiplexing” (WDM), a concept pursued and developed
since the 1980s, allowed multiple optical signals, each modulated on a different
optical frequency, to be simultaneously transmitted (multiplexed) over a single
optical fibre [17]-[19], theoretically increasing the capacity of a fibre by up to two
orders of magnitude. WDM networks were (and still are) seen as the most cost
effective way of satisfying the exponential growth in demand for bandwidth resulting
from the widespread penetration of the Internet into the consumer market. Key
building blocks of modern WDM networks include fixed optical cross connects
(OXCs), optical add-drop multiplexers (OADMs) and more recently, reconfigurable
optical add-drop multiplexers (ROADMs). These components allow incoming
optical signals on one wavelength to be switched between different fibres without the

need for O-E-O regeneration.

Simultaneously, advances were made in the fabrication [20] and development of
optical signal amplification technologies. These allow an optical signal, attenuated
by fibre loss, to be amplified via stimulated emission to power levels adequate for
optical to electronic conversion. Foremost amongst these are the erbium doped fibre
amplifier (EDFA) [21], that enables signal amplification across a wide range of
wavelengths (1530nm - 1565nm) corresponding to the minimal attenuation range in
silica fibre. Alternatively, Raman amplification [22] utilises non-linear effects to
provide gain across any wavelength range provided an appropriate pump laser is
available. These amplification techniques can allow optical signals to be transmitted

thousands of kilometres without O-E-O regeneration.

The increased transmission distances made possible using optical amplifiers also
increase the amount of accumulated chromatic dispersion between O-E-O

regeneration points. The management of this increased dispersion using dispersion

8



All-Optical Networking

compensating fibre [3] and other techniques was an important part of designing
WDM networks as dispersion affects the penalties arising from non-linear effects

that are exacerbated by the use of multiple optical channels.

With the maturation of WDM technology and the wideband signal amplification
capabilities of EDFAs, Raman amplification and dispersion management, O-E-O
regeneration was perceived as less appealing, due to the cost and processing power
consumption scaling with the number of wavelengths deployed in the optical
network. Additionally, increases in wavelength transmission rates require more
stringent timing constraints and increase physical power consumption in O-E-O

regenerators [23].

Network providers were attracted to the concept of an “all-optical”, or “transparent”,
network where no O-E-O regeneration is required between the optical transmitter and
receiver, or at least all-optical sub-domains within the whole network, with O-E-O
regeneration at a minimal number of key network locations. In recent times,
ROADMSs, more than any other technology, have enabled the deployment of all-
optical networks [1], though advances in high speed electronics and cheaper
integrated circuit fabrication have driven down prices of O-E-O regeneration
hardware, keeping the technology competitive [24]. All-optical WDM networks
allow a provider to offer a variety of different services, all using different protocols,
bit-rates and modulations formats, over the same infrastructure. This is called
“service transparency” [3]. Additionally, this allows a measure of “future-proofing”,
as the network is likely to be able to support new services without a complete
network overhaul, allowing new services to be deployed with minimal disturbance to

existing services.

Figure 2.1 shows an example of an all-optical sub-domain, within a larger core
network, connected using ROADMSs, with O-E-O regeneration at the ingress and
egress nodes of the sub-domain (labelled “I”” and “E”’). Each ROADM or regenerator
may be an aggregation point for smaller local and metropolitan area networks.
Network traffic traversing the nodes between the ingress and egress nodes does so
without signal regeneration. All-optical sub-domains may represent a part of a single

operator’s network, or the entire network, with the ingress and egress nodes

9
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Figure 2.1: An all-optical sub-domain

representing an interface to another operator’s network. The problems addressed by

this thesis can be applied to either scenario without loss of generality.

2.3 NETWORK MANAGEMENT AND CONTROL

In the 1960s, an increase in demand for mainstream voice communications forced
network operators to consider a switch from analogue transmission to the more cost-
efficient digital transmission that enabled the multiplexing of digitised voice calls
over shared infrastructure, with the “Plesiochronous Digital Hierarchy” (PDH)
standard emerging as a result. By the 1980s, it became evident that this was only an
intermediate solution as demand continued to increase. The lack of clock
synchronisation in nodes employing PDH was found to be an insurmountable
technical hurdle when faced with the increasingly expensive task of extracting low
bit-rate streams from increasingly large bit-rate streams this problem was referred to

as the “multiplexing mountain” [25].

The solutions to this problem gave rise to the “Synchronous Digital Hierarchy”
(SDH) and “Synchronous Optical NETwork” (SONET) standards in Europe and the
USA. The two standards, both employ network synchronised clocks to conquer the
multiplexing mountain and have only minor differences between them Apart from
addressing the technical issues with PDH, SDH/SONET provided operators with an
extremely comprehensive and effective set of network monitoring and management

tools that enabled them to quickly locate faults and control network elements, albeit

10



All-Optical Networking

in a “static” way. This capability has become absolutely essential for operators, so
future network standards must provide similar robust monitoring and management

tools.

It became evident that the emergence of next generation optical networks must be
supported by next generation network monitoring and management tools. The
Automatically Switched Optical Network (ASON) [26] and Generalized
Multiprotocol Label Switching (GMPLS) [27] standards are frameworks developed
by the International Telecommunication Union (ITU) and Internet Engineering Task
Force (IETF) to enable fast resource provisioning, easier network operation, higher
network reliability, scalability and simpler planning and design in next generation
optical networks, by separation of the control and transport planes [28], as shown in
Figure 2.2. The control plane interoperates with the transport and management planes
through a set of standardised interfaces, dynamically configuring network elements
to establish, maintain and tear down light paths through an optical network, and may
or may not share the same infrastructure as the transport plane. Control planes
between different sub-domains must be able to communicate via another set of
standardised interfaces and are responsible for providing essential mechanisms such

as discovery functions, routing, signalling and protection and restoration schemes.

The standards specify suites of protocols pertaining to signalling between network
nodes for resource reservation (RSVP-TE and CR-LDP), for maintaining up-to-date

network topology information (LMP), and path selection (OSPF-TE and ISIS-TE).

Control Plane

L

-
Management
Plane

Transport Plane

Figure 2.2: ASON Planes
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Together with the management plane, these protocols and their extensions enable the
use of information provided by optical performance monitors for intelligent network

management.

The two frameworks have found common ground through input into the Optical
Internetworking Forum (OIF) that promotes the development of interoperable
network solutions through the creation of “Implementation Agreements” [29]. The
purpose of bringing focus to these standards is to note that the next generation of
optical networks is expected to be “intelligent” and able to provide a level of
automation to the provisioning and management of resources that will in all

likelihood include all-optical networks or sub-domains.

2.4 PATH SELECTION IN INTELLIGENT ALL-OPTICAL NETWORKS

As shown in section 2.2, all-optical networks are rapidly moving towards reality with
the increasingly widespread deployment of ROADMs. However, the ASON and
GMPLS standards have been developed from an IP perspective, and do not
accurately reflect the physical limitations of the optical fibre transport medium, or
the effect of concatenated, un-regenerated light paths in all-optical networks. Current
path selection algorithms within ASON and GMPLS focus on network availability
given the network load and/or service requirements. A selected path is considered to
be either “on” or “off”, with no indication as to the sustainability or reliability of that
path due to physical layer degradations. Furthermore, ever-increasing link
transmission rates (40Gbit/s and beyond) can dramatically reduced the resilience of

optical signals to errors.

If the present protocols are not modified correctly to account for physical layer
degradations, the network will have to be significantly over-designed to avoid the
possibility of a selected path being unusable, resulting in unnecessarily increased
capital and operational expenditure. The consideration of physical layer degradation
will require information about these degradations being provided to the control plane
for use by the path selection protocols, using technologies such as, for example,
described in [30]. The network elements deployed in a network will typically come

from a range of vendors and the total path in a network may cross through multiple
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carrier networks, therefore some form of standardised protocol (likely within the
ASON/GMPLS framework) will be required to provide these data to the control

plane, but this is outside of the scope of this work.

The work in this thesis is focused on improving the routing functionality of next
generation intelligent all-optical networks, the requirements for such are described by
the ITU in [31] and studied by the IETF in [27], by developing better routing metrics
that are closely related to physical layer impairments and, later on, user traffic
requirements. The ASON framework has adopted the Open Shortest Path First
(OSPF-TE) and Intermediate System to Intermediate System (ISIS-TE) [32]
protocols with Traffic Engineering extensions as a basis for route automation. Both
of these are “link state protocols” that use Dijkstra’s algorithm [33] to compute the
“shortest” route between two nodes in a network, relative to some routing metric.

This provides the starting point for this work.

2.5 ROUTING ALGORITHMS

This section introduces some of the key algorithms used in network routing or path

selection in modern day computer networks.

25.1 COMPUTATIONAL COMPLEXITY

The following discussion requires a brief explanation of the notion of “computational
complexity”, also called “time complexity”. The “time complexity function” of an
algorithm expresses, as a function of the problem input parameter size(s), the worst
case time required to solve any instance of the problem that the algorithm is designed
to solve. Of course, the absolute time required varies with the computational
capabilities of the hardware that the algorithm is executed on and the particular
implementation of the algorithm, so the time complexity function is expressed in
terms of “required number of computations”, rather than units of time. The time
complexity of a problem is the time complexity of the most efficient algorithm able

to solve any instance of the problem.

Consider the problem of determining if a particular playing card, the ace of spades, is

contained in an unordered set of n unique playing cards. The simple algorithm to
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solve this is to check through each card in the deck sequentially, and at worst, this
requires checking through n cards (or n “computations”) before finding the ace of
spades. This algorithm thus has a time complexity function f(rn) = n which can be
expressed in “big O” notation, that represents an asymptotic upper bound of the
magnitude of f(n), as O(n). Formally, a function f(n) is O(g(n)) if there exists a
constant ¢ such that f(n) < c:|g(n)| [34].

If a problem is determined to have a time complexity O(p(n)) where p(n) is a
polynomial function in the variable n, where n denotes the problem input size, then it
is said to solvable in “polynomial time”. Any problem that has complexity that
cannot be bounded by a polynomial function is said to be solvable in “exponential
time”. The consequences of having a problem with exponential complexity is that as
the problem input size becomes large, the number of computations required to solve
it becomes unfeasibly large. As an example, if a problem has complexity O(#n), then
as n increases from 1 to 100, the solution time increases by a factor of 100, but if the
complexity is O(2"), the solution time increases by a factor of 2'° = 1.27 x 10*. In
the context of computation, a problem is said to be “intractable” if no polynomial

time algorithm exists that can possibly solve the problem [34].

It is important to note that while a particular algorithm may theoretically have
exponential time complexity, that “complexity” is a worst case measure. The
algorithm may run much more quickly for most instances of the problem, and may
still be useful and run more quickly than polynomial time algorithms when the input
size is limited. However, these cases are rare, and often exponential time complexity

algorithms are variations on an inefficient exhaustive search of all possible solutions.

2.5.2 DIIKSTRA’S ALGORITHM

Dijkstra’s algorithm is an algorithm used in graph theory, and commonly applied to
computer networks, to compute the shortest path from a source node to every other
node (known as the “shortest path problem”) for any weighted, directed graph with

single, non-negative edge path costs. The result is called a “shortest path tree”.

An example of such a graph is shown in Figure 2.3. The graph vertices represent

network nodes, while the directed edges (bi-directional in this case) represent
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network links. Let the cost (or “weight”) of using a link between nodes 4 and B be
denoted by c4z. The computational complexity of the algorithm for a graph with
vertices and E edges can range from O(log(¥)) to O(V%) depending on the number of
edges in the graph [35].

The algorithm can be summarised in four steps as follows:

1. Permanently label the source node: [-,0] and temporarily label every other
node: (-,00) as shown in Figure 2.3a. Each node label (p,d) is a 2-tuple, where
d is the current cost of the candidate shortest path back to the source node,

and p is the previous node in the shortest path.

2. Consider all temporarily labelled nodes which are directly connected to the
most recently permanently labelled node n: [p,,d,]. This is initially the source
node. For each such temporarily labelled node m: (pm,dn), if dy + cpm < dn
then change p,, to n, and d,, to d,, + c,m, otherwise do not change the labelling.

This check is called the “relaxation” of the edge m-n.

Figure 2.3: Dijkstra's Algorithm
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Figure 2.4: Incorrect Dijkstra

3. Examine all the temporarily labelled nodes, choose the one that has least cost
from the source node and make it a permanent label, and thus the most

recently permanently labelled node. In Figure 2.3b, this is node C.

4. If there remain temporarily labelled nodes, repeat the process from step 2.

Stop otherwise.

Figure 2.3c and Figure 2.3d show the steps required to find the shortest paths from
node 4 to the other nodes in the example four node network. At the conclusion of the
algorithm, each node »n has a permanent label that contains the minimal cost d, from
the source node, and the previous node p, that must be traversed from the source
node along the shortest path. The actual shortest path from node 4 to node D, for
example, is found by recursively tracing the path backwards from D using values of
the previous nodes p,. In this case, pp is C, and pc is 4, so the shortest path is ACD

with a cost of 5.

2.5.3 BELLMAN-FORD ALGORITHM

Dijkstra’s algorithm is guaranteed to compute the shortest path from the source node
to the destination node when each of the edge weights is a non-negative value.
However, in cases where negative valued edge weights are allowed, it may not

converge to the correct solution.
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Consider the network in Figure 2.4a with source node 4, where the uni-directional
link from C to B has a cost of -2. Figure 2.4b shows the shortest paths computed by
Dijkstra’s algorithm for this network, but Figure 2.4c shows the correct solution,
where the path to node B is ACB with cost 0. The discrepancy arises because the
label at node B is made permanent before the algorithm can account for the negative
weight cost between nodes C and B. This problem can be solved by modifying the
step 2 of the algorithm to check the relaxation condition for edges connected to all
nodes connected to the most recently permanently labelled node, rather than just the
temporarily labelled nodes. This generalisation of Dijkstra’s algorithm results in the
Bellman-Ford algorithm [36], [37], which has a computational complexity of O(VE)

where V is the number of vertices and £ is the number of edges in the graph.

Negative edge weights introduce an additional problem. Consider the graph in Figure
2.5, where both the uni-directional edge weights between nodes B and C are -1. In
this case, it is not possible to find a shortest path from node A4, as any candidate path
can be arbitrarily “shortened” by cyclically traversing the negative weight edges
between nodes B and C in what is termed a “negative weight cycle”. In addition to
computing the correct solution to the shortest path problem with negative edge
weights, the Bellman-Ford algorithm detects if a network contains any negative
weight cycles. If such a condition exists, there can be no solution to the shortest path

problem.

25.4 OPTIMAL SUBSTRUCTURE PROPERTY

The Bellman-Ford and Dijkstra’s algorithms, and in fact any optimal “shortest path”

Figure 2.5: Negative Weight Cycle
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algorithm, are computationally efficient “greedy” algorithms, meaning that they
make the locally optimum choice at each stage with the hope of finding the global
optimum. In general, greedy algorithms are not guaranteed to converge to globally
optimal solution because they usually do not operate exhaustively on all the available
data [35]. An example of this is Dijkstra’s algorithm used on a graph with negative

edge weights, already seen in the example associated with Figure 2.4.

In the specific case of the shortest paths problem for a graph with positive (and in the
case of the Bellman-Ford algorithm, negative) edge weights that concatenate via
linear addition (the weight of a path is the sum of all the weights of the edges on that
path), both algorithms are guaranteed to converge to a globally optimal solution. This
is because the problem exhibits the “optimal substructure property”. Put simply, a
problem is said to have “optimal substructure” if an optimal solution can be

constructed efficiently from optimal solutions to its sub-problems.

Consider Figure 2.6 that demonstrates a graph routing problem satisfying the optimal
substructure property. The wavy lines represent shortest paths between two nodes,
the dotted lines represent individual edges and the edge weights add linearly. To find
the shortest path between nodes A and Z (the global problem), the shortest paths
between nodes A and X, and nodes A and Y (both sub-problems) can be found and
the corresponding edge weights between nodes X and Z, and nodes Y and Z added to
the results. This is possible because the path weights are computed as the sum of the
weights of the edges in the path, so it is not possible for the path AXZ to be “shorter”
than the path AYZ. An important corollary of the optimal substructure property is
that, in this example, if the path AYZ is a shortest path between nodes A and Z, then
the path AY must also be a shortest path between nodes A and Y.
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255 MULTIPLE CONSTRAINT SHORTEST PATHS

To this point, the shortest path problem has been considered for graphs that have
single edge weights. Modern computer networks, however, often have multiple
parameters that are required to satisfy a range of constraints, e.g. choosing an
adequate bandwidth path that also satisfies a delay constraint. This “multiple
constraint shortest path” problem has been proven to belong to the intractable “NP-
Complete” class of problems [34] and consequently this means that no algorithm
currently exists that can guarantee an optimal solution to this problem much more

efficiently than an exhaustive search of all possible solutions.

In the context of this thesis, the multiple constraint shortest paths problem is relevant
because there are numerous physical layer impairments that degrade optical signal
quality. For any given path, each of these impairments may independently, or in
combination with other impairments, cause a connection along that path to become
unsustainable if their accumulation along the path causes the connection bit error rate

(BER) to exceed some threshold.

2.6 PHYSICAL IMPAIRMENTS IN OPTICAL NETWORKS

This section outlines some of the physical phenomena that act upon optical signals to
degrade optical signal quality. It is not by any means an exhaustive examination of
all possible optical impairments, but is intended as an example of the impairments

that need to be considered in all-optical networking.

Figure 2.6: Optimal substructure property
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2.6.1 LINEAR IMPAIRMENTS

Optical fibre communication systems that operate below a certain input power
threshold will exhibit a linear relationship between the input and output signal
powers, i.e. the loss and refractive index of the fibre are independent of the signal
power. The key phenomena in this category are optical noise introduced by signal
amplification used to overcome loss and optical pulse shape distortion giving rise to

pulse broadening that may cause inter-symbol interference.

2.6.1.1 SIGNAL ATTENUATION (LOSS)

Signal attenuation refers to the loss of power of a signal propagating through optical
fibre as distance increases. There are two main mechanisms that cause loss of signal
power in optical fibre. The first is material absorption, where impurities within
optical fibre absorb propagating signal power, often converting the energy into heat.
This has been reduced to negligible levels in using better fibre production techniques,
and signal attenuation is instead dominated by the second mechanism, “Rayleigh

scattering” [38].

As an optical signal propagates through optical fibre, photons can interact with the
atoms in the fibre causing energy to be scattered in all directions, in a process called
“Rayleigh scattering”. If a scattered photon does not propagate in the same direction
as the original signal, then signal attenuation, or loss, occurs. The magnitude of
attenuation is dependent on the material and the wavelength of the optical signal

[39].

For a given material and wavelength, the relationship between the input and output

signal powers, P;, and P,,, the length of material, L, and the loss coefficient, a, is:

P =P exp(-al) (2.1)

out

The coefficient a is often expressed in the units of dB/km, while in optical

networking, L is often expressed in km.

Modern communications networks are engineered to transmit signals on wavelengths
that coincide with the bands of wavelengths that have the locally minimal signal

attenuation in optical fibre. At signal wavelengths of 1550 nm, 1300 nm and 800 nm

20



All-Optical Networking

E, /¥ £, | £ :
1
: A i
i : JWK. I R
: W |
1 |
E, ! E, ¢ E, .
(a) (b) (c)

the signal attenuation coefficients are approximately 0.25, 0.4 and 2.5 dB/km

respectively.

2.6.1.2 AMPLIFIED SPONTANEOUS EMISSION (ASE)

Doped fibre optical amplifiers, particularly the “erbium doped fibre amplifier”
(EDFA), enable efficient transmission of optical signals over long distances to
overcome loss, with significant cost savings. However, optical amplifiers can
introduce significant amounts of noise into the amplified optical signals, commonly
referred to as “amplified spontaneous emission” (ASE) noise. To comprehend the
origin of ASE noise, a basic understanding of the quantum mechanical operation of

optical amplifiers is required.

Consider Figure 2.7 that shows some permissible electron energy levels (£, E,) in
erbium-doped silica fibre. An electron may be excited from E; to E, if it gains
enough energy to do so via interaction with an input light field that is used to “pump”
the electrons from £, into the excited state E,. For example, to excite an electron
from energy level E; to E; would require a photon with energy Af = (E, — E)) to
interact with the electron, where /4 is Planck’s constant and fis the photon frequency.
Transferring energy from the photon to the electron is a process known as photon

“absorption” [40], and is shown in Figure 2.7a.
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Figure 2.7: Absorption, Stimulated Emission and Spontaneous Emission

If an electron is in an excited state, £, it may decay to a lower state, £}, by emitting
a photon with energy A = (E, — E), which can occur in two ways. An incoming
photon with energy hf = (E, — E;) may interact with the excited electron and
stimulate it to emit a duplicate photon. This photon will have exactly the same
characteristics (e.g. phase, direction) as the incoming photon. This process known as
“stimulated emission” and is shown in Figure 2.7b. Alternatively, the excited
electron may spontaneously decay and emit a photon with energy 4-f = (E, — E/) but
with random characteristics. This process is called “spontaneous emission”, shown in

Figure 2.7c.

Erbium (Er’") ions placed into the structure matrix of silica fibre allow electrons in
the Erbium to occupy a band of energy levels that corresponds to energy level gaps
(e.g. E; — E; in Figure 2.7) enabling stimulated emission of photons with wavelengths
(A = ¢/, where c is the speed of light) in the range of 1525nm — 1565nm. This is
fortuitous, as silica fibre has minimal attenuation for optical signals in this
wavelength range, and as a result, most long distance optical networks operate in this

band of wavelengths.

Consider a length of erbium doped fibre depicted in Figure 2.8, with an incoming
(solid) signal photon of wavelength 1550nm entering from the left of the fibre.
Assuming the length of fibre is “optically pumped” with enough energy so that most
electrons within the Er'” are in an excited state, the initial photon will cause
stimulated emission of duplicate photons, which in turn may cause further stimulated

emission of more duplicate photons, thus amplifying the original signal. This is the
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Figure 2.8: Amplification in erbium doped fibre
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principle behind doped fibre optical amplifiers.

There is, however, a drawback to using the doped fibre optical amplifier. Recall that
while an excited electron can emit a photon via stimulated emission, that it may also
emit a photon via spontaneous emission (shown as dotted photons in Figure 2.8).
Spontaneously emitted photons have random characteristics and manifest in the
amplified signal as noise. Furthermore, as they propagate down the amplifier,
spontaneously emitted photons are then subject to stimulated emission further into
the amplifier. This is called “amplified spontaneous emission”, commonly referred to
as ASE noise. ASE noise within the signal bandwidth cannot be removed and is

subject to gain from any other amplifiers downstream in the optical link.

The amount of ASE noise in an optical signal, P, can be measured in linear units of
power (Watts), or logarithmic units relative to 1 mW (dBm). Figure 2.9 shows an
example of a power spectrum in an optical fibre after a signal of wavelength 1550
nm and output power 0 dBm has been amplified by an EDFA and a broad spectrum
of ASE power introduced. As the propagating signal and ASE power passes through
more EDFAs, each EDFA adds yet more ASE. Consequently the ASE noise level

increases until such a time that the signal is unrecoverable.

The effect of ASE on signal quality depends on the relative powers of the signal and
the ASE. The optical signal-to-noise ratio (OSNR), computed as the ratio of signal
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Figure 2.9: ASE spectrum
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power (Psig) to ASE power in dB per 0.1 nm of optical bandwidth, is a useful
measure of the effect of ASE noise [41]:

=P (dBm)- P, (dBm) (2.2)

sig ase

P. (Watts)
OSNR =10log,,| —=——
P (Watts)

ase

The OSNR is correlated to the bit error rate (BER) experienced by an optical signal,
and so if it drops below a threshold, the BER may increase to unacceptable levels.
However, a high OSNR does not guarantee a low BER. The relationship between
OSNR and BER will be covered in later sections.

As the effects ASE cannot be removed from a signal, network designers must ensure
that the OSNR at the destination node must exceed a threshold corresponding to an
acceptable BER. Intelligent placement of EDFAs within the network can also reduce

overall end to end ASE levels.

2.6.1.3 RESIDUAL CHROMATIC DISPERSION (RCD)

Optical sources emit light not only at a nominal wavelength, but also a range of
wavelengths around it, and modulated light that carries information intrinsically has
a non-zero spectral width. This means the energy of the light beam is spread of a
range of wavelengths A4 and any pulse of light representing information has a finite
spectral emission width, a;, as shown in Figure 2.10a, usually characterised by the
root-mean-squared (RMS) value. Figure 2.10b shows the total signal power of a

single light pulse in the time domain.

Chromatic dispersion is a consequence of different wavelengths of light travelling at
different phase velocities through optical fibre, because the refractive index n(4) of
fibre is wavelength dependent [43]. Since an optical pulse contains energy over a
range of wavelengths, the pulse “spreads” out in the time domain, as slower photons
arrive at the receiver at later times relative to faster ones. This is best illustrated in
Figure 2.11. In Figure 2.11a, two distinct pulses (possibly representing “1” bits) are
sent one after another into an optical fibre. As the pulses propagate through the fibre,
they spread and begin to overlap as shown in Figure 2.11b. In Figure 2.11c¢ the two
pulses can still be identified, but by Figure 2.11d, the two pulses have become
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Figure 2.10: (a) Optical pulse power spectrum

(b) Optical pulse time domain snapshot

indistinguishable to the optical receiver, and can cause errors in the received data
stream. This phenomenon is called “inter-symbol interference” and, using standard
modulation techniques, limits the maximum bit rate at which an optical transmission

system may operate error free.

Assuming the RMS spectral width is not large and is symmetrical about the central
wavelength 4, the amount of pulse spread, Az, as a function of fibre dispersion, D, the

spectral width of the signal A4 and length of the fibre L is [42]:

Ar=D-AL-L (2.3)
and
p=_A[dn (2.4)
c\di? .

where A is the nominal wavelength, ¢ is the speed of light and » is the refractive
index of the material (which varies with wavelength). The chromatic dispersion is

measured in units of ps/(nm-km).

Unlike ASE, the effects of chromatic dispersion can be reversed. Because d°n / di’
can be positive or negative, the dispersion D can also be positive or negative
dependent on the type of fibre the optical pulse travels through. As an example, if a
span of optical fibre introduces a total RCD of D ps/nm into an optical pulse, the

pulse can be transmitted through a span of “dispersion compensating fibre” (DCF) to
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introduce a total RCD of -D ps/nm cancelling the original pulse spreading.
Practically, though, this is a sub-optimal solution because while the net residual
chromatic dispersion has been reduced, the pulse would have experienced additional
attenuation through the dispersion compensating fibre. This requires optical
amplification (and consequently injection of ASE) to recover the original pulse
power. Nonetheless, this is a common method of dealing with dispersion in modern

day optical networks.

Finally, it is of interest to note that any effect that modifies the refractive index of the
optical fibre will thus also modify the chromatic dispersion of the material. These
effects could include changes in temperature of the fibre, as well as non-linear effects

caused by signals with sufficiently high output power.
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Figure 2.11: Inter-symbol interference due to chromatic dispersion

2.6.1.4 POLARIZATION MODE DisPERSION (PMD)

When light propagates, the orientation of its electric field is called its “state of
polarisation”. Figure 2.12 depicts a pulse of light propagating in the direction of the z
axis, with a polarisation state of approximately 45° to the y-axis. In this case the
components of the electric field in the y and x axes are shown in yellow and blue

respectively.
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In an ideal span of optical fibre, the cross section of the fibre core is perfectly
circularly isotropic and light pulses propagating down the fibre experience an
isotropic medium where there is no preferred axis of propagation. Real fibres,
however, are often non-circular, and have bends and imperfections that cause the
refractive index of the material to vary slightly along different axes. This results in a
preferred “fast” polarisation axis along which light propagates more rapidly than

other axes.

Consider Figure 2.13, where an optical pulse, with random polarisation state enters a
real fibre propagating along its z-axis. Note that the optical pulse has electrical
components in the y-axis and the x-axis. At the start of the fibre, the a;-axis
represents the direction of the “fast” axis and is aligned with the y-axis of the
propagating pulse. The component of the optical pulse in the a;-axis travels faster
through the fibre than the component in the orthogonal a,-axis, resulting in an overall
time delay called the “differential group delay” Az, between the fast and orthogonal

axes, at the optical receiver.

This phenomenon is called “Polarisation Mode Dispersion” (PMD) and can cause
inter-symbol interference in a similar manner to chromatic dispersion. Furthermore,
the preferred “fast” a; axis of the fibre varies randomly with time, due to movement
and temperature variations, throughout the fibre so the instantaneous value of Az for
a fibre span must be characterised statistically, and has been shown to fit a
Maxwellian distribution [44]. Unlike chromatic dispersion, it is very difficult to
compensate for PMD. Examples include the use of expensive fibres that only permit

one mode of polarisation propagation, or complex controlled feedback systems with
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Figure 2.12: Polarisation of propagating light
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Figure 2.13: Polarisation mode dispersion

polarisation splitters to introduce a delay between the two polarisation axes [44].

PMD and chromatic dispersion have a greater impact in higher bit rate systems, in

which the bit period of the optical signals is smaller.

2.6.2 NON-LINEAR IMPAIRMENTS

Light frequencies propagating in a vacuum do not interact with one another, however
when light travels in a material, such as optical fibre, they may interact via the
material causing undesirable effects. Non-linear impairments refer to phenomena that
only occur when the signal energy propagating in a medium attains sufficiently high
intensities. This can be due to high launch powers and/or the confinement of energy
in extremely small areas, for example in optical fibre core. The overall effect of non-
linear impairments is generally to induce phase variation and introduce noise in to

the optical signal [45].

In short-haul systems up to around 100km in length, these effects can generally be
ignored because required signal launch powers remain below the non-linear
threshold (~1 mW). However, long-haul and all-optical systems require higher signal
launch powers to overcome the accumulation of ASE [16], and while non-linear
effects are small in isolation, they can accumulate to significant levels over large

distances.

This section is intended to be a brief background and summary into these highly
complex effects. Comprehensive derivations and explanations can be found in [16]

and [46].
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2.6.2.1 STIMULATED BRILLOUIN SCATTERING (SBS)

Stimulated Brillouin Scattering (SBS) is a result of high power (>3 mW) optical
signals, causing mechanical (acoustic) vibrations in the optical fibre that travel along
the length of the fibre. These vibrations cause small forward-propagating variations
in the refractive index of the fibre, which act like moving mirrors that weakly reflect,
or scatter, forward propagating signal light. Back-propagating light is Doppler
shifted to lower frequencies (by about 10-11 GHz) that can drain energy from the

signal, ultimately resulting in increased noise in and attenuation of the optical signal.

System impairment starts when the amplitude of the reflected wave is comparable to
the signal power, which in typical fibres is around 10 mW for single fibre spans. SBS
is typically limited to single fibre spans, as there are usually optical isolators to
prevent the back-propagating light from entering optical amplifiers [47]. SBS can be
mitigated most effectively by rapid dithering of the carrier wavelength over a range

of about 1 GHz [48].

2.6.2.2 STIMULATED RAMAN SCATTERING (SRS)

Stimulated Raman Scattering (SRS) is an interaction between light and the
vibrational modes of the silica molecules in optical fibre. If a photon with frequency
/1 interacts with a molecule with vibrational frequency f,,, the molecule may absorb
some energy from the photon and scatter the photon with a lower frequency f>, called
the “Stokes wave”. In both SBS and SRS the presence of a second optical field that
can accept energy from the signal field enhances the effect (hence the term

“stimulated”). In SRS other WDM channels provide this field.

Typically, this process requires extremely high optical power, and so is not as
prevalent in single wavelength systems, but in WDM systems, power from higher
frequency channels may be transferred to neighbouring lower frequency channels.
SRS can be mitigated by closer spacing between WDM channels, because the
coupling between the channels due to SRS increases with channel spacing, peaking
at approximately 12 THz in silica [42]. However, narrower channel spacing can

intensify other undesirable effects, such as Four Wave Mixing. SRS can also be
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deliberately used to provide optical amplification to optical signals in the process

called “Raman amplification”.

2.6.2.3 SELF AND CROSS PHASE MODULATION (SPM AND XPM)

The refractive index of optical fibre, n, is actually dependent on the optical signal

intensity, /, given by [42]:

n=110+n2I=nO+112i (2.5)

eff
where P is optical signal power, 4.y 1s the effective area of the fibre core cross
section, ng is the linear refractive index of the optical fibre and #; is the “nonlinear
index coefficient”, which in silica varies between 2.2 to 3.4 x 10™® um?*W. When [ is
large, the nonlinear component of the refractive index becomes significant, resulting
in the “Kerr effect”. Figure 2.14 shows the change in refractive index of optical fibre

caused by a high intensity optical pulse.

The refractive index changes induced by the Kerr effect cause phase changes in
different parts of the optical pulse to travel at different speeds, resulting in new
frequencies being introduced into the pulse. This frequency (“chirp”) broadens the
frequency spectrum of the signal. The Kerr effect inducing phase changes of a signal
due to its own intensity variation is known as “self phase modulation” (SPM). When
the Kerr effect induces phase modulation in a signal due to intensity variations in

other channels, this effect is known as “cross phase modulation” (XPM).

Although SPM can mitigate the effect of fibre dispersion, XPM always degrades
signal quality in a WDM signal. Additionally, the effects of XPM on WDM channels
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) Refractive Index — 7,
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Figure 2.14: Kerr effect
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may be somewhat mitigated by a larger channel spacing in the presence of non-zero
fibre dispersion. This causes the pulses in different channels to travel at different
speeds and therefore to pass through each other thereby mitigating the effect of
XPM.

2.6.2.4 FOUR WAVE MIXING (FWM)

In WDM optical networks, multiple channels at different wavelengths (frequencies)
propagate down a single fibre. The signals on these channels naturally interact to
produce new signals. Figure 2.15a depicts FWM generated by two signals at
frequencies f; and f> to produce new signals at frequencies 2f; — f> and 2f> — f;. Figure
2.15b shows the new signals generated by FWM when there are 3 signal frequencies.
In general, for N signal channels, the number of generated mixing products M will be

[42]:

M :N72(N—1) (2.6)

and the generated FWM frequencies are given by:
Ju=Litfi—f Sizk j*k (2.7)

meaning that for N = §, the number of generated channels would be 224! If the FWM
signal frequencies fall within WDM channels, intra-channel crosstalk occurs,

degrading the quality of those channels.

If signal channels are equally spaced, then the FWM signals will coincide with the

WDM signal channels. This can be mitigated by spacing the channels unevenly.
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Figure 2.15: Four Wave Mixing
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Furthermore, FWM can be mitigated by increasing the spacing between signal
channels. Chromatic dispersion naturally mitigates FWM, because FWM occurs
when optical pulses stay in phase over significant distance, and similar to XPM,
chromatic dispersion causes optical pulses to “walk away” from each other, thus

reducing the instantaneous signal intensity at points in the fibre.

2.6.3 CROSSTALK

Crosstalk generally refers to the effect of other signals on a desired signal. It occurs
in almost every component of a WDM network, such as filters, switches,

(de)multiplexers and optical fibre through nonlinear effects such as FWM [3], [49].

Two types of crosstalk may occur in WDM networks; “inter-channel” and “intra-
channel” crosstalk. Inter-channel crosstalk occurs when the direct beat product of the
signal and crosstalk terms that leaks into a reference channel from another channel
falls outside of the electrical bandwidth of the reference receiver, leaving only the
square-law detection of the optical crosstalk power. Figure 2.16a shows this
occurring in a de-multiplexer, where two channels have been imperfectly isolated
from one another in the de-multiplexing process. The de-multiplexer filter allows
some energy from the signal at 4, to enter the output fibre designated for 4,, resulting

in noise that lies outside of A;’s electrical receiver.

Of more concern is intra-channel crosstalk, which can occur in network elements,
such as OXCs. Figure 2.16b shows two independent signals, both modulated at
wavelength A;, entering an optical switch on ports 1 and 2. In the switching process,

if the isolation between the output ports is not ideal, then signal power leaks to the

Demultiplexer ; Optical Switch e
7 8111 0111
@
A, A Ay _I_l_ .I_I. port 1

n— 1, ﬂ no ><;_, ﬂ/

/ \ crosstagl{ from

A,signal A, crosstalk

port 2

(a) (b)

Figure 2.16: Crosstalk in WDM networks
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unintended output port and the result is crosstalk that falls in the same wavelength as
the desired signal. This effect can be more severe than inter-channel crosstalk, as
some of the beat products of the signal and crosstalk terms fall within the bandwidth

of the electrical receiver cannot be filtered out [42].

The simplest way to reduce crosstalk is to improve crosstalk suppression in optical
devices [46]. Techniques such as increased spatial and wavelength separation
between channels within devices can be used. These require more switch fabric space
and use of dummy wavelengths. Adding filters for each wavelength within

multiplexers and de-multiplexers is effective, but also adds to the cost of equipment.

2.7 ALL-OPTICAL PATH SELECTION

Conventional path selection in all-optical WDM networks or sub-domains is based
upon satisfying two conditions, but does not account for physical layer impairments.
The first condition is to obtain a connected route over physical fibre links (called
“routing”). The second is the “wavelength continuity constraint”, meaning that for
any chosen route, the same wavelength must be used on each link [50], [51] and no
two connections passing through the same fibre are assigned to the same wavelength
(“wavelength assignment”). The overall path selection problem is often referred to as
“routing and wavelength assignment” (RWA) [52]. The wavelength continuity
constraint can be relaxed with the use of “wavelength conversion” [53], but

currently, this technology is expensive and not yet commercially mature [54].

Routing can be considered to be fixed (incoming connections are always assigned to
one or more fixed routes) or adaptive (different routes are computed for each
incoming connection based on the state of the network). Fixed routing is simpler in
terms of analysis, computation and implementation, but adaptive routing results in
lower connection blocking probabilities and often more efficient use of resources.
Wavelength assignment similarly can be either static or adaptive, and can include

varying degrees of wavelength conversion, with many schemes covered in [57].

The RWA problem can be naively formulated in terms of an integer linear program
[50], for which the globally optimal solution is an NP-complete algorithm [55], and

is therefore unsuitable for dynamic provisioning of connections in an optical
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network. More commonly, the problem is simplified by decoupling the routing (R)
and wavelength assignment (WA) algorithms to give approximate solutions, the most

common of which are comprehensively covered and evaluated in [56] and [57].

In traditional RWA schemes, path selection is based on shortest path algorithms
using simple “cost” metrics such as the “number of hops”, or “available bandwidth”
[7], [56], [57]. These algorithms do not account for the signal degradation that occurs
from optical transmission through concatenated links, due to physical layer
impairment effects discussed above. Without considering signal degradation, there is
no guarantee that a provisioned path will provide and sustain a required signal
quality [58], [59]. This problem is widely known and significant work has been done
to address the issue. In the literature, the work related to the path selection problem
with physical constraints is generally referred to as “impairment constraint-based
routing” (ICBR) and “impairment-aware routing and wavelength assignment”
(IRWA) [60], [61]. The optimal solution to such a multi-constraint routing problem

1s a computationally intractable NP-complete problem [34].

A comprehensive summary of the many types of heuristics and developments in
IRWA is given in [62]. These include the decoupling of the routing and wavelength
assignment problems, the use of meta-heurisitic algorithms such as ant colony
optimisation or genetic algorithms, and joint IRWA algorithms involving

transformations of the network topology to include wavelength availability.

The authors of [63] recognise that it is difficult to account for multiple physical and
system constraints using conventional shortest path algorithms, and instead propose a
distributed method of path selection between a source and destination node. The
algorithm accomplishes this by sending messages containing path state information
from the source node to all its neighbours (“flooding”). When received at
intermediate nodes, these messages are updated with the accumulated path state data.
Should any of the path constraints be violated (e.g. OSNR, cost, wavelength
continuity), the messages are discarded, otherwise they are on-flooded to
neighbouring nodes. The messages that eventually reach the destination node are
then guaranteed to form a set of feasible paths, and the best of these paths can then

be provisioned by the network. The scheme does not combine the effects of multiple
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impairments and the authors admit that excessive numbers of messages, of the order
of O(n!m"log(n)) where n is the number of nodes and m the number of wavelengths
per link in a worst case mesh network, may be flooded through the network with
each connection request. Methods to mitigate this in certain cases are presented.
Another distributed approach based on “Ant Colony Optimization” (ACO) is
presented in [64], using autonomous computational agents (“ants”) that move semi-
randomly throughout the network, preferring links with better performance, and
populate the routing tables of the OXCs. When an ant reaches its destination node, it
travels backward, reinforcing the path that it chose as a “good” path. The more ants
that end up choosing a path makes the path more desirable for connections to the
destination node. Both of these algorithms originate from a computer networking
background, and are not focused on the specific effects of physical layer

impairments.

More conventionally, the majority of the prior work into IRWA comes from an
optical networking background, with recent contributors [59]-[60], [65]-[78]
extending conventional RWA techniques to include physical layer considerations.
Figure 2.17 gives an overview of the generic IRWA process. Here, conventional
RWA algorithms are used to determine the best candidate path (route and
wavelength assignment) for an incoming connection, which is then sent to a signal

quality evaluation module. If the candidate path meets the signal quality

connection request

l < > conventional
compute route RWA algorithms
deny and wavelength || discard
connection ng paths assighment current path
candidate path

estimate Gty path quality

computation module

path quality
!

yes no

admit
connhection

Figure 2.17: IRWA algorithm structures
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requirements, then the connection is admitted, otherwise the path is discarded, and
the process repeated using the next candidate path. This process continues until a
path is found that meets the signal quality requirements and the connection admitted,
or there are no paths left to consider and the connection denied. The focus of most
prior work has been developing algorithms and signal quality metrics for use in the

path quality computation module.

The simple example path quality computation module in [60] separately considers
two optical impairments — PMD and ASE (in the form of OSNR). In this case, the
total PMD and OSNR are computed independently for the candidate path, and if
either exceeds pre-determined thresholds, the path is discarded. This method does not
account for the effects of chromatic dispersion, and algorithmically does not consider
the combined effect of multiple impairments. The work in [59] combines the effect
of ASE and crosstalk on a candidate path received BER, which is then used as the
path quality estimate but does not consider PMD or chromatic dispersion. The
framework established in [60] is explored in more detail by the same authors in [65]
including the effects of distributed Raman amplification. In [66] the authors propose
the desirability of being able to capture the impacts of some impairments as a link
state parameter for each network link, to enable the use of conventional routing
algorithms. Similar works in [67] and [68] incorporate ASE and XPM/FWM as noise
variances into either the OSNR or Q-factor for use in the path quality computation
module, but ignore the effects of chromatic dispersion and PMD by assuming

network engineering solutions to minimise their effects.

Publications [69]-[72] share many principle authors and the early work [69]
considered a range of impairments including ASE, PMD, chromatic dispersion,
crosstalk and filter concatenation. Each of these effects was considered in isolation,
or it was assumed that only one of the impairments was dominant. The work in [70]
focussed on studying the effect of chromatic dispersion and filter concatenation.
Further evolution of this is presented in [71] where the noise effects such as ASE and
crosstalk are combined into a “noise penalty” factor. The effects of PMD, chromatic
dispersion and filter concatenation combined into an “eye penalty” factor. These

factors were multiplied with the “Q-factor” signal quality metric (which is related to
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BER) for use in the path quality computation module described above. In this way,
the effect multiple impairments were considered simultaneously. The work presented
in [72] introduced a simple model that approximately accounts for the FWM and
XPM non-linear effects by adding their noise variance contribution to the ASE and

crosstalk variances in computing the Q-factor.

The authors of [73] and [74] also take a “Q-factor” approach in their formulation of
the path quality estimation metric, incorporating the effects of ASE, FWM and XPM
as “noise variances” in a similar manner to the authors of [71] and [72], but without
the consideration of distortion effects (PMD and chromatic dispersion). Of particular
note is the inclusion of an extra step in the path quality computation module that
accounts for the effect that an incoming candidate path has on the Q-factor of

existing connections.

The authors of [75]-[76] focus on the effects of noise generated by, and the effect of
gain saturation in optical amplifiers as the dominant factors for in a path signal
quality metric. A key difference between these works to those presented above is that
the RWA selection phase is also conducted using the signal quality metric, rather
than the physical distance. This is possible because the noise figure monotonically
increases through multiple links and is expected to satisfy the optimal substructure
property, though this is not explicitly shown. These early works do not consider
waveform distortion effects, but a derivative work [77] accounts for four wave
mixing as an additional noise effect, and considers PMD separately as an additional
constraint. Another paper by the same core authors [78] uses a simplified weighting
metric for the RWA phase consisting of rudimentary quantities such as link length,
link availability, link usage and number of hops. The weighting function consists of
two tuneable parameters that are determined through offline simulation for use in
online path selection. Once a candidate path is selected, the path quality computation
metric evaluates the OSNR of the path using techniques similar to those in the

authors’ earlier works.

The work in [79] presents a FWM aware RWA algorithm that assumes that FWM is
the single dominant impairment in WDM networks. A signal quality metric that is

based on computing the FWM power for each link and adding them together is used
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to account for the physical layer degradation. The work in [80] assumes that the ASE
is the dominant impairment and that it is possible to estimate the Q-factor by

subtracting penalties from an initial Q-factor, which may not always be the case.

2.8 IMPROVED ROUTING METRICS FOR ROUTING IN ALL-OPTICAL NETWORKS

The objective of this thesis is to develop improved signal quality estimation methods
for use in impairment based routing and wavelength assignment of connection
requests in all-optical networks. These methods are based upon the combination of
multiple physical layer impairments such as PMD, RCD and ASE into a single signal
quality metric that can be used in the path quality computation module within the
commonly used framework presented in [60]. Several papers have been published on
the work presented in later chapters [81]-[85]. In chapter 3, a rigorous framework for

combining multiple optical impairments is presented and tested for accuracy.

2.9 CONCLUSIONS

A detailed overview of the optical networking landscape has been presented, with a
progression from legacy optical networks through to next generation intelligent all-
optical networks. These networks are expected to provide automated dynamic
connection provisioning, which is reliant on effective routing and wavelength

assignment in the presence of multiple physical layer impairments.

Conventional shortest path routing algorithms and the problems associated with
applying these to multiple constraints were presented, followed by a summary of
important linear and non-linear optical signal degradation effects that need to be
considered in the IRWA problem. Finally, a survey of the relevant work in the
literature was conducted, revealing that the problem is typically tackled by
decoupling the routing and wavelength assignment process from the path quality
validation process using variants of a two step algorithm presented in [60]. The path
quality validation process involves evaluating the signal quality of a candidate path

selected by the routing and wavelength assignment process.

Developing improved methods for evaluating signal quality to enable routing in

intelligent all-optical networks is the subject of this thesis.
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3.1 INTRODUCTION

This chapter shows that the “Eye Closure Penalty” (ECP) metric can be used to unify
the effect of multiple optical impairments. It begins by defining the ECP and its
relationship to various linear optical impairments. By assuming independence
between impairments, an estimate of the ECP from multiple impairments is proposed
and tested via simulation, showing agreement adequate for the purposes of route
determination. A relationship between the ECP and the signal quality metric, the Q-
factor, is derived, providing a relationship between multiple optical impairments and
the bit error rate (BER). A simple and accurate framework unifying multiple

impairments into a single quality metric is then proposed and validated.

3.2 OPTICAL COMMUNICATION SYSTEMS

In telecommunications, a “communication system” is a collection of equipment that
enables the exchange of information between two or more end points. In its simplest
form, a telecommunications link consists of an information transmitter, receiver and
a connecting medium that is influenced by noise and other impairments, as shown in

Figure 3.1. In optical communication systems, the medium is light, transmitted

Noise & Impairments

X I 4_ X I

Medium
Transmitter Receiver

Figure 3.1: Communication system architecture
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Figure 3.2: NRZ coding scheme

through silica fibres that guide it over long distances. In the context of this work,
which is focused on all-optical networking as described in section 2.2, the distance
between the transmitter and receiver may be several thousands of kilometres,
resulting in accumulation of significant amounts of noise and impairments that could
otherwise be ignored or easily mitigated with shorter links. Additionally, the
adoption of WDM and ROADMs technologies may introduce crosstalk within

intermediate nodes.

Digital data in optical communications is commonly transmitted using the most
simple of coding schemes, amplitude modulated “non return-to-zero” (NRZ) scheme
[87]. In this scheme, a “mark™, or “1” bit is coded as a “high” power level by the
transmitting laser, and a “space”, or “0” bit is coded as a “low” power level, as
shown in Figure 3.2. The light pulse from the transmitter travels through the optical
fibre where it experiences noise and distortion. At the receiver a photodiode converts
the optical energy into an electrical current using a photodiode [88]. Electronic
circuits are then used to sample the level of the electrical current, relative to a

threshold, to determine whether a mark or space was received. Ideally, transition

e S, e
0O 1 0
(a) (b)

Figure 3.3: Ideal and real data waveforms
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between the high and low power levels is effectively instantaneous so that the
receiver can unambiguously correctly determine whether a mark or space was
transmitted (Figure 3.3a). However, in reality, the switching between high and low
levels requires time, and the power level of transmitted bits is altered by the presence

of noise, distortion, and other imperfections in the optical path (Figure 3.3b).

3.3 EYEDIAGRAMS

A common technique used to assess the quality of transmission in optical networks is
to overlay the received bit stream in the time domain over a three-bit sliding window,
resulting in the superimposition of multiple instances of the eight three-bit binary
sequences shown in Figure 3.4a. When this is done with real waveforms, the
resulting diagram resembles an eye, and is hence called an “eye diagram”, as shown

in Figure 3.4b.

(b)

Figure 3.4: 3-bit sequences and resultant “Eye Diagram”
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Figure 3.5: Annotated eye diagram in the presence of signal degradation

A great deal of system performance information can be ascertained from an eye
diagram, including [89] the optical “decision instant”, signal amplitude distortion,
timing jitter, noise margin and the presence of asymmetric nonlinear distortion
effects. Sampling a large number of bits at the decision instant (often chosen as the
instant that the height of the eye is at its widest) provides the statistics of the signal
levels generated from the receiver photodiode for marks and spaces. Assuming that
the sampled values for these levels are independent and identically distributed, by the
central limit theorem, it is reasonable to assume that these current levels can be
modelled by Gaussian random variables, with a mean and standard deviation for

marks, u; and o1, and spaces, uo and gy [90].

When a received signal is degraded by optical impairments, the eye diagram
becomes partially closed and distorted. For ASE, this corresponds to an increase in
the standard deviation of the mark and space levels, whilst for PMD and RCD, this
corresponds to distortions in the slope of the bit transitions and an increase in the
timing jitter [90]. It is possible for a waveform to be distorted to such an extent that
the received level for a mark may fall below the decision threshold at the decision

instant and be interpreted as a space, and vice versa, resulting in a “bit error”.
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3.4 BITERRORRATE

The “bit error rate” (BER), is the number of bits received in error as a ratio of the
total number of transmitted bits. The BER is a common measure of the reliability of
a connection [90]. It is possible to calculate the BER using the received statistics of

the received mark and space current levels.

Consider Figure 3.6, which depicts probability density functions p,(7) and py(i) of the
signal level of the received marks with mean value y;, and of the received spaces
with mean value xy. Assuming that the probability of transmitting a mark or space is
equal, the probability of a bit error, P, can be calculated as the sum of the
probability that the received signal level for a transmitted mark falls below a decision
threshold 7, and that the received signal level for a transmitted space falls above a
decision threshold /;;, which is given by:

1 Izh . . © . .
I)error = 5 |:.[ b (ldec )dldec + "-Izh Po (ldec )dldec :| (3 . 1)

00

where iy 1s the signal level at the decision instant. If we assume that the mark and

Received photodiode current level

_pf(idgc)
Threshold R
Iﬁz
T Hy
Probability

Figure 3.6: Computation of BER from received mark and space probability density functions
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space levels at iz, are modelled by Gaussian distributions with mean and standard

deviations given by y; and o) for marks and x and o for spaces, then:

. 1 (g = 14)’
pl (ldec) = B eXp {_%}
2ro, 20,

. 1 L — o)’
DPoliy.) = > eXp {_M}
270, 20,

Substituting (3.2) and (3.3) into (3.1) thus yields:

e 1 (e — 1) |,
B?rror - EJ-_ eXp |:_2O_—2 dldec

2
* 270, I

. 2
+ l 1 eXp |:_ (ldec :uO ) :| didec
20,

It can be shown [90] that (3.4) is minimised when:

2 2
(]th_ll’;O) :(lul_lzth) _I_ln[ﬁ]
9

20, 20,

In most practical cases, the last term is negligible, and (3.5) reduces to:

Ith —Hy — H _Ith
2 2
O, 0,

=0

giving the optimal decision threshold value of:

I = Oyl + Ol
, =—2 100
! o, +0,

Substituting (3.7) into (3.6) gives:

H— Hy

o, + 0,

(3.2)

(3.3)

(3.4)

(3.5)

(3.6)

(3.7)

(3.8)

The value Q is commonly referred to as the “Q-factor” and measures the distance (in

terms of number of standard deviations) the threshold /, is from the mean mark and
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space levels. The Q-factor is closely linked with the BER, which can be shown by
substituting (3.6) into (3.4) to yield:

exp(—x>)dx

| o
Bor Zﬁj.%

[ Q)] L exn=%)
‘2{1 erffﬁﬂ Br 0 9

=BER

where erf(x) is the error function:
erf(x) = —— [ “exp(—1°)dy (3.10)
,7Z' 0

that can be found in tabulated form in mathematical handbooks [91] or through
numerical integration. Typical operating BER levels range from 107 to 1072 [92],
but using forward error correction (FEC) technology, a system may be tolerate up to

levels of 107, corresponding to a Q-factor of 3 [93].

3.5 EYE CLOSURE PENALTY

Another widely used measurement is the “eye height”, or the widest opening
between the mark and space levels [86]. It is a convenient, experimentally
measurable quantity that can easily be extracted from an eye diagram, mentioned in
section 3.3. The eye height (EH) is defined, for NRZ waveforms, as the distance
between f standard deviations below the mark level, and above the space level in an

eye diagram:

EH = (w4, - po,) — (1 + poy)
=4, — H,)— B0, +0,) (3.11)
N>

where A = (11 - o), £ = (01 + 09) and common values of £ are 1 or 3 [86]. The eye
height is related to the Q-factor. Increasing the difference between the mean (u; - uo)
or decreasing the combined variances (o; + agp) of the mark and space levels,
increases the eye height, and consequently from (3.8) the Q-factor (and hence the

BER).
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The “Eye Closure Penalty” (ECP) is defined as the ratio of the eye height at the
transmitter (EHy) and the receiver (EHpR), assuming for simplicity (but not
necessarily) that the average power levels of the signal are equal (i.e. the net signal
gain along the path is zero dB). Note that EHy is given by placing the receiver

immediately next to the transmitter.

ECP, , = EH,
’ EH,
_ (:ul,T - /uo,T) - IB(O-I,T + O-O,T) (3.12)
(/11,13 - luo,R) - IB(O-I,R + O-O,R)
— AT _ﬂzr
AR _ﬁZR
ECP(dB)=10log (AT_—ﬁZT] (3.13)
AR _:BZR

The ECP measures the end-to-end effect of optical impairments on the eye height of
a transmitted signal, but by itself does not relate to a particular BER - a given ECP
(such as ECP = 3dB) may or may not correspond to an acceptable BER.

One benefit of the ECP is that its functional form is well known, or derived for
several key impairments, for example ASE [92], RCD [94] and PMD [95]. This
means that given a known value for an optical impairment, a value for ECP can be
estimated without prior knowledge of the received eye diagram and statistics. It is
also important to note that these relationships are dependent on system parameters
such as bit rate, modulation format etc, so the appropriate relationships must be used

for different systems.

3.6 LINKING ECP AND BER

Given that the ECP has strong relationships to optical impairments, and the most
common measure of signal reliability is the BER, it is desirable to link the two.
Begin by noting that the BER is calculated (under Gaussian statistical assumptions)
using the Q-factor shown in (3.9), and that the Q-factor of a signal at node m can be

rewritten from (3.8) as:
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Am
0, =5 (3.14)

The average power of a signal at node m can be expressed as:

+
p o L[ FrutFom (3.15)
R 2

where R includes the photodetector responsivity, receiver filtering and amplification.

Let:

1 _ /ul,m

rm ﬂO,m

(3.16)

be the extinction ratio of the signal at node m, which for typical systems is 10dB or

more, giving r, << 1. Equation (3.15) can be rewritten, using (3.16) as:

P — l[ lul,m + /uO,m J lul,m - /uO,m
" R 2 ﬂl,m - IUO,m
+
1y [t o (3.17)
/ul,m - lLlO,m

:LAm I+7,
2R l-r,

Now, assuming that r,, << 1, and R is similar at each node, the net gain G,, of the

signal at node m from node 7 is:

Q
Il
v

n,m

(3.18)

Q

> ‘3 v

Substituting (3.14) and (3.18) into (3.12) thus yields the ECP between the transmitter

node 7T and receiver node R as:
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A —
s, - A
R R
AT

Pr
Ax Ax
s Poy
10 —1
- fTQT — (3.19)
1G, G AL

’R g_ T’R z:7' QR
0 (50, 1)
% GT,RQTQR - GT,RQT

— QR (QT _/B)
GT,RQT (QR _ﬂ)

Finally, rearrangement of (3.19) gives:

PG, RO ECE,
/B + QT (GT,RECPT,R - 1)

Estimated Q, = (3.20)

that allows the calculation of the Q-factor Ok (and hence BER) at the receiver node,
from the easily measureable transmitted Q-factor Qr, the net path gain Gy and the
ECP of the candidate path, that can be estimated, a-priori, using link impairment

values.

3.7 COMBINED EFFECT OF MULTIPLE OPTICAL IMPAIRMENTS

This thesis proposes that the ECP induced by individual optical impairments such as
ASE, PMD and RCD can be combined in some way to obtain an a-priori estimate of
overall ECP value, to be used in conjunction with (3.20) to estimate the Q-factor and
hence, the BER for a connection in an all-optical network. This process assumes that
the characteristics of individual links within the network are known and accessible
either through a network management database, or real time optical monitoring
techniques [96]. Such an estimate has direct application in routing in all-optical
networks, as discussed in section 2.7, as well as network dimensioning and

performance analysis, covered in later chapters.

To test this proposition, computer simulations were performed using a commercial
package [97], firstly at linear operating powers with a single channel in the presence

of the ASE, PMD and RCD optical impairments, and secondly with multiple
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channels in the presence of optical crosstalk (intra-channel and inter-channel) and at
nonlinear operating powers to include the effects of SPM, XPM and FWM. Full

details of the simulation parameters are covered in the following sections.
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3.7.1 LINEAR IMPAIRMENTS

Figure 3.7 details the simulation configuration to examine the properties of the ECP
metric. This approach was used so that each of the degradations could be
individually and independently varied. The simulation measures the statistics of the
transmitted and received mark and space levels and Q-factor, in the presence of

variable ASE, PMD and RCD.

The VPI simulation was set up such that the transmitter is an externally modulated
laser using NRZ coding operating at 10 Gbit/s, with centre frequency of 193.1 THz
and linewidth of 20 MHz that transmits a total of 2048 random marks and spaces
with equal probability. The launch powers can be set to a value between 0 and -9

dBm and the extinction ratio was 14 dB.

The optical medium is 100km of single mode fibre (SMF) with signal attenuation of
0.2 dB/km, dispersion of 16 ps/nm-km at wavelength 1550 nm and dispersion slope
of 0.08 ps/nm”*km. The nonlinear coefficient and PMD in the fibre were set to zero.
The fibre introduces a set amount of dispersion into the channel, which is then
compensated by a variable length of dispersion compensating fibre (DCF) with 0

dB/km attenuation to set the final amount of RCD in the optical signal.

NRZ Coded 100km Noiseless
Transmitter SMF DCF DGD  Amplification OSNR
To] |- OO0 . COD BTN Il of L
Universal Lniversal
DExdivod i deal it

a_’ \ \\i‘* Transmitter
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| | —— o
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hotodiodd LA

Figure 3.7: Simulation setup for linear impairments
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The signal is then put through a PMD module that introduces a set amount of
differential group delay (DGD) (in ps), at an angle of 45° to the principal axis of

polarisation, and thus provides a worst case scenario PMD effect [98].

A noiseless amplifier is used to bring the signal power level back up to the launch
level before the signal is then put through an attenuator of variable loss and then an
amplifier of an equal amount of gain, but with a noise figure of 6 dB to add ASE,
which is quantified using two power meters, one measuring the signal power, the

other measuring noise power (not shown) to produce an OSNR measurement.

Both the launch (transmitted) signal and impaired (received) signal are passed
through 5™ order Butterworth filters with centre frequency of 193.1 THz and 40Ghz
bandwidth, and are then incident upon PIN photodiodes with responsivity of 1 A/W
and thermal noise of 10 pA/Hz” then finally through transimpedence amplifiers to

produce output voltages.

The mean and standard deviation of the mark and space voltage levels, as well as the
Q-factor are measured for both the transmitted and received signals. These statistics
enable the calculation of the transmitter and receiver eye heights and hence the ECP
at various combinations of launch power, ASE (characterised by the “loss-gain”
resulting in output OSNR), DGD and RCD as shown in Table 3.1. These parameter

combinations resulted in 4800 data points.

Table 3.1: Linear impairment simulation parameters

Parameter Range of values | Increments

Launch power | -9 dBm to 0 dBm 3 dBm

Loss-Gain 0to 45 dB 5dB
DGD 0 to 90 ps 10 ps
RCD -320 to 1600 ps/nm | 160 ps/nm
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3.7.1.1 Q-FACTORESTIMATION USING ACTUAL ECP

The results of the simulations were processed to give values, at the receiver, for the
actual Q-factor at the receiver, O, using (3.8), and the actual ECP, ECPrp, using
(3.12). Note that any reference to “actual” ECP refers to the ECP calculated from the
measured values of u; 1, o1, 11r, tor, 011> O0.1, 1.1, 00,7. An estimate of the Q-factor
was then found using (3.20) with the appropriate values for Or and Grx. Figure 3.8
shows the result of plotting the actual Q-factor vs. the estimated Q-factor, with the
values of f =1 and f = 3. The solid red lines represent an ideal fit between the actual
and estimated Q-factors, and the dotted grey lines represent an actual Q-factor of 3,
which corresponds to the lower threshold at which forward error correction (FEC)
technology [93] in modern optical communication systems can operate effectively to

achieve reliable (e.g. BER < 107'%) transmission of data.

Figure 3.8a shows that for f = 1, the Q-factor estimate given by (3.20) using the
actual ECP consistently gives an underestimate of the actual Q-factor. As the actual
Q-factor increases, the error increases significantly. At the critical value of actual Q-
factor of 3, the estimated Q-factor has a mean of 2.17, standard deviation of 0.35,

and ranges from 1.88 to 3.16. For = 3, shown in Figure 3.8b, the results show much
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Figure 3.8: Estimated Q vs. actual Q at the receiver, for (a) f = 1 and (b) f = 3
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better agreement and at the actual Q-factor of 3, the estimated Q-factor has a mean of

3.01, standard deviation of 0.04, and ranges from 2.92 to 3.09.

To determine the cause of the error between the actual QO and estimated Oz, a 3
dimensional scatter plot, shown in Figure 3.9, was created for f = 1 that shows, via
the colour of the point, the absolute value of the error, |actual QO — estimated QOg|, as
a function of the combination of the three linear impairments. The red points indicate
a large amount of error, while the blue points indicate a small amount of error. It
appears that in regions of low OSNR (corresponding to high levels of ASE), the error
diminishes and the estimated from (3.20) is most accurate, regardless of the levels of
DGD and RCD. However, as OSNR increases, and DGD and RCD dominate the

overall contribution to the signal degradation, the error also increases.

This result is not unexpected. The derivation of the Q-ECP relationship in (3.20)

relies on the fact that the Q-factor is calculated under the assumption that the mark

Errar | E]H - Est. QR |
5

4.5
4

13.5

DGO (ps)

RCD (psinm) 0

Figure 3.9: Error between actual Qg and estimated QO as a function of individual impairments
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Figure 3.10: Error between actual Qr and estimated Qy as a function of OSNR

and space levels follow Gaussian distributions. ASE is also well represented by a
Gaussian process [99] that affects the mean received mark and space levels — i.e.
ASE increases the standard deviations o;z and opz. PMD and RCD are both
waveform distortion effects, which interact with the receiver mark and space

statistics in a more complicated manner.

Figure 3.10 plots the error for all points against OSNR, with the red line showing the
mean error value and error bars of 1 standard deviation for points in a 5 dBm/nm bin
around the plotted value. The plot reinforces our analysis, showing that when ASE is
the dominant impairment (low OSNR), the estimate for O becomes more and more
accurate. Figure 3.11 plots the error in Qg for individual impairments in the absence

of the other two impairments (e.g. for OSNR, both DGD and RCD were zero),
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Figure 3.11: Error between actual Qg and estimated Qr as a function of individual impairments
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showing that DGD and RCD contribute most significantly to the error.

3.7.1.1.1 EFFECT OF # ON Qg USING ACTUAL ECP

Clearly, in Figure 3.8b, the parameter £ has a significant effect on the accuracy of the
estimated Q-factor, both reducing its spread, and upon further observation,
determining the actual Q-factor value at which the minimum error,
lactual Qg — estimated Qg|, occurs. This value appears to be at Qr = 1 for f = 1, and

Or=73 for p=3.

To understand why the spread of points is reduced as f is increased, consider (3.20),

with (3.12) substituted for ECPrg:

. AT _ﬁzr
o o[ ]
AT _ﬂzr _
ﬁ+QT{Gr,RLR_ﬂZJ 1]
_ IBGT,RQT (AT _ﬂzr)
_ (3.21)
IB(AR _ﬂZR)+QT (GT,RAT _ﬁzr _AR +ﬂZR)
_ IBGT,RQTAT _ﬂZGT,RQTZT
- /BAR _ﬂZZR +QTGT,RAT _QTﬂZT _QTAR +ﬂQTZR

Estimated Q, =

Taking the limit as f — oo of the estimated Ok and using (3.14) gives:

G, 20,2
lim (Estimated 0, ) = %
® (3.22)

A
-G, 2
T,R ZR

Under the assumption that the net path gain Grg = 1, and that the transmitter and

receiver mean mark and space levels are similar so that Ay~ Ag, (3.22) becomes:

lim (Estimated O, ) = Ar
pn s, (3.23)
= QR

Equation (3.23) demonstrates that an increase in f generally results in a convergence

of the estimated QO to the actual Qz. To see why the error seems to be at a minimum
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when the actual Qg = f, consider (3.21) with f = Qg and Ag = QgXr from (3.14),

under the same assumption that Gz~ 1.

BGrxQr (Ar - ;)
B(Ay=F23)+ O (Grpdy = B2 =Dy + B2y
QRQT (AT _QRZT)

QR (AR _QRZR)+QT (AT _QRZT _AR +QR2R)

_ QRQT (AT _QRET)
QR (AR _AR)+QT (AT _QRZT — Ay +AR)
. QRQT (AT _QRZT)
B Or (AT _QRZT)
=0

Estimated O, =

(3.24)

The results illustrated by (3.23) and (3.24) indicate that while increasing f decreases
the spread of the Q-ECP relationship, it also increases the value of actual Qg for
which the relationship is most accurate, so a careful choice of f should be made

depending on the critical values of Qg that are required for a “reliable” correlation.

3.7.1.2 ESTIMATION OF ECP

With the properties of the Q-factor estimate established, this section is focused on the
properties and estimation of the ECP parameter, both (i) as a function of individual
optical impairments, and (ii) subsequently as an overall measure of signal
degradation with respect to multiple simultaneously occurring optical impairments.
Additionally, it should be remembered that the overall ECP is to be used as an input
parameter in the Q-ECP relationship established in (3.20) to estimate the Q-factor,
and subsequently, the BER. A key benefit of the ECP parameter is that it exhibits
known relationships with various optical impairments, such as ASE (via OSNR)

[92], RCD [94]and DGD [95].
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Figure 3.12: Estimated ECP from individual impairments, with = 1.

The gathered data set was filtered to extract the ECP contribution of individual
impairments in the absence of other impairments, and plotted in Figure 3.12.
Negative values of ECP were filtered out. These occur when QOr < 1 where a
connection would be unusable in any case. For DGD and RCD, the values of ECP
are in dB, and for OSNR, both axes are in linear units. The red line depicts a curve fit
using the equations from Table 3.2 and correlation coefficients R” are shown in
Figure 3.12. There is excellent agreement with the curve fit equations, with R* > 0.99
for all impairments, demonstrating that the ECP can be accurately predicted from the

values of individual impairments.

It is hypothesised that these individual ECP values can be combined to give an
overall value for ECP that represents the total degradation experienced by an optical

signal under the influence of all three impairments.

Table 3.2: Linear impairment curve fit equations and constants for f§ = 1.

Impairment Curve Fit Equation Constants
- Ay =2.700270
A 3
ASE ECP, = (Al (OSJZVRJ ] A, =0.497971

A3 =0.695772

4 , | B1=0.0000000382032
PMD | ECP,,,(dB)=B (DGD)" +B,(DGD)
B, =0.000327143

RCD ECP,,,(dB)=C,(RCD)’ C) = 0.000000708099
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Figure 3.13: (a) Actual ECP vs. ECPy,, , with = 1, (b) Actual Qg vs. Estimated QO using ECPy,,,

The most simple of these combination methods is to assume that each degradation is
independent of the others, and use scalar addition of individual ECP values (in dB)

such that:

ECP, (dB) = ECP,,(dB)+ ECP,,,, (dB)+ ECP,,(dB) (3.25)

sum

This corresponds to multiplication of the ECP values in linear units. Figure 3.13a
shows a plot of the actual ECP calculated directly from the received mark and space
data in the presence of the three impairments against the estimated total ECP,
denoted ECPy,,. It can be seen that there is excellent agreement between the actual
and estimated overall ECP values where the actual ECP < 3 dB, with a general loss
of accuracy at higher values. Figure 3.13b shows the effect of using ECPy,, as
ECPrp in (3.20). Compared with Figure 3.8, the fit between the actual Qr and
estimated Qr is very similar, with the estimated Qp almost always being an
underestimate of the actual O, particularly in the critical region for FEC operation

where actual O = 3.

The results show that it is possible to provide an estimate (albeit a rough
underestimate) of the Q-factor, and hence the BER, from multiple optical
impairments by making use of the ECP signal degradation metric. The next step is to

tune the estimate to give better agreement between the estimated Ok and actual QOk.
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Figure 3.14: Estimated ECP from individual impairments, with = 3.

3.7.1.2.1 EFFECT OF f# ON Qgr USING ESTIMATED ECP

As shown previously, increasing the parameter £ has the effect of reducing the error
between the estimated Qg and actual Qg when using the actual ECP value, so in an
attempt to improve the fit between the two, the calculations and curve fits were

repeated using a value of = 3.

An important observation when performing these calculations was that many more of
the values for the actual ECP that were positive when f = 1 became negative when S
= 3, and the general values for ECP were quite large in comparison. For example, in
the PMD plot in Figure 3.14 the ECP value at a PMD of 70 ps is approximately 9 dB
when g = 3, compared to 2.5 dB when f = 1. Additionally, the ECP values were
negative (and omitted for curve fitting purposes) for PMD values of 80 and 90 ps and

many lower values of OSNR. This adversely affects the curve fitting process, with

Table 3.3: Linear impairment curve fit equations and constants for p = 3.

Impairment Curve Fit Equation Constants
5 A, =3.06181
4, \*
ASE ECP,, = [Al [OS];RJ J A, =3.01193
A3 =0.69743

4 , | B1 =0.000000313914
PMD | ECP,,,(dB)=B,(DGD)' +B,(DGD)
B, =0.000259449

RCD ECP,,(dB)=C,(RCDY’ C1 = 0.00000191944
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Figure 3.15: (a) Actual ECP vs. ECPy,, , with =3, (b) Actual Qg vs. Estimated QO using ECPy,,,

more values of ECP needing to be extrapolated rather than interpolated from
impairment values. The curve fit constants for f = 3 are shown in Table 3.3. Another
problem is the non-Gaussian nature of RCD and PMD. Using f = 3 will severely

overestimate the ECP, or underestimate the receiver eye height.

From these ECP curve fits, the ECPy,,, approximation was calculated using (3.25)
and shown in Figure 3.15a, and the corresponding estimated O shown in Figure

3.15b. Evidently, the choice of f = 3 does not provide a good estimate of the actual
Or.

To understand why this might be the case, recall that the definition of the ECP in
(3.12) is the ratio of the transmitter eye height to the receiver eye height. With a
larger value of f, there are many more instances for which the receiver eye height
(calculated as Ag — fZr) may be close to zero, when A = fZg, causing ECPry to be
large, or even negative, when Xz > Ag. These factors degrade the quality of the ECP

curve fits that break down with negative and asymptotically large ECP values.

It was also observed that using f = 3 increases the magnitude of the actual ECP
values calculated, in some cases by 2 orders of magnitude, over the same ECP values
calculated where = 1. This increase is likely to result in the ECPy,, from (3.25)

being an overestimate of the actual ECP, which in turn would result in a large
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Figure 3.16: (a) Actual ECP vs. 1/3*ECPy,,, , with f =3,
(b) Actual Qg vs. Estimated Qg using 1/3*ECPy,,

underestimate of the actual Qg by the estimated O, which is consistent with the data

observed in Figure 3.15b.

To test this hypothesis, (3.25) was intuitively modified such that:

sum

ECP,, (dB)= %(ECPASE (dB)+ ECP,,,,(dB) + ECP,,(dB))

(3.26)
1
=3 (ECP,5;(dB)+ ECP,,,,(dB) + ECP,,,(dB))

Figure 3.16b shows a plot of the actual Qx and the estimated Qg using the ECPyy,
value obtained from (3.26), and shows a much better fit. This is interesting because

Figure 3.16a shows that many of the (1/3) x ECPy,, values do not in fact match the

actual ECP values.

These results imply that it is not necessary to find a good estimate for the actual ECP
in order to obtain a good estimate of the actual Qg, but rather that it is more

important to tune the estimated ECP that in turn gives a good estimate for Ok.
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3.7.1.2.2 FITTING ECP TO OBTAIN ABETTER ESTIMATE OF QRr

The flow chart in Figure 3.17 is intended as a brief review of the insights gained in
the previous sections. For clarity, the yellow shaded boxes indicate those quantities
that can be gathered, or calculated, a-priori to setting up a network connection, while
the blue boxes indicate simulation data or quantities that can only be calculated from
received statistics after a connection has been established. The labels on the arrows
indicate which equations or techniques should be used to compute the next

quantities.
Recall the following from previous sections:

e The actual ECP values, when transformed to actual QO values, do not
necessarily give a good fit. The error between the estimated O and actual Qg

values depends on which impairment is dominant, shown in Figure 3.11.

e The estimated ECP values have clear, well defined relationships with

impairment values, shown in Figure 3.12.

e The sum of ECP values (in dB), gives a decent approximation of the actual

ECP values, particularly for f = 1, shown in Figure 3.13.

(3.8) ) : (3.12)
[ Simulation Data |
Actual O, Actual ECP Impairment
Values
(3.19) Linkage | |
—— | ECP gy || ECPL, | — [I(Table 3.2)

ldeal ECP | =— | ECPeyp | —+|  ECPors <+—— | Estimate ECP

- | £CP RCDideal |* ' ECP RCD “"_
Filter :
(3.20)
Estimate O,

Figure 3.17: Overview of steps to estimate ECP.
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e Scaling the ECP values (in dB) can provide a better fit for the estimated Qg,

as shown in Figure 3.16b, even if the estimated ECP does not match the

actual ECP.

The presented evidence suggests that a more productive method of estimating the
actual QO might be to obtain a linkage between the estimated ECP value (found using
the methods described above in this chapter), and the ideal ECP. The “ideal ECP” is
defined as the ECP value that gives the correct value for the actual Q. It is found
using (3.19), which is the reverse transformation of (3.20) used to estimate Qx from
the estimated ECP. In reality, the value of Oz is not generally known a-priori unless

pre-calibration of the system is performed, but in simulations this is not the case.

To test this hypothesis, for each individual impairment, a plot was made between the

estimated ECP values (in linear units), obtained using the equations in Table 3.2 and

15 35 16
2 = 099394 R? =0.99847 R? =1 99928

25

Ideal ECF’ASE (linear units)
Ideal ECPPMD {linear units)
Ideal ECF’RCD (linear units)

1 11 12 13 1.4 15 15 2 25 3 35 11 12 13 14 15 16

ECP g (linear units) ECPpyp (linear units) ECPp (linear units)

Figure 3.18: Relationship between ideal ECP and estimated ECP, with = 1

Table 3.4: Curve fits between estimated ECP and ideal ECP for individual impairments, f = 1

Impairment Curve Fit Equation Constants

Ay =1.04187
ASE E CPASE,ideaz = AIE CP ase T Az
A, =-0.0413175

B, =0.440190

PMD ECPPMD,ideal = BlECPPMD + Bz
B, =0.559658
C; = 0.459325
RCD E CPRCD,ideal = ClE CPRCD + Cz
C, =0.544457
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using S = 1 because this gives better results for the estimated ECP values, and the
ideal ECP values obtained using the actual Qg and (3.19). The results are shown in
Figure 3.18 for each of the individual impairments. Here, the red line represents a
linear curve fit, with the fitted parameters being reported in Table 3.4, with high

correlation coefficients where R* > 0.998 for all impairments.

Thus, it appears possible to transform the initial estimated ECP values for each of the
impairments (obtained using curve fits from actual impairment values), into new

ECP values:

ECP,g, 10 =1.04187ECP g, —0.0413175 (3.27)
ECPyy o = 0.440190ECE,, ,, +0.559658 (3.28)
ECP,g; 10 = 0.459325ECP,;, +0.544457 (3.29)

Combining these using multiplication in the linear units, equivalent to addition in dB,

gives:

E CPﬁt =ECP ASE, fitted ECPH, PMD, fitted ECP, RCD, fitted
or (3.30)
(dB)=E CPASE, fitted (dB)+E CPPMD, fitted (dB)+E CPRCD, fitted (dB)
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Figure 3.19: (a) Actual ECP vs. ECPy,, with f =1, (b) Actual Qg vs. Estimated Qg using ECPy,
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Figure 3.20: Error between actual Q and estimated Qy using ECPy;,

Figure 3.19a shows a plot of the actual ECP with ECPj; where clearly, ECPy;
provides an underestimate of the actual ECP. Figure 3.19b shows a plot of the actual
Or against the estimated Qg using ECPy; obtained from (3.30), showing excellent
agreement. Figure 3.20 displays the error between the actual Qr and estimated Qg
and shows that there is a small amount of error in the region where the OSNR is

high, and there is a small amount of RCD present.

Table 3.5: Error statistics between actual Qg and estimated Qg g, f =1

Actual Qg range | Mean (Qg — Est. Og,sir) | Variance (Qr — Est. Ogysir)

Or>8 0.4516 0.2338

Or<38 0.0389 0.0185
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Statistical analysis of the error for all the data points is summarised in Table 3.5 for
different regions of actual Qg. For routing purposes, the region where QOr < 8 is

considered to be the most important and this is where the estimate is most accurate.

The fact that there exists a linear transformation between the ideal ECP and the
actual ECP, shown in Figure 3.18, suggests that it should be possible to perform a fit
between the individual impairment values and the ideal ECP values, rather than
between the impairment values and the actual ECP values, which was done to
produce Figure 3.12. This process intrinsically accounts for the linear transformation
between the ideal and actual ECP values, eliminating the need to compute the actual

ECP values from the data.

This new, more efficient method for computing the estimated QO is summarised in
Figure 3.21, with boxes shaded in blue indicating quantities that are calculated in an
“offline” phase and yellow shaded boxes indicating quantities calculated in real-time,

or “online”, a-priori to a connection establishment.

The “data” can be gathered from simulations as has been done in this thesis, or from
calibrated sweeps of individual impairments whilst recording the mark and space
mean and variance levels. From these sweeps, the Or and ideal ECP are computed

using (3.8) and (3.19) for each impairment. This data is then fitted using the

Simulation or

Calibration data Impairment BER
values
(3.8) I (3.9)
Curve fits

Actual O, (Table 3.2) Estimate O,
(3.19) —[Ecr g | —i[ ECP |5 ‘ (3.20)

ideal ECP |=[BCP,yp | —F[ ECP,p |-—=| Total ECP

—— | ECPrcpigeus ECPyep —'_
F”ter IndiViduaI F;rOduct
Impairments

Figure 3.21: Process to estimate Qg using the ECP.
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Figure 3.22: Actual Qg vs. estimated Qy using ideal ECP

relationships described in Table 3.2 to obtain the constants required to compute the
estimated ECP values, from the measured and monitored individual impairment
values. These ECP values are combined via multiplication in the linear domain or
addition in dB to give the overall estimated ECP which is then used to calculate the

estimated received Qg using (3.20) and hence BER using (3.9).

Using this process, very similar results were obtained to those in Figure 3.19, shown
in Figure 3.22. The fact that the very simple relationship given by (3.25), where the
total ECP is the product of individual impairment ECPs, yields such good agreement
between the estimated and actual Qr reinforces that the effects of the three linear
impairments - ASE, PMD and RCD - on signal quality are, for the purpose of

estimating the total signal degradation, indeed independent of each other.

Table 3.6: Error statistics between actual Qr and estimated Qg g, using ideal ECP

Actual Qg range | Mean (Qg — Est. Og,sir) | Variance (Qr — ESt. Qrysir)

Or>8 0.3486 0.2867

Or<8 -0.0343 0.0575
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3.7.1.2.3 40 GBIT/SEC AND 100 GBIT/SEC SYSTEMS

To this point, all results have been obtained using system bit rates of 10 Gbit/sec.

Practical future systems are expected to operate at 40 Gbit/sec and 100 Gbit/sec, so

simulations were run to ascertain whether the developed Q-factor estimation method

was applicable to higher bit rate systems. These systems had a much lower tolerance

to PMD and RCD, an expected result [101], because the pulse spreading caused by

these effects occupy a much larger proportion of the width of a single bit resulting in

inter-symbol interference. The system parameters are listed in Table 3.7.

Table 3.7: Simulation parameters for 40 Gbit/sec and 100Gbit/sec systems

Bit Rate 40 Gbit/sec 100 Gbit/sec
Parameter Range Increments Range Increments
Launch power | -9 dBm to 0 dBm 3 dBm -9 dBm to 0 dBm 3 dBm
Loss-Gain 0to45dB 5dB 0to45dB 5dB
DGD 0to 27 ps 3 ps 0to 18 ps 2 ps
RCD -30 to 80 ps/nm 10 ps/nm 0 to 10 ps/nm 1 ps/nm
% 5 0 15 Pl
Actual O,
Figure 3.23: Actual Qy vs. estimated Qg at system rate 40 Gbit/sec

68




Signal Quality Estimation

Estimated C!R at 100 Ghit/sec

0 s 10 15 20
Actual QR

Figure 3.24: Actual Qg vs. estimated Qy at system rate 100 Gbit/sec

The process in Figure 3.21 was used to calculate the estimated O, and statistics of
the error between the estimated Ok and actual Qr were computed as in previous

sections.

A comparison between the actual Or and estimated Qg for a system bit rate of 40
Gbit/sec is shown in Figure 3.23 and the corresponding statistics for the error

between the two is shown in Table 3.8.

In this case, the curve fit between the ideal ECP and the DGD was found to best fit a
6™ order polynomial, while the best fit between the ideal ECP and the RCD was

found to be a 4™ order polynomial.

Note that in this case, most of the data points lie above the “ideal” red line and the
mean error (Actual Qg — Estimated Q) is negative, indicating that the estimated Qg
can provide an overestimate of the actual Q. In cases like these, it may be beneficial

to apply a slight correction factor (e.g. Or corrected = Or it — k, where k is a constant) to

Table 3.8: Error statistics between actual Qg and estimated Qg s, for 40 Gbit/sec, f =1

Actual Qg range | Mean (Qg — Est. Qg,s;) | Variance (Qr — Est. Ogysir)

Or>8 -0.0814 0.2621

Or<8 -0.1282 0.0278
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the estimated Qr to ensure that it provides a worst case (underestimate)

approximation to the actual Qg.

Figure 3.24 shows the results, and Table 3.9 the error statistics, of the Q-factor
estimation process for linear impairments in a system with bit rate of 100 Gbit/sec.
The data points are more concentrated toward lower QO values, and there is more
spread at higher values. The 100 Gbit/sec system is extremely sensitive to inter-
symbol interference caused by PMD and RCD, with the best curve fits for these
parameters found to be 6" order and 4™ order polynomials respectively as in the 40

Gbit/sec case.

In theory, the higher order polynomials that relate the ECP to the DGD and RCD for
the 40 Gbit/sec and 100 Gbit/sec simulations may also hold for 10 Gbit/sec, with
some scaling factor for the polynomial co-efficients related to the bit rate. This could

be further investigated in future work.

The results for both the 40 Gbit/sec and 100 Gbit/sec simulations demonstrate that
the method developed to estimate the Q-factor from multiple linear optical

impairments with NRZ coding, is applicable to higher bit-rate systems.

The next section aims to extend the developed Q-factor estimation method to include
the effect of intra-channel and inter-channel crosstalk from optical switching

elements.

Table 3.9: Error statistics between actual Qg and estimated Qg g, for 100 Gbit/sec, f = 1

Actual Qg range | Mean (Qr — Est. Qg,sir) | Variance (Qr — Est. Qrysir)

Or>38 0.0069 0.4075

Or<38 -0.0030 0.0420
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3.7.2 CROSSTALK

To this point, only the three main linear impairments — ASE, PMD and RCD — have
been considered in the estimation of the Q-factor from multiple optical impairments.
This section extends the methodology established in section 3.7.1 to include the
effects of inter-channel and intra-channel crosstalk introduced in network switching

elements such as ROADMs.

To model these additional noise effects, the simulation setup in Figure 3.7 was

extended to include:
e an intra-channel crosstalk noise source with associated attenuator,

e an array of additional transmitters acting as inter-channel crosstalk noise

sources,
e an ideal WDM multiplexer, and

e a de-multiplexer using a trapezoidal bandpass transfer function to extract the

reference channel, with variable stop band attenuation.

NRZ Coded
Transmitter
Tx Transmitter
Statistics
CxExdilod
Inter-channel 100km
Crosstalk Sources SMF DCF DGD
miF s ool NI
H > — —
Universal Universal
[l aserArray " deal i B B 1
Intra-channel Noiseless
Crosstalk Source Amplification OSNR
Tx| — @4 - D_. @4 _,ﬂD_, Receiver
Statistics
[CxExdtdod it deal it

Figure 3.25: Simulation setup for crosstalk and non-linear impairment analysis
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Combined with the additional transmitters, the de-multiplexer enables the modelling
of inter-channel crosstalk at various levels by varying the stop band attenuation level.
Intra-channel crosstalk is introduced at various levels by the intra-channel source and
attenuator. The transmitted bit patterns for crosstalk sources were unrelated to the

reference source.

In these simulations, the additional transmitters were equally spaced 100 GHz above
and below the reference transmitter that operated at 193.1 THz with line width 20
MHz, and all channels transmitted at the same optical power levels. The intra-
channel crosstalk source operated at 193.1 THz, the same frequency as the reference
transmitter, but with a power level reduced from the reference transmitter power

level by the variable attenuator.

Note that while the launch powers extended into the non-linear range, non-linear
effects were switched off in the fibres for the crosstalk simulations. Table 3.10

summarises the parameters of the simulation and the range of levels that were used.

Table 3.10: Intra-channel and inter-channel crosstalk, and non-linear effects simulation parameters

Bit Rate 10 Gbit/sec
Parameter Range Increments
Launch power 0 dBm to 9 dBm 3 dBm
Loss-Gain 0to 40 dB 10 dB
DGD 0 to 100 ps 10 ps
RCD -320 to 1600 ps/nm 320 ps/nm
Intra-channel None, and 15 dB to 35 dB below launch 5dB
crosstalk power
Inter-channel None, and 15 dB to 35 dB below launch 5dB
crosstalk power
Additional
. O0to8 2
transmitters
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3.7.2.1 INTRA-CHANNEL CROSSTALK

To examine the effect of intra-channel crosstalk, the results were extracted so that
there was zero ASE, PMD and RCD, with no additional transmitters and hence no
inter-channel crosstalk. This left the intra-channel crosstalk as the only impairment.
The intra-channel crosstalk was measured as a ratio between the crosstalk power and
the signal power in linear units (InXT), and plotted against the corresponding ideal

ECP value, with the results shown in Figure 3.26. Mathematically:

P
InXT = ;“ (3.31)

sig
Where Py 1s the signal power, Pxr;, 1s the intra-channel crosstalk power, both in

linear units.

125F R?=099998

ECP (linear units)

1.05F

ooos o001 ools 002 0028 003
Intra-channel crosstalk to signal power ratio (linear units)

Figure 3.26: Intra-channel crosstalk level vs. ideal ECP

Table 3.11: Intra-channel crosstalk curve fit to ECP

Impairment Curve Fit Equation Constants

D, =0.997157
InXT (linear units) | ECP,,, =D, + D, (InXT)™ | D,=2.92091
D3 =0.699507
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Figure 3.27: Actual Qg vs. estimated Qg including intra-channel crosstalk

In Figure 3.26, a curve fit of the InXT parameter and the ideal ECP (shown in red)
was empirically determined to follow the power relationship shown in Table 3.11,

and the corresponding correlation coefficient was R* = 0.99998.

Reintroducing the other impairments, an estimate of the total ECP, from all
impairments, was determined by combining the estimated ECP value obtained using
the InXT curve fit, with the estimated ECP values from the relationships for ASE,
PMD and RCD previously established and displayed in Table 3.2, using:

ECPTOTAL = ECPASE X ECPPMD X ECPRCD X ECPInXT (3 32)

The estimated QO using the total estimated ECP was then calculated using (3.20) and
the result was plotted against the actual Or computed from the simulation, depicted

in Figure 3.27.

Table 3.12: Error statistics between actual Qg and estimated Qy including intra-channel crosstalk

Actual Qg range Mean (Qg — Est. Q) Variance (Qg — Est. Qg)
Or>8 0.1616 0.2000
Or=<8 0.1366 0.0544
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The results show good agreement between the Actual QO and Estimated O, with the
error statistics in relevant Q-factor regions listed in Table 3.12. The error is mostly
greater than zero in the most relevant region Or < 8, indicating that the estimated Oz

tends to be a conservative underestimate of the actual Qg.

3.7.2.2 INTER-CHANNEL CROSSTALK

In a similar manner to the intra-channel crosstalk case, to ascertain the effect of inter-
channel crosstalk on the ECP and Q-factor, the results were filtered so that there was
zero ASE, PMD and RCD, and the intra-channel crosstalk source was switched off.
This left the inter-channel crosstalk level (OutXT), measured as ratio of the total
crosstalk power to the signal power, as the remaining variable contributing to the

ECP. Mathematically:

P
OutXT = M (3.33)
sig
where /A are the wavelengths of the inter-channel crosstalk signals, and Pyr,; and Pgq

are in linear units.

A plot of the ideal ECP against OutXT is shown in Figure 3.28, with the actual
points being depicted in blue, and the red line depicting a linear curve fit using the

equation and parameters in Table 3.13.

1350 Rz ogres

ECP ({linear units)

1.05F

0.05 0.1 0.15 0.z 0.25
Inter-channel crosstalk power to signal power ratio (linear units)

Figure 3.28: ECP as a function of OutXT
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Table 3.13: Curve fit equation for estimated ECP from OutXT

Impairment Curve Fit Equations Constants
E,=1.33114
OutXT ECP,,; = E, (OutXT )+ E,
E>=0.993692

The estimated ECP from OutXT, ECPo.xr, was then combined with the ECP
contributions from ASE, DGD and RCD, calculated using the previously established
relationships in Table 3.2, using scalar multiplication to provide a total ECP value.
From this, the estimated Qr was calculated and plotted against the actual Og, which

is shown in Figure 3.29.

It is apparent that while the estimated O generally fits the actual Qg, there is a
relatively large amount of uncertainty. Additionally, many of the points lie above the
ideal red line, indicating that the estimated QOr overestimates the actual Qk,
particularly near the dotted grey line and suggests that there is a source of ECP that
may not have been accounted for. This is undesirable, as paths chosen using the
estimated Ok may actually have QO values below the required threshold, resulting in
potentially costly false positives with regard to algorithms that are supposed to

allocate sustainable quality connections.

The results were re-examined in an attempt to ascertain the reason behind the

207
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Figure 3.29: Actual Qg vs. estimated Qp including inter-channel crosstalk
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Figure 3.30: ECP as a function of OSNR and NumTx

variability of the Q-factor estimation. It was found from closer inspection that the
OSNR to ECP relationship was also dependent on the number of additional
transmitters (NumTx) which is directly related to OutXT.

This is apparent in the plot shown in Figure 3.30, where these values are plotted as
the blue points. To account for this dependence, separate curve fits were found for
the OSNR to ECP, shown as the red lines in Figure 3.30, whilst varying NumTX, in
the absence of inter-channel crosstalk, PMD and RCD. Each of these curves closely
followed the OSNR to ECP equation from Table 3.2, but with different fitting

constants that were dependent on NumTx.

Using these equations to estimate the ECP from the OSNR and NumTx
(ECP 455 numTy), the total ECP was found using:

E CPTOTAL =E CPASE,Nume x ECP, op X E CPRCD x ECF, OwXT (3.34)

The estimated Qr was then found and plotted against the actual Qg, with the results

displayed in Figure 3.31.

Comparing Figure 3.31 to Figure 3.29 shows that accounting for the variance of the
OSNR to ECP relationship due to NumTx vastly improves the quality of the
estimated Qg. In fact, in the critical region along the dotted grey line where the actual

Ok 1s around 3, the estimate provides almost a perfect fit. Table 3.14 shows the
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associated error statistics when inter-channel crosstalk is included in the Q-factor

estimation model.

It appears that there is an extra noise source in addition to the inter-channel crosstalk
and ASE noise. It is speculated that this is the “ASE-crosstalk beat noise” from the
mixing of the ASE passed through the WDM de-multiplexer filter corresponding to

the desired signal, and the undesired inter-channel crosstalk optical fields.

207

Estimated QR
=

0 3 10 15 20
Actual QR

Figure 3.31: Actual Qg vs. estimated Qr including inter-channel crosstalk, with OSNR correction

Table 3.14: Error statistics between actual Qg and estimated Qg including inter-channel crosstalk

using NumTx dependent OSNR correction

Actual Qg range Mean (Qr — Est. Og) Variance (Qr — Est. Or)
Or>8 0.0794 0.7796
Or=<8 0.2022 0.0742
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The ASE field can be written as a sum of modes over the frequencies w;:
E, = szje"”’f’ (3.35)

where the index j covers all frequencies across the gain bandwidth of the optical
amplifiers in the system and 4; is the ASE field strength in mode j with Psz; = 4] =

ASE power in mode j that reaches the receiver detector.
The optical fields of the inter-channel crosstalk signals can be written as:

E, = B (3.36)
where the index K corresponds to frequencies in the crosstalk channels, and Bx =
optical field strength for WDM channel K and Px = BK2 = crosstalk channel power.

When these signals are incident upon a detector with responsivity parameter R, the

beat noise produces a current i sg.xr given by:

st r = R(EASEZKE; +Els ZKEK)
= R(szjeiwjtszke—int + szje—iw,-t szKeinx)
=R (Z, 2k A B+ Z‘f 2k ABge " )’)
=2RY. 3 B cos((@,~ oy )1)

The electrical filter at the receiver removes the terms where |w; - wg| > B., where B,

(3.37)

is the electrical filter bandwidth. If 4; is assumed to be constant over the optical filter

gain bandwidth, then i,sg_xr can be written as:
Lisp xr = 2R\IP gy Z‘wﬂ%‘wﬁ VP cos((a)j — W )t) (3.38)

The limitation on the frequency range given by the summation means that the
contributions from each WDM channel are independent and involve beating between

the channel power and the ASE within the frequency region around that channel.

Consider Figure 3.32 that shows a typical frequency spectrum including a desired
signal, WDM crosstalk signals and the ASE spectrum. Here, P4 is actually the ASE

“out-of-band” power that remains after filtering by the de-multiplexer filter, as
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Figure 3.32: Actual Qg vs. estimated Qp including inter-channel crosstalk, with OSNR correction

opposed to the “in-band” ASE within the signal channel. B, is the receiver electrical

filter bandwidth and B, is the gain bandwidth of the optical amplifier.

Treating the current isszyr as a zero mean Gaussian random process, the ASE-

. . 2 .
crosstalk beat noise variance, oyse.xr , can be written as:

B,
O-ASE—XTZ =4R2?PASEZK Py (3.39)

o

The ASE-crosstalk beat noise standard deviation, oysg.x7, manifests as noise in the
signal by contributing to the ECP. To quantify its effect on the system, the ASE-
crosstalk beat noise power was added to the in-band ASE noise power, resulting in a
modified OSNR value, OSNR 4s x1, that was dependent on the total amount of inter-

channel crosstalk power.

A curve fit was found between the ideal ECP and OSNR 4s& x7, at low levels of inter-
channel crosstalk to reduce the direct contribution to the ECP from OutXT. This fit
was consistent with the ECP to OSNR curve fit in Table 3.2, but resulted in different

fitting parameters.

Using the estimated ECP from OSNR sg xr, termed ECP sk xr, the total estimated

ECP was then calculated using:

ECPTOTAL = ECR4SE,XT X ECPPMD x ECPRCD X ECPOutXT (3 40)
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Figure 3.33: Actual Qp vs. estimated Qy including inter-channel crosstalk, using OSNR sg xt

Using ECPror4r to compute the estimated Og, and plotting against the actual Qg
resulted in Figure 3.33, with error statistics shown in Table 3.15. There is clearly
better agreement than in the case where the ASE-crosstalk beat noise is not

considered in Figure 3.29.

The results presented indicate that both intra-channel and inter-channel crosstalk can
be integrated into the Q-factor estimation model developed for linear impairments in
section 3.7.1. It should be noted that in reality, it is unlikely that crosstalk levels for
all interfering channels would be identical or easily measured and the simulation
results may differ from experimental results. The next section moves on to extend the

model further to include non-linear impairments such as FWM, SPM and XPM.

Table 3.15: Error statistics between actual Qg and estimated Qg using OSNR 4sg xr

Actual Qg range | Mean (Qgr — Est. Qg) | Variance (Qg — Est. Q)

Or>8 0.0430 0.8013

Or<8 0.2142 0.0971
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3.7.3 NON-LINEAR IMPAIRMENTS

The deployment of all-optical WDM networks poses additional problems for the
estimation of Q-factor on a per-channel basis, due to the increased length of network
paths and fewer signal regeneration points. This introduces two problems - firstly it
becomes necessary to deploy more EDFAs, but these introduce large amounts of
ASE noise. To minimise the number of EDFAs one solution is to increase optical
launch powers, often up to 3 dBm per channel. As seen in section 2.6.2, large optical
power intensities in a small fibre core can lead to non-linear effects that degrade
signal quality. The second problem with increasing path lengths is that these non-

linear effects can accumulate to significant levels over these longer path lengths [99].

This section considers the effects of the Four Wave Mixing (FWM), Self Phase
Modulation (SPM) and Cross Phase Modulation (XPM) on the ECP and Q-factor
using the same analysis techniques as in previous sections. Raman scattering and
Stimulated Brillouin Scattering (SBS) are not considered as these effects tend to
occur at much higher powers, or can easily be mitigated using special techniques,
such as dithering and intelligent channel spacing [45], but could be investigated in
future work. In fact, the effect of FWM can similarly be mitigated by uneven channel
spacing and the presence of chromatic dispersion (that causes signals to “walk away”
from each other [45]), but is considered here as many networks may contain low

dispersion and evenly spaced channels.

The same simulation setup from Figure 3.25 and set of parameters in Table 3.10
were used, except in these simulations the FWM and SPM/XPM processes were
selectively activated to examine the separate and combined effects of the non-linear
impairments on the ECP and Q-factor. In these simulations the intra-channel and
inter-channel crosstalk were switched off because including these parameters as well
as the non-linear effects for multiple channels resulted in unacceptably long

simulation times.
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3.7.3.1 FOurR WAVE MIXING

The results in this section were obtained from simulations that were conducted with a
number of additional transmitters in the system where the FWM process was
activated, but the SPM/XPM was not, and inter-channel crosstalk was eliminated

using ideal filtering.

It should be reiterated that in these simulations, the high powered signals were
propagated down single mode fibre (SMF) with dispersion coefficient of 16
ps/nm-km and dispersion slope of 0.08 ps/nm?*km, with the variable DCF providing
dispersion compensation. There were between 2 to 8 additional channels evenly
spaced at 100 GHz above and below the reference channel and signal powers per
channel were varied together between 0 and 9 dBm. The bit patterns for additional

channels were unrelated to the reference channel.

The techniques previously established in Figure 3.21 were used to determine the ECP
contributions of the ASE, DGD and RCD, and the resulting total ECP calculated by
taking the product of the three, from which the estimated Qr was produced. The
purpose of this was to observe the overall effect of FWM on the system, with the
results shown in Figure 3.34. Compared to the case where there is no FWM in Figure

3.19b, there is an increased spread in the estimated Qk.

201

Estimated C!R
=

a =3 10 15 20
Actual QR

Figure 3.34: Actual Qg vs. estimated Qy including FWM in SMF
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Figure 3.35: ECP contribution from OSNR, varying the number of transmitters

FWM is often treated as an additional random noise variance added to the received
mark and space levels (e.g [67]-[69]) that is combined with the ASE noise variance.
This is due to the FWM products falling within the filter pass-band and as the
number of additional channels (NumTx) increases, so do the number of these
products. This results in a different OSNR to ECP relationship, dependent on NumTx.
Further examinations of the OSNR to ideal ECP relationships, shown in Figure 3.35,

support this assumption.

To obtain a figure for the ECP contribution due to FWM, ECPgyyy, the following

derived quantity was used:

ECP,
ECP,,,,(OSNR, NumTx) = —— .St (3.41)
ECBdeal,OSNR,O

where ECP;gear,0snr NumTs 18 the 1deal ECP value for a specific OSNR and number of
additional transmitters (NumTx) and the DGD and RCD are zero. Further
investigation, not covered here, would be required to relate this heuristically derived

quantity to a measureable metric.

Figure 3.36 shows a plot of ECPpgy), as a function of the OSNR and the number of
additional transmitters. The blue points represent the actual values of ECPgy)s while
the red lines depict 7" order polynomial curve fits to those points, all with R? values

greater than 0.99.
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Figure 3.36: ECP contribution from FWM, varying number of additional transmitters and OSNR

It should be noted that these curve fits will vary depending upon the additional
channel power profiles and spacings. In these particular simulations, where all
channels had equal powers, the relationships were found to be independent of the

channel transmit powers.
The estimated total ECP was found using:

ECP,, ., = ECP,,, x ECP,., x ECP . x ECP,,, (OSNR, NumTx) (3.42)

and the resultant plot of estimated Qg vs. actual Qg is shown in Figure 3.37.
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Figure 3.37: Actual Qg vs. estimated Qp including FWM with ideal OSNR curve fit
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Table 3.16: Error statistics between actual Qg and estimated Qg

Actual Qg range Mean (Qg — Est. Qg) | Var (Qr — Est. QOg)
Excluding Or>8 0.6035 0.1844
ECPrwy Or<38 0.2639 0.0423
Including Or>8 0.1343 0.1394
ECPrwy Or<8 0.1736 0.0289

Figure 3.37 and Table 3.16 show better agreement between the estimated and actual

values of O than in the case where the FWM ECP contribution was not included.

Finally, in a similar manner to section 3.7.1.2.2 for the linear impairments, an
attempt was made to determine if there was a simple relationship between the
measured ECP and the ideal ECP contributions from FWM. It was found that these

relationships were non-linear of at least a 4™ order polynomial, shown in Figure 3.38.

It should be remembered that this set of results assumes that all the channel launch
powers are the same, and that the additional channels are equally spaced above and
below the reference channel by 100 GHz. It is expected that these results would be
different if these parameters and configurations were varied, but it is surmised,
without further investigation, that the developed methods would still provide a useful

tool for Q-factor estimation in the presence of FWM.

1oos -4
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Figure 3.38: Relationship between Measured ECPryy and Ideal ECPryy,

86




Signal Quality Estimation

3.7.3.2 SELF PHASE MODULATION

Simulations were run with the SPM parameter switched on, no additional
transmitters, and no crosstalk. An attempt was made to use the previously established
relationships from Table 3.2 and method from Figure 3.21 to compute the estimated
Or, which was then plotted against the actual Qg to produce Figure 3.39. Clearly, the
methods used to estimate Oy for linear impairments need adjustment when SPM is

present.

As discussed in section 2.6.2.3, SPM occurs when the optical intensity of a
propagating signal in an optical fibre increases to a level that it induces variations in
the local refractive index of the fibre. This change in refractive index interacts with
the fibre dispersion, so that the relationship between the RCD and ECP is modified.
It was found that the RCD to ideal ECP function does not fit a 2" order polynomial
as a function of both the RCD and the launch power (TxPower) of the optical signal
as shown by the blue points in Figure 3.40. The red lines indicate curve fits of the
RCD to ECP when the launch power is held constant, and the green lines indicate
curve fits of the TxPower to ECP when the RCD is held constant. The correlation
coefficient between the ideal ECP and the curve fitted ECP in Figure 3.40 was R* =
0.99921.
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Figure 3.39: Actual Qp vs. estimated Qg without SPM correction
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Ideal ECP {linear units)

Figure 3.40: Launch power and RCD vs. ideal ECPrypyyer.rcD

It was found that the TxPower to ideal ECP relationship (green lines in Figure 3.40)
could be modelled by a different 2™ order polynomial for each level of RCD, and
that the coefficients of the individual 2™ order polynomials, when plotted against the
RCD, could all in turn be fitted by 4™ order polynomials. It was also found that it did
not matter in which order the curves were fitted. If the RCD was fitted to the ideal
ECP first, with a constant TxPower, the RCD to ideal ECP relationship (red lines in
Figure 3.40) was still a 4™ order polynomial, and the corresponding coefficients
fitted to the TxPower were still a 2™ order polynomial. This process is summarised

in Table 3.17, where the TxPower is measured in mW, and the RCD in ps/nm.

Table 3.17: Curve fit equations for Ideal ECP from SPM, found to be a function of TxPower and RCD

Impairment Curve Fit Equations

SPM, ECBppver ke = Airen (T xPower )2 + 4, pep (T xPower ) +4; pep

Xi

TxPower

fited first | Anren =9 (RCD)' +a,,(RCDY +a,,(RCD) +a,,(RCD)+a,,

SPM’ ECIJTxPower,RCD = Bl,TxPower (RCD)4 + B2,TxPower (RCD)3
RCD + BS,TxPower (RCD)2 + B4,TxPower (RCD) + BS,TxPower
fitted first B =b (T xPower)2 +b (T xPower) +b
k., TxPower — “k,1 k.2 k.3
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Figure 3.41: Actual Qg vs. estimated Qg including SPM
(a) all launch powers, (b) launch power <6 dBm

Using this approximation for ECPrpewerrcp, With the previously established
relationships for the ideal ECP due to OSNR and DGD, the total ECP was calculated
using linear multiplication of the individual ECP contributions, which was then used
to calculate the estimated Qg using (3.20). The estimated Qg was then plotted against
the actual Qg from the simulation, and is shown in Figure 3.41a, showing reasonable
agreement. Further investigation revealed that the points with the most error (which
are all underestimates of the actual Q) occur at the highest launch power of 9
dBm/channel, or approximately 8 mW (an unlikely value for real networks), and
Figure 3.41b shows the same plot with these points removed, leaving points with
launch powers of 6 dBm (= 4 mW) or below, displaying better agreement. The
analysis of the error for the case of launch powers being < 6 dBm is shown in Table

3.18.

Table 3.18: Error statistics between actual Qr and estimated Qp including SPM

Actual Qg range Mean (Qr — Est. Qg) | Variance (Qg — Est. Qg)

Or>10 0.6555 0.1875

Or<10 0.3979 0.097
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It was found that when the launch power was 9 dBm, the OSNR curve fit began to
overestimate the ECP contribution from the ASE, resulting in the estimated Qr being
a larger underestimate of the actual Qg at some points. This implies that there is an
interdependence between the ECP contribution from OSNR and SPM. These results
may be in accord with the fact that pulse compression [100] resulting from SPM can

increase the signal power, thus reducing the ECP contribution from the OSNR.

3.7.3.2.1 EFFECT OF DISPERSION MAP ON ECP DUE TO SPM

It is known that non-linear effects have the most significant effect at the beginning of
a fibre span as the optical intensity at this point is the greatest [46]. For this reason,
different link configurations that result in the same RCD at the end of a link may

give different ideal ECP values due to SPM.

To investigate this effect, two different dispersion maps, shown in Figure 3.42, were
simulated, and the ideal ECP values calculated as before. For the alternate dispersion
map, an amplifier with output power of the same level as the launch power was

placed after the first span of dispersion compensating fibre (DCF).
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Figure 3.42: (a) Original dispersion map, (b) Alternate dispersion map
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Figure 3.43: Effect of alternate dispersion map on ideal ECPrypyyerrcD

Figure 3.43 shows a plot of the ideal ECP value as a function of the TxPower and the
RCD for the two dispersion maps. The points represent ideal ECP values, and the
lines represent the interpolated estimate of the ideal ECP found using the techniques

and relationships established in section 3.7.3.2.

Clearly, different dispersion maps that give the same RCD at the end of a link may
not give the same value for ideal ECP in the presence of SPM. In situations where
SPM is a significant issue, details of the dispersion map may need to be known in
advance and accounted for. It may be possible to calculate and accumulate the ECP

due to SPM of each amplified span, but this was not investigated in this work.

3.7.3.3 CR0OSS PHASE MODULATION

The origin of cross phase modulation is the same as SPM — the Kerr effect, where
high optical intensity of an optical signal within in an optical fibre alters its local
refractive index. As discussed previously, when the signal itself causes the Kerr
effect, the phenomenon is called SPM, however, when other signals are the source of
the effect causing phase modulation of the reference signal, the effect is called cross

phase modulation (XPM).

To study the effect of XPM on the ECP, the SPM simulation was extended to include
additional channels. These channels had the same launch power as the reference

channel and individually each would experience SPM, and also cause XPM in the
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reference channel. With this in mind, it was reasonable to assume that the effect of
XPM might be similar in nature to SPM, but display a dependence on the number of
additional transmitters in the system (NumTx). To test this hypothesis, a plot of the
ideal ECP due to the RCD and transmitter launch power (TxPower) was made for

each value of NumTx, and is shown in Figure 3.44.

In Figure 3.44, that the black lines indicate the cases where there were no additional
transmitters in the system and thus the ideal ECP surface is representative of SPM
only, acting upon the reference channel. Further examination of the different
coloured ideal ECP surfaces reveal that the ideal ECP does indeed depend on not

only the RCD and the TxPower, but also the number of additional transmitters. In
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Figure 3.44: ECP from RCD and TxPower, while varying NumTx
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Figure 3.45: Actual Oy vs. estimated Qg including XPM
(a) all launch powers, (b) launch power < 6 dBm

fact, using the same methodology and equations for SPM (recall Table 3.17), it was
found to be possible to construct similar curve fitting surfaces for each value of
NumTx with different constants. These surfaces represent a signal affected by SPM
with variations caused by XPM from additional channels spaced at 100GHz. For a
system with many channels, these variations are often modelled as noise, because the

data in different channels are independent random processes [100].

Using a different approximation for the ECP due to XPM, dependent on the value of
NumTx, the estimated O was calculated and plotted against the actual QO in Figure
3.45. Figure 3.45a shows the case where all launch powers were considered, while
Figure 3.45b shows the case where the points with 9 dBm launch power were
removed. The results are very similar to those for the case of only SPM, which is

consistent with theory. Table 3.19 shows the error statistics of the points in Figure

Table 3.19: Error statistics between actual Qg and estimated Qp including XPM

Actual Qg range Mean (Qr - Est. Qg) | Variance (Qg — Est. Qg)

Or>10 0.9316 0.2702

Or<10 0.4416 0.1395
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3.45b, where the launch powers were < 6 dBm.

When the launch power was 9 dBm the OSNR curve fit equation given in Table 3.2
overestimated the ECP contribution from ASE. This is not surprising, as it appears
that the overall effect of SPM/XPM is dominated by the effect of SPM, with minor
variations due to the XPM caused by additional transmitters, so the results that apply

for SPM should also apply here.

Importantly, the estimated Qg approaches the actual O when approaching the critical
FEC region of actual Qg = 3. Despite the error at higher Q-factor values (that matter
less when using the estimated QO in path selection applications), the results support
the methodology developed in this chapter to estimate the QO from multiple optical

impairments including crosstalk and non-linear effects.

For all the non-linear impairments, it is speculated that it might be possible to find a
relationship between the ECP and another common measure of non-linearities — the
“non-linear phase shift”. This, however, has not been covered in this thesis, in favour

of the investigations presented in later sections.
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3.7.4 DPSK MODULATION FORMAT

The previous sections have shown that the methods presented to compute the Q-
factor from multiple optical impairments including ASE, PMD, RCD, crosstalk,
FWM and SPM/XPM can provide a good estimate of the actual Q-factor when using
NRZ modulation at bit rates of up to 100 Gbit/sec. Although NRZ modulation is the
most widely used format in 10 Gbit/sec systems due to its simplicity [102], advanced
modulation formats [103], such as differential phase shift keying (DPSK) [104] are
expected to be adopted in higher speed and longer distance optical communication
systems. This section examines whether the presented multi-impairment Q-factor

estimation technique is applicable to DPSK.

In NRZ modulation, binary information is encoded in the power level of an optical
signal, with a mark being represented as a high power level and a space as a low
power level. In DPSK, binary information is encoded as a change in the phase of the
optical carrier between subsequent bits, with a mark represented by a 0 phase change
to the phase of the current signal, and a space represented by a m phase change. A

timing diagram for a typical DPSK signal is shown in Figure 3.46.

DPSK has a number of advantages over NRZ modulation, the most significant being
a 3 dB lower OSNR requirement for a given BER [104] enabling greater
transmission distance. It has also been shown to be more resistant to non-linear

effects [105], but is more susceptible to chromatic dispersion [106].

ANVAVZAVANVI/AVAN

0 1 0 1 0 0 1

time

Figure 3.46: DPSK timing diagram
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It should be noted that the BER calculated from the Q-factor as defined in (3.5) for
NRZ modulation provides an overestimate of the true BER by about 3 dB [107]
when used in DPSK, and that for linear operating powers a correction factor is
required [108]. While this is inconvenient, there is still value in using the techniques

developed in this thesis to estimate the Q-factor from multiple optical impairments.

To examine the combination of the effects of multiple impairments on DPSK signals
using the ECP, the simulation setup from Figure 3.7 was used. An NRZ-DPSK
transmitter and DPSK receiver consisting of a Mach-Zehnder Interferometer with
two PIN photodiodes replaced the NRZ transmitter and receiver photodiodes. For
demonstrative purposes, the simulations were conducted at a range of linear launch

powers from -9 to 0 dBm with the simulation parameters shown in Table 3.20.

Table 3.20: Linear impairment simulation parameters for DPSK simulations

Parameter Range of values Increments
Launch power -9 dBm to 0 dBm 3 dBm
Loss-Gain 0to40dB 5dB
DGD 0to 70 ps 10 ps
RCD -320 to 1600 ps/nm 160 ps/nm

The Q-factor was calculated using (3.5), and a corresponding ideal ECP was derived
using (3.19). This was then plotted against the individual impairment values, for each
of the impairments, in the absence of the other two impairments. It was found that
the relationships used to find the ideal ECP for the OSNR and the DGD were very
similar to those used in NRZ modulation, with the OSNR fitting the function from
Table 3.2:

4\
Ideal ECP,, :(AI(O;ZZVRJ J (3.43)
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and the DGD fitting a 4™ order polynomial:

Ideal ECF,,,,(dB) = B,(DGD)" + B,(DGD)’ (3.44)
where ECP,sr and the OSNR are expressed in linear units, ECPpyp is expressed in
dB and DGD is expressed in ps.

Interestingly, where previously the ideal ECP due to RCD could be expressed as a
function of a quadratic equation, using DPSK this relationship was best fitted by a 6"

order polynomial with only even terms:
Ideal ECP,.,(dB) = C,(RCD)’ +C, (RCD)' +C, (RCDY (3.45)

where ECPgcp is expressed in dB and the RCD is expressed in ps/nm, a plot of
which is shown in Figure 3.47. Here, the constants were C; = 1.83 X 10'19, C,=-5.76
x 107" and C; = 6.88 x 107, The correlation coefficient R* was greater than 0.99 for

each of the ECP to impairment relationships.

The total ECP was then found by multiplying the ECP values from the individual

impairments, when expressed in linear units, or addition when expressed in dB:

ECPTOTAL = ECPASE X ECPPMD x ECPRCD (3.46)
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Figure 3.47: Estimated ideal ECP from RCD in DPSK and NRZ.
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Figure 3.48: Actual Qg vs. estimated QO using DPSK

Finally, the estimated Qx was found from ECPror4 using (3.20), and the results
were plotted against the actual Qg, shown in Figure 3.48. The plot in Figure 3.48a
shows good agreement between the estimated Qg and actual Qp, but there is some
slight underestimate of the actual Q in the region where the Q-factor is between 1
and 7. Further investigation of these points revealed that these were occurring when
the RCD values exceeded 960 ps/nm. Filtering of those points yield Figure 3.48b, in
which there is better agreement. Table 3.21 gives the error statistics obtained from all

points excluding those with RCD > 960 ps/nm.

The results show that the ECP signal degradation metric can be used with DPSK
modulation to estimate the Q-factor at the receiver in the presence of linear
impairments such as ASE, PMD and RCD. Non-linear impairments were not

investigated, due to time constraints, but could be investigated in future work.

Table 3.21: Error statistics between actual Qg and estimated Qg using DPSK modulation

Actual Qg range Mean (Qg — Est. Q) | Variance (Qg — Est. Qr)

Or>10 0.3677 0.4113

Or< 10 0.1737 0.1068
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3.8 SUMMARY, DISCUSSION AND CONCLUSIONS

3.8.1 SUMMARY

In this chapter, a method and framework were presented and validated using
computer simulations, that enable the computation of an estimate of the Q-factor and
bit error rate (BER) of an optical signal that had been affected by multiple optical
impairments, using non return-to-zero (NRZ) and differential phase shift keying
(DPSK) modulation. For NRZ modulation these include linear impairments such as
amplified spontaneous emission (ASE), polarisation mode dispersion (PMD) and
residual chromatic dispersion (RCD), as well as intra-channel and inter channel
crosstalk and non-linear impairments such as four-wave mixing (FWM), self phase
modulation (SPM) and cross phase modulation (XPM). For DPSK modulation the

work in this thesis only covered linear impairments.

One approach was to calculate the eye closure penalty (ECP) directly from the
received mark and space statistics in the presence of individual, and combinations of,
the linear optical impairments — ASE, PMD and RCD. The ECP was then curve
fitted to individual impairments. The total ECP was calculated as the product of the
individual ECPs under the assumption that the ECP contribution from each of the
individual impairments was independent of the other impairments. This assumption
was shown to be very reasonable. The ECP calculation included a parameter f and its

effect was studied, with the conclusion that the best value for § is 1.

A relationship was derived between the Q-factor at the receiver and ECP, and used to
estimate the Q-factor at the receiver. This approach gave and approximate value for

the Q factor.

Working backwards from the actual receiver Q-factor gave an associated “ideal”
ECP value which revealed that the ECP calculated directly from the receiver
statistics was an overestimation of the ideal ECP. Further investigation showed that
for each of the individual impairments, there was a linear transformation between the
two. Furthermore, it was found that it was possible to skip this transformation

altogether and instead fit the ideal ECP to the individual impairments.
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This revelation meant that in real world terms, to implement the presented Q-factor
estimation method, it is only necessary to measure the Q-factor from individual
impairments in the optical communication system for the bit rate and modulation
format (NRZ, the most widely used modulation format and DPSK, its most likely
successor) of interest. This is then used to determine the curve fitting constants that
relate the ECP to the individual impairments, a process summarised and reiterated in
Figure 3.49, where the blue shaded boxes indicate quantities that need to be found in
a calibration phase, and the yellow shaded boxes indicating quantities calculated a-

priori to connection provisioning.

Testing the framework on 40 Gbit/sec and 100 Gbit/sec NRZ modulated systems
showed that it was still applicable to determining the Q-factor at these rates. It was
found that at these higher bit rates the ECP to DGD relationship was more accurately
modelled by a 6™ order polynomial and the RCD was now best modelled by a 4™

order polynomial.

This method was then extended to include the effects of intra-channel and inter-
channel crosstalk, where it was found that with knowledge of the crosstalk power
level and number of interfering transmitters, it was possible to calculate an associated

ECP. In the case of intra-channel crosstalk, this ECP was a simple function of the

Simulation or

Calibration data Impairment BER
values
(3.8) I (3.9)
Curve fits

Actual O, (Table 3.2) Estimate O,
(3.19) —[Ecr g | —i[ ECP |5 ‘ (3.20)

ideal ECP | = BCP,p | —F[ ECP,,, |-—=| Total ECP
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Figure 3.49: Process to estimate Qg using the ECP.
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crosstalk power, but in the case of inter-channel crosstalk, the ECP contribution was
more complex, being not only a function of the crosstalk power and number of

transmitters, but also dependent on an ASE-Crosstalk beat noise term.

Next, the four wave mixing, self phase modulation and cross phase modulation non-
linear impairments were considered, by increasing the launch powers up to 9 dBm,
well into the non-linear operating region. It was found that ECP contribution from
the additional noise caused by the FWM process was dependent on the OSNR and
number of transmitters. This was expected, as the extra signals generated by the

FWM phenomenon are analogous to inter-channel crosstalk.

The self phase modulation effect on the ECP manifested as a dependence on both the
RCD and the launch power, and a two-dimensional curve fit for both parameters
were found. Even though this was found to be possible, the overall estimated Q-
factor computed was found to provide a significant overestimate when the launch
power was greater than 6 dBm per channel, but showed good agreement otherwise.
The reason for this is unclear, but it is suspected that the SPM effect causing pulse
compression and actually improving signal power might be exacerbated at higher
launch powers, but was unaccounted for in the OSNR to ECP calculation. The results
for cross phase modulation were very similar to those of SPM, but was shown to add

a dependence on the number of transmitters.

Finally, the multi-impairment Q-factor estimation method was tested on the DPSK
modulation format. While the applicability of the conventionally defined Q-factor is
debateable in phase shift keyed modulation, there is evidence in the literature to
suggest that it is still useful [108]. With slight post calculation modification, in the
linear operating regime (and given that DPSK has been shown to be more robust than
NRZ modulation against non-linear effects) it would appear that the presented Q-
factor estimation method is still useful. Applying the developed method directly to
the data obtained from DPSK simulations showed that the estimated Q-factor showed
good agreement with the actual Q-factor, after accounting for a change in the ECP to
RCD curve fit (that was now found to follow a 6™ order polynomial), with the best

accuracy obtained when the RCD was less than 1000 ps/nm.
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3.8.2 DiscussION

The results and analysis presented in this chapter show that it is possible to calculate
the Q-factor at the receiver in an optical link, using the ECP due to multiple optical
impairments. The most obvious application of this result is in the automated
provisioning of connections in all-optical networks where it was shown in section 2.5
that routing using multiple constraints was generally infeasible. Therefore calculating
a single signal quality metric is extremely useful. While there are a number of
references in the literature, covered in section 2.7, that have provided estimates of the
Q-factor (and hence BER) from multiple impairments, the author is unaware of any
that can include the range of degradations and modulation formats discussed in this
work with a quantitative evaluation of accuracy. In this work, it has become clear
that there are two factors that affect the accuracy of the Q-factor estimation from

multiple impairments using the method proposed in this work.

The first factor is the accuracy of the curve fits between the individual impairments
and the ideal ECP that allow real-time calculation of the estimated Q-factor. For
different bit rates and modulation formats, and in some cases, the number of
transmitters and launch powers, each of the optical impairments will have a slightly
different relationship to the ECP. This means that the curve fitting constants will
need to be determined accordingly, either through simulation of the system, or
through calibration data from the real system. Inaccuracies in these relationships can
lead to error in the estimation of the overall Q-factor when combining the ECP
values from multiple impairments. In the event that a relationship can not be found
between the ideal ECP and an optical impairment, it should be sufficient to

interpolate values from the calibration data.

The second factor affecting the accuracy of the Q-factor estimation is the fact that the
effects of some impairments are not independent of each other. This was shown in
results presented for SPM and XPM, where it was found that the combination of the
individual impairment ECP values via multiplication (valid when the impairments
are independent) did not provide accurate results under certain conditions. This
problem can be mitigated by calculating the ECP from a joint set of multiple
parameters (e.g. RCD and launch power), as shown in the SPM/XPM case.
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From a networking perspective, it should be noted that this method for combining
multiple impairments into a single metric does not result in a metric that satisfies the
optimal substructure property discussed in section 2.5.4. This is because the overall
metric includes the effect of RCD, which in optical networks can be a negative or
positive value. Note that this is the case for any combined signal quality metric that
would include the effect of RCD and means that conventional shortest path
algorithms (e.g. Dijkstra’s and Bellman-Ford) can not claim to converge to a globally
optimal solution using metrics of this kind. This does not mean that the metrics are
not useful, as evidenced by the large number of routing algorithms that utilise such
metrics (previously discussed in section 2.7). However, it means that there may be a
number of routes that might have adequate signal quality which are not found by

those routing algorithms. This issue is not a topic of this thesis.

Future work could be done to include the effects of more optical impairments into
the ECP combination framework, as well as validation of the presented technique
using experimental data. Further investigation could also be done to refining the ECP
relationships for non-linear effects and to ascertain the dependencies between the
system parameters. It would be interesting to determine if using the ECP to combine
the effect of multiple impairments is useful for other modulation formats besides

NRZ and DPSK.
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3.8.3

CONCLUSIONS

From the data collected and the results presented in this chapter, a number of

important conclusions can be made and are listed below.

It is possible to combine the signal degradation effect from of multiple optical
impairments on an optical signal, using the presented framework that utilises

the ECP metric.

It is not a necessary to calculate the ECP from receiver statistics, as this
overestimates the ideal ECP. Instead it is better to calculate the ideal ECP
value from the measured receiver Q-factor to gauge the effect of optical
impairments on signal quality (a measurement procedure which can be

applied in a real network was described above).

The ECP can be related to not only linear impairments such as ASE, PMD
and RCD, but also to crosstalk and non-linear impairments such as FWM,

SPM and XPM.

The Q-factor of an optical signal can be accurately predicted in NRZ and
DPSK modulated systems from the combined ECP, at bit rates of up to 100
Gbit/sec. This shows that the developed method will be applicable in future

ultra-high capacity optical networks.

The estimated Q-factor is very often a worst case underestimate of the actual

Q-factor, which is often a desirable property for network provisioning.

To this point, the values for optical impairments have been considered only as static

values while in reality, some of these values may be dynamic. In the next chapter, the

techniques developed in this chapter will be applied to the case where some of these

impairments are time-varying.
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4.1 INTRODUCTION

The work presented in chapter 3 provides a solid framework and methodology that
enables a network operator to estimate the Q-factor and BER for optical connections
with multiple optical impairments. To this point, the values for these impairments
have been static values. In reality they may vary with time, so that a connection that
was provisioned subject to one set of impairment values might be unsustainable at a
later time as the impairment values change, possibly resulting in a “connection

outage”.

This chapter begins by explaining the relevance of the outage probabability as an
enabling mechanism in modern day telecommunications. It then examines the
previous published research on outage probability subject to single impairments. This
work is distinct from the concept of engineering network “protection”, but the outage
probability of a network path can certainly be used to aid in the design of protection
paths. It is then shown that the method used to estimate signal quality constructed in
chapter 3 can be extended to enable the estimation of the outage probability for a

connection affected by multiple time-varying optical impairments.
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4.2 OUTAGE PROBABILITY

In an increasingly competitive telecommunications marketplace, service level
agreements (SLA) are a competitive differentiator that can attract customers willing
to pay for certainty of service. It is important that network operators are able to make
realistic guarantees, to be able to deliver on their promises. In telecommunications,
the amount of down time that a provisioned service or connection is reasonably
expected to experience is a key metric. This down time must be evaluated and is
related to the “outage probability”. For example, a network operator may specify that
a service or connection will experience “99.99% uptime”, equating to 52.6 minutes
of downtime per year, or an outage probability of 0.01%. Serious network outages
can be caused by events such as physical cable cuts or environmental disasters. In the
context of optical networks and this work, an outage is considered to have occurred if
the bit error rate (BER) of a connection exceeds 10™ or 102 As seen in chapter 3,
the BER is determined by the level of optical impairments, such as ASE, PMD and
RCD, impacting on the optical signal.

In optical networking, most of the literature pertaining to outage probability relates to
PMD [109]-[112]. The actual value of the differential group delay (DGD) caused by
PMD is a time varying quantity best modelled by a Maxwellian distribution [113]. In
this context, the outage probability is usually defined in terms of the probability that
the DGD exceeds a certain threshold level [46], resulting in an unacceptably high
BER. The work in [109] directly relates the probability density function of first and
second order PMD to the BER, and calculates the outage probability by taking the
cumulative probability of the BER exceeding 1072,

The authors of [114] consider the effect of time dependent seasonal variations in
temperature on the chromatic dispersion in optical fibre across different regions of
the USA. The temperature and corresponding dispersion variations are modelled by a
sinusoidal function that cause levels of residual chromatic dispersion (RCD) to
exceed a specified level of dispersion compensation. These excursions can cause an

unacceptably high power penalty. In this context, the outage probability is defined as
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the probability that the dispersion penalty exceeds 1 dB, and was found to be
approximately 5.5 x 10,

The effect of polarisation dependent loss (PDL) on signal OSNR was considered in
[115], who showed that PDL could cause fluctuations in the OSNR as signal power
varied with polarisation state changes. Here, the outage probability was defined as
the probability that the BER exceeded 107, with the author citing this threshold as
the maximum BER that forward error correction (FEC) mechanisms could typically
correct. In [116], power penalties arising from ASE transients and nonlinearities are
shown to exist in EDFAs operating in WDM networks when channels are added or
removed from optical links. These penalties, existing for microseconds to
milliseconds, could significantly disrupt system performance resulting in network
outages to multiple channels, and are exacerbated in higher bit rate systems with
higher launch powers. This work did not specifically calculate an outage probability

associated with these events.

Ultimately, a network operator would like to be able to know the outage probability
of new and existing connections as the state of the network changes, but to do so
requires accurate data on traffic demands and optical impairments. Fortunately, the
deployment of real-time optical performance monitors that can monitor single [117],
or multiple impairments are becoming more common [96]. These monitors can
record large amounts of operational data, including histograms of impairment values

over time.
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4.3 DYNAMIC OPTICAL IMPAIRMENTS

The framework developed in chapter 3 allowed the combination of the effects of
multiple optical impairments including ASE, PMD, RCD, crosstalk, FWM and
SPM/XPM, on the Q-factor and BER of an optical connection. This was achieved by
using an intermediate quantity, the ECP, which had clear relationships with those

impairments and also with the Q-factor.

Previously, the values of the optical impairments were considered to be static, but in
reality some of these values are dynamic. The instantaneous DGD value caused by
PMD is often modelled by a Maxwellian random variable [46]. It has been shown
that the RCD can have sinusoidal seasonal variations associated with temperature
[114], and that PDL [110] in network components and optical fibre. ASE power may
spike during channel addition and deletion [116] causing OSNR variations. A
common method to model time varying quantities such as these is to treat them as

random variables (RV).

As previously mentioned, optical performance monitors are expected to be able to
record data on optical impairment levels within an optical network and in particular
to build up histograms of impairment values over time windows that could be of the
order of months. These histograms can easily be normalised to create discrete

probability density functions, also called probability mass functions (PMFs),
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4.3.1 PMD PROBABILITY MASS FUNCTION

The instantaneous DGD due to the PMD impairment has been shown to follow a

Maxwellian [46] distribution with respect to the instantaneous DGD, At:

B \/E ) ~AT?
p(AT)—aS\/;Ar exp[ = j (4.1)

the shape of which is characterised by the mean DGD, DGD,,,, or ATt

Az = 205\/E (4.2)
2
Substituting (4.2) into (4.1) gives:

32 A7? —4 A7?
p(AT) = ? exp (— j 4.3)

—3 —2

AT T At

Figure 4.1 shows an example of a PMF for the instantaneous DGD where the mean

DGD is 20 ps.

probahbility

a 10 20 30 40 50 50
DGD (ps)

Figure 4.1: PMF of DGD from PMD, DGD,,, = 20 ps
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4.3.2 RCD PROBABILITY MASS FUNCTION

The chromatic dispersion of a span of fibre is dependent on the temperature of the
fibre. The authors of [118] found that optical fibres are typically buried at depths of
about a metre, so daily temperature variations are negligible, but seasonal soil
temperature variations are significant. The work in [114] showed that the soil
temperature in regions across the terrestrial United States could be modelled by a
sinusoidal function over the period of a year, with a peak to peak change in

temperature, AT, of up to 20°C about the mean temperature.

For single mode fibre, the zero dispersion wavelength 4y and the dispersion slope So

are related to the temperature 7 by [114]:

d}; =0.02452 nm/°C (4.4)
%:—1.5582&40-6 ps/nm*/ km/°C 4.5)

So for AT = 20°C, the corresponding range of Al around a mean value of 1= 1322
nm would be [1321.7548, 1322.2452] nm, and AS, around a mean value of Sy =
0.092 ps/(nm’km) would be [0.092015583, 0.091984418] ps/(nm’km).

A connection with a channel wavelength of 1550 nm would therefore experience
chromatic dispersion in the range of [16.802, 16.768] ps/(nm-km). Assuming longer
path lengths, for example 500km due to all-optical networking, and the use of static
dispersion compensation, the RCD would be found to vary with a sinusoidal function
around the mean RCD value, RCD,,. by approximately + ARCD = 8.4 ps/nm. Note
that longer path lengths would increase this value, and also that higher bit rate signals

are much more adversely affected by even small variations in RCD.
The time varying RCD can thus be approximately modelled by a sinusoidal function:

RCD(t) = RCD, , + ARCD -sin(?) (4.6)
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The corresponding probability density function can be found using [119]:

-1
9

26> —(RCD—-RCD Y RCD—-RCD, | < ARCD
P(RCD) = (”\/ o ~(RCD-RCD,,) ) (47)
0 , [RCD—-RCD, ,|>ARCD
Where the standard deviation of a sinusoidal function is
o= ARCD (4.8)

V2

Figure 4.2 shows a PMF of the RCD where RCD,,. = 100 ps/nm and ARCD = 8
ps/nm. Note that the most likely RCD values are the values that are RCD,,. £ ARCD,
while the least likely RCD value is RCD,,.. This is because the gradient of the time
varying RCD function given by (4.6) approaches zero near the peak values, and thus
the instantaneous RCD values spend more time near those values, resulting in a
higher probability in the PMF. Consequently, at RCD,,. the magnitude of the
gradient is at a maximum, and thus the RCD spends the least amount of time at that

value.

probability
o]

0.02F . '
]

90 a5 100 105 110
RCD (psinm)

Figure 4.2: PMF of RCD, with RCD,,.= 100 ps/nm and ARCD = 8 ps/nm
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4.3.3 OSNR PROBABILITY MASS FUNCTION

The main source of time dependent OSNR variations in the literature refers to
polarisation dependent loss (PDL) of signal power in components and optical fibre

[115]and ASE transients in EDFAs [116], [120].

PDL is caused by optical components and fibre that cause different amounts of signal
attenuation for signal components aligned with the two orthogonal polarisation axes,
ultimately resulting in an OSNR penalty. The PDL is dependent on random
alignment between the state of polarisation of the optical signal and the axes of the
PDL in the elements along the path and is a time dependent following a Maxwellian
distribution [121]. The OSNR penalty is shown to be roughly proportional to the
PDL power penalty at the receiver [115].

As seen in [116] and [120], ASE variation within EDFAs can depend on the number
of channels being dropped or added at any particular time. For a 16 channel system,
the OSNR can temporarily drop for hundreds of microseconds by up to 2 dB when
15 channels are dropped or added in close temporal proximity. This effect increases
with the number of channels in the system. Aside from catastrophic network events
such as cable cuts and mass calling events, it is unlikely that this effect will be seen

too often in normal network operation.

In light of these facts, Figure 4.3 shows a possible PMF of OSNR for a particular
connection. In this case, the steady state value of OSNR, OSNR;s is 25.5 dBm/nm,
and the PDL penalty, PDL,., is characterised by a Maxwellian distribution with a
mean value PDL,,, of 0.5 dB. It is assumed, for simplicity, that the OSNR penalty is
equal to the PDL power penalty. The distribution of the OSNR is then characterised
by OSNR = OSNRss - PDL,c, and OSNR,v.= 25 dBm/nm.
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probability

24 245 2 255
OSNR {dBm/nm)

Figure 4.3: PMF of OSNR, with OSNR,,. = 25 dBm/nm

4.4  OUTAGE PROBABILITY FROM MULTIPLE IMPAIRMENTS

Using the framework developed in Chapter 3, it is possible to transform these
impairments to ECP values. These transformations depend on bit-rate and
modulation format. For simplicity, NRZ modulation with bit-rates of 10 Gbit/sec, 40
Gbit/sec and 100 Gbit/sec are considered, in the presence of ASE, PMD and RCD.
As seen in section 3.7.3 and 3.7.2, non-linear impairments and crosstalk can be taken
into accounted by using ECP relationships for OSNR and RCD that are dependent on

the transmit power and number of interfering channels in the path.

441 TRANSFORMATION OF IMPAIRMENT PMFs 1O ECP PMFs

Given the individual impairment PMFs, such as those in Figure 4.1, Figure 4.2 and
Figure 4.3, it is possible to compute the corresponding PMF of the ECP contribution
for each of the impairments. This is done using the method described in [122], given
by the following extract (with random variables denoted in bold):

Assume that the random variable (RV) X is of discrete type taking the
values x; with probability p;. In this case, the RV y = g(X) is also of
discrete type taking the values y; = g(xx).

If yi = g(x) for only one x = x;, then
P{y =yi} =P{X=x4} = px
If, however, y; = g(x) for x = x; and x = x,,, then
P{y =y} =P{X=xi}+ P{X=xXn} = pi+ pm
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This means that given the PMF of an optical impairment, DGD for example, the
PMF for the ECP due to DGD, ECPpgp would be found by transforming each DGD
value in the PMF to an ECPp¢p value using the relationship in Table 3.2 (a 4™ order
polynomial) and leaving the corresponding probabilities unchanged. Figure 4.4
shows the transformation of the DGD PMF from Figure 4.1 using the transformation

function:
ECP,,(dB) = 4(DGD)" + A,(DGD)’ (4.9)
Where 4; =3.21412 x 10® and 4, = 1.08922 x 10, and DGD is in ps.

Similarly, the PMFs for the ECP due to OSNR and the ECP due to RCD can be

computed using:
ECP,,.(dB)=10log,, [(1 — B,(B,/ OSNR)" )_1} (4.10)

ECP,.,(dB) = C,(RCDY’ (4.11)

Where B, = 2.70027, B, = 0.497971, B; = 0.695772, C, = 3.63704 x 107, OSNR is in
linear units and RCD is in ps/nm. Note that these constants and relationships apply
only for a 10 Gbit/sec NRZ system with linear launch powers. For 40 Gbit/sec an