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Abstract

Words have meaning. Sentences also have meaning, but their meaning is different in
kind from any collection of the meanings of the words they contain. | discuss two
puzzles related to this difference. The first is how the meanings of the parts of a
sentence combine to give rise to a unified sentential meaning, as opposed to a mere
collection of disparate meanings (UP1). The second is why the formal ontology of
linguistic meaning changes when grammatical structure is built up (UP2). For example,
the meaning of a sentence is a proposition evaluable for truth and falsity. In contrast, a
collection of the meanings of its parts does not constitute a proposition and is not
evaluable for truth. These two puzzles are closely related, since change in formal
ontology is the clearest sign of the unity of meaning. The most popular strategy for
answering them is taking the meanings of the parts as abstractions from primitive
sentence meanings. However, | argue that, given plausible psychological constraints,
sentence meanings cannot be taken as explanatory primitives.

Drawing on recent work in Generative Grammar and its philosophy, | suggest that
the key to both unity questions is to distinguish strictly between lexical and grammatical
meaning. The latter is irreducible and determines how lexical content is used in
referential acts. | argue that these referential properties determine a formal ontology,
which explains why and how formal ontology changes when grammatical structure is
built up (UP2). As for UP1, | suggest that, strictly speaking, lexical meanings never
combine. Instead, whenever grammar specifies a formal ontology for the lexical
meanings entering a grammatical derivation, further lexical (or phrasal) meanings can
only specify aspects of this recursive grammatical process. In this way, contemporary

grammatical theory can be used to address old philosophical problems.
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Preface

I will take no stance as to whether Calvin in the cartoon above should indeed be excused from
his maths lessons. Yet, the problem he raises concerns unity. The result of taking two numbers,
2 and 3 say, and adding them is not the number set {2, 3} or something alike, but a new number,
5. The original numbers 2 and 3 have ‘vanished’. Where does the new number come from?
Where did the original ones go?*

Puzzles about unity arise in many areas of philosophy and concern topics as diverse as the
relation between objects and their parts, the relation between universals and their instantiations,
the relation between objects and their properties, the relation between matter and form, the
relation between words and sentences, and many others. Thus, it is unsurprising that unity
problems have been discussed since ancient times. Many fragments of Parmenides and
Heraclites concern unity, which also features prominently in Plato and Aristotle. Furthermore,

unity is an important topic of scholastic theories of the propositio. It is also central for Kant’s

! Whether these questions actually arise in respect to the addition of numbers depends on what you think
numbers are. Frege’s taking numbers as abstract objects certainly results in the puzzle as to how 2 and 3
‘hold together’ to make up, not a set or list, but a new number. However, thinking of numbers as mere
counters may help overcome the problem. Given a set of two pears and a set of three pears, the members
of the two sets can be used to define a single set of five pears. The difference, then, is more a difference in
how objects are grouped together. This strategy, recently defended in Hofweber (2005) and Moltmann
(2013, ch. 6), has been dubbed ‘the adjectival strategy’ in Dummett (1991, ch. 9).
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transcendental philosophy of the unity of apperception and arises in a similar way in Husserl’s
phenomenology. Moreover, idealist positions from Hegel to Bradley are often at least partially
motivated by unity problems.

The locus classicus for the problem of ‘the unity of the proposition’, however, is early
analytic philosophy. Frege (1892: 54) claims his distinction between objects and concepts to be
of the ‘highest importance’, as it contains his solution as to how parts of the meaning of a
sentence form a coherent whole rather than an aggregate of disparate objects. Also, Russell
(1899: 146) writes about a unity problem that ‘to solve this difficulty — if indeed it be soluble —
would, I conceive, be the most valuable contribution which a modern philosopher could possibly
make to philosophy’. It is thus not surprising that his urge to resolve unity problems was a main
force behind Russell’s changing theories of propositions (Stevens 2006).

After some years of mainly historical interest, unity has recently been rediscovered as a topic
of systematic philosophical research.” Yet, whereas Frege and the early Russell, as well as some
current metaphysicians, phrase the problem primarily in metaphysical terms,® the focus of
discussion has shifted towards a more linguistic setting in many recent accounts. For example,
Gibson (2004) takes a pragmatic approach, Gaskin (2008: 299) thinks of unity as ‘conceptual’
and defends a linguistic idealist position, Hanks (2011) suggests grounding unity in cognitive
acts (cf. Soames 2010b), and King (2007; 2009) proposes that propositions inherit their unity
from linguistic facts. Furthermore, Peacock (2011) argues that the problem of the unity of the
proposition can find its solution only in a theory of language. Also Davidson (2005), who
discusses the problem under the headline of ‘the problem of predication,’ offers a solution based
on his semantic theory. Following this general trend, | discuss a linguistic version of the unity
problem, which, as Collins (2011b) points out, arises independently of its metaphysical
counterpart.

On common metaphysical conceptions, propositions, states of affairs, situations or facts,
whatever they are exactly taken to be, have objects, properties and relations as constituents. Yet,
they are not merely the mereological sum of their respective constituents. For example, the fact
that John loves Mary is not the same as the fact that Mary loves John, despite them having the

same constituents.* Armstrong (1997: 122) therefore argues that states of affairs ‘have a non-

2 Unity also remains in the focus of historical studies. Recent primarily historical treatments in book-
length include Hylton (1990), Stevens (2005) and Candlish (2007).

¥ See Maurin (2012) for a review of recent discussions of unity from a metaphysical point of view.

* Nonetheless, given Lewis’s (1991) principle of Unrestricted Composition, these mereological sums
should be taken to exist whenever their parts exist.
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mereological mode of combination” and admits that non-symmetrical relations have a ‘direction’
(Armstrong 1997: 121). Yet, this is not much more than a redescription of the explanandum.
Consequently, Armstrong seems to take states of affairs as primitives: ‘states of affairs come
first” and ‘hold their constituents together’ (Armstrong 1997: 118). Perhaps, then, the question
of how the constituents of facts, propositions and states of affairs combine does not have an
answer. This might either be seen as a reason for taking them as primitives of metaphysical
theories (Schaffer 2010; Fiocco 2012) or as evidence for the claim that they should, in fact, be
abandoned as metaphysical entities (Palmer 1988; Dodd 1999; Betti 2006).

However, whereas there is no prima facie reason against abandoning propositions or taking
them as primitives in a metaphysical theory, there is no straightforward way of employing either
of these strategies in a theory of the unity of meaning of natural language. | take it as given that
sentences have meaning. Therefore, the problem of the unity of meaning cannot be avoided by
simply denying sentential meanings. However, also taking sentential meanings as explanatory
primitives is problematic, since natural language is productive:® every speaker can produce and
comprehend any of a potentially infinite number of sentences with distinct meanings. Yet, our
cognitive capacities are finite — we cannot possibly memorize an infinite number of meanings.’
For this reason, an account of the unity of linguistic meaning that takes sentential meanings as
primitives cannot account for the fact that finite beings like us can know these meanings. The
infinity of sentential meanings rather suggests that they can somehow be ‘assembled’ from the
meanings of the words they contain (in addition to the meaning of the mode of combination), in
which case the question arises how the meanings can be unified such as to give rise to the
meaning of the sentence.® Thus, whereas the metaphysician does not need to assume that, for
example, objects and properties combine to make up states of affairs, the conclusion that word
meanings combine to make up sentence meanings is hard to avoid, in light of the fact that

languages can be known by beings like us.’

> For an alternative proposal see Vallicella (2000; 2002b).

® Sentential meaning has, nonetheless, often been taken as explanatory primitive in semantic theory.
Referring to the Fregean tradition, Searle (2007: 26) for example argues that ‘the unity of the proposition
is built into the logical structure of biological intentionality,” for, ‘we require that sentences encode whole
intentional states.” See chapter 2 for further discussion of this strategy.

” In addition, there is the familiar fact that we can comprehend and produce novel sentences with
meanings we have never encountered before, which yields much the same conclusion.

® For discussion of this point see chapter 1.2.1, cf. also chapter 2.

% Alternative metaphysical accounts of unity include the thesis that at least some non-relational tropes
(that is, instantiations of properties) depend essentially upon the objects they characterize (Lowe 2006), or
that certain relational tropes depend essentially upon the objects they relate (Maurin 2010). If so, the
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The problem of linguistic unity consists of several closely related puzzles.”> Without
suggesting that others might not be equally relevant, | formulate and discuss two of them. The
first arises since both words and sentences are meaningful. Furthermore, the meaning of a
sentence depends upon the meaning of the words it contains. Yet, the meaning of the sentence
Socrates sits differs qualitatively from that of an aggregate of the disparate meanings of Socrates
and sits. The first unity problem (UP1) is thus: How are the separate meanings of words united
in the meaning of a sentence?*! An observation closely related to this question is that this special
kind of unity often comes with a change in formal ontology.*? For example, the meaning of
Socrates is, say, an object, whereas the meaning of sits is, say, a property, but the meaning of
Socrates sits is neither a property nor an object but a proposition (or fact, or state of affairs) and
is evaluable for truth, whereas none of its parts is so evaluable. The second unity problem (UP2)
is thus: Why does the formal ontological category change if meanings are combined in the right
way?*?

| argue that the solution to these questions can be found in grammar and | will employ
contemporary grammatical theory to formulate my proposal. To a certain degree, | follow
Collins (2011b) in this respect. Yet, Collins uses a reduced notion of grammar, according to
which grammar consists of no more than a set-theoretical operation called Merge. | argue that
this notion of grammar is not rich enough to tackle what | take to be the core problems of the

unity of meaning (cf. chapter 6.2).

question of how object and trope combine to make up a state of affairs does not arise, as the trope only
exists in case it characterizes the particular object it characterizes or relates the particular objects it relates,
respectively. Yet, as these theories have to take all unifying tropes as brute, the number of primitives is at
least as big as the number of unities (states of affairs). Hence, for the reasons discussed above, also this
strategy cannot straightforwardly be employed to the linguistic case (cf. chapter 2.5.3 for further
discussion).

10 Jespersen (2012) mentions five problems associated with propositional unity, Sainsbury (1996) and
Eklund (2009) identify four unity problems, King (2009) accepts three, Collins (2011b) discusses two.

1 As | explain in section 1.2.3, unity problems do in fact not only concern the relation between the
meaning of words and that of sentences, but also apply to the relation between every subsentential
expression that is grammatically complex and its parts. Here, | abstract from this complication for the
purpose of exposition.

12 The ontology at issue is formal in the sense that it depends on the way we refer to the world and not on
properties of the world referred to: whether you assert Joana smiles or whether you refer to Joana's smile
makes a difference in formal ontology — but the situation asserted/referred to may be exactly the same; cf.
chapter 4.2 for discussion.

31t could be argued that it is the nature of propositions to be evaluable for truth and that an object and a
property put together in the right way give rise to a proposition. But this would be begging the question.
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The thesis that grammar is relevant to a philosophical question concerning meaning may
initially sound puzzling. First, traditional grammars are normative: they tell you which words
you should or should not put next to each other, which inflections to use in which contexts, etc.
But this is clearly not the main target of UP1 and UP2."* Furthermore, an appeal to normativity
would come close to begging the question. Second, whereas crosslinguistically grammatical
rules seem to vary arbitrarily, there has been a long-lasting philosophical intuition according to
which the meanings expressed by language are independent of the language one happens to
speak.”® This suggests that grammatical structure is arbitrarily matched to the meaning of the
sentence, dimming prospects of explaining aspects of meaning with the help of grammar.
Finally, many aspects of meaning do not seem to be encoded in natural language expressions.
To mention only one example, as Russell (1905) famously noted, the sentence every boy danced
with a girl is ambiguous. According to one reading, every boy danced with the same girl,
whereas according to the other, there may have been different girls involved. But meanings are
not ambiguous — ambiguity precisely arises if one linguistic string can have two different
meanings. This again suggests that the relation between grammar and meaning is not very tight,
and the latter can thus not be explained in terms of the former.

However, in addition to the study of the morphological peculiarities of languages, there is an
old tradition of universal or ‘philosophical’ grammar, trying to uncover the common basis of all
natural languages. It is this notion of grammar which | will employ throughout. The most recent
and currently most prominent version has been developed in Generative Linguistics, famously
inaugurated by Noam Chomsky in the 1950s. A theory of universal grammar cannot be
normative in the sense that it does not tell you how you should talk and write. Rather, it is a
theory of why people can in fact talk and write the way they do, in that it provides an account of
the generative system underlying human linguistic ability. This system operates on lexical items,

which have been proposed to be the true source of crosslinguistic variation.'® The system itself

% Nonetheless, the question of which expressions can be put next to each other making up a new whole
has been discussed under the headline of the unity of the proposition (cf. Sainsbury 1996; King 2009;
Eklund 2009).

5 At the beginning of the 20™ century, a thesis, associated with Sapir and Whorf, was prominent,
according to which the language you speak determines the way you think on a fundamental level.
However, this thesis did not live up to empirical scrutiny. At most a very weak version of linguistic
relativity is supported by experimental findings. For a recent discussion see Gomila (2011).

16 Even the lexicon does not vary in an unlimited way. Chomsky (1995: 170), thus, conjectures: ‘Beyond
PF [phonological form] options and lexical arbitrariness [...], variation is limited to nonsubstantive parts
of the lexicon and general properties of lexical items. If so, there is only one computational system and
one lexicon, apart from this limited kind of variety.’
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may thus well be universal in the human species, even if the sounds produced in speech differ
between speakers of different languages. Given a theory of universal grammar, crosslinguistic
variation is not an obstacle to using grammar in order to explain an aspect of linguistic meaning
(although crosslinguistic variation is of course a challenge to any universal theory of grammar).
Explanations in terms of such a universal grammar will also be more principled than an appeal
to normativity. Furthermore, it turned out that the structures produced by this generative
mechanism differ in important respects from those parts of language that are visible to the naked
eye. First, on this conception, grammatical structures are hierarchical, not linear as speech or
marks on paper. Second, grammatical structure is far richer than what is morphologically
realized, since many aspects of the grammatical structure are left unpronounced. This offers a
possibility of defeating the apparent mismatch between meaning and grammar. Scope
ambiguities, for example, have been argued to be resolved on a grammatical level (May 1977).
Thus, the prospect of explaining an aspect of meaning with the help of grammar is perhaps less
dim than it originally seemed.

Indeed, unity questions often concern structure: Whether a set of bricks makes up a house or
just a pile of stones depends upon the way the bricks are arranged spatially. The spatial
arrangement of bricks is thus essential to what kind of unity the set of bricks exhibits (if it
exhibits unity at all), but it is not itself a further brick. The example suggests that what unites the
parts of an object (e.g., spatial arrangement) is not itself a part of that object, at least not in the
same sense in which the parts that are united (the bricks) are parts of the object. Similarly, the
‘more’ which the meaning of the sentence is, compared to the sum of the meanings of its parts,
is whatever the mode of combination contributes to the meaning of the whole. But again, the
contribution of the mode of combination is not a meaning like the meanings it combines, as
Bradley’s regress argument shows (chapter 1.2.2): rather it is irreducibly structural. The unity of
linguistic meaning is therefore closely associated with the structure of language (I elaborate this
point in chapters 1 to 3). Yet, what structures language is certainly not any spatial arrangement,
as in the case of the bricks and the house. So, what kind of structure structures language? Quite
plausibly, language is structured grammatically. | argue in chapter 4 that the theory of grammar
developed in generative linguistics is not only a theory of how words are arranged, but also
bears on linguistic meaning. As such, it will turn out to provide the key to the question about the

meaning of structure, and, hence, the unity of linguistic meaning.
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Overview

Since the Generative conception of language, and hence of grammar, is quite different from
those more commonly employed in philosophy, | begin chapter 1 with a brief discussion of the
notion of language, and grammar in particular, that underlies Generative Linguistics (section
1.1). The main function of this chapter, however, is to develop the two core problems to be
discussed in the chapters to follow (UP1 and UP2), to relate them to other problems recently
discussed under the headline of unity (section 1.2), and to defend UP1 and UP2 as questions of
philosophical significance against two replies. First, a common strategy of circumventing unity
problems in metaphysics has been to argue that unity is not due to metaphysics, but is
superimposed by our mental or cognitive capacities. | argue that such a strategy only pushes the
guestion one step back, rather than answering it, as it raises the question of how our mental or
cognitive capacities succeed in creating unity out of the assumed diversity of the external world.
Indeed, as noted above, it is the cognitive problem which | will primarily be concerned with
(section 1.3). Second, a central problem concerning unity is that straightforward accounts of
how meanings combine into the meanings of more complex expressions generate an infinite
regress (usually called ‘Bradley’s regress’). Many accounts of unity, the present study included,
can be seen as different proposals of how to avoid this regress. In the final part of the first
chapter (section 1.4), I argue against the recent attempt to think of Bradley’s regress not as a
problem for unity but as providing the metaphysical basis of unity (Gaskin 2008).

Despite the recent philosophical attention to problems concerning the unity of meaning, they
still await being generally recognized as genuine problems in semantic theory. In particular
those philosophers and linguists working in more formal paradigms often assume that problems
concerning unity do not arise in current semantic frameworks. In chapter 2, | demonstrate that
none of the currently most prominent semantic frameworks can explain both the unity of
linguistic meaning and its productivity. In general, either the meanings of sentences are all taken
as primitives of the semantic theory, or the semantic theory allows deriving the meaning of
sentences from the meanings of words, but fails to provide an account of how these meanings
combine. Discussed are the semantic debate between Russell and Bradley (section 2.2) as well
as recent semantic approaches based on Aristotelian compositionality (section 2.1), functional
compositionality (section 2.3), and truth-conditions (section 2.4). Although | argue that
Davidson’s (2005) account of unity fails to provide an answer to either UP1 or UP2, | maintain

that it contains an important insight, which may also have been a motivation for Russell’s and
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Wittgenstein’s adopting a ‘picture theory of meaning’ (section 2.5). This insight is further
developed in the following chapters — although perhaps in an unconventional way.

The central problem in accounting for the unity of meaning from an atomistic point of view
is that even if all parts of a whole have been enumerated, the enumeration does not reconstitute
the whole. What is missing in the enumeration is the structure which unifies the parts and makes
them a particular whole. If the structure is taken as a further ingredient, we face Bradley’s
regress. In chapter 3, | explore the prospects of explaining unity when the temptation of
reifying structure is not succumbed to. Some aspects of meaning are then inherently structural,
and the parts of a unity cannot, strictly speaking, be enumerated. Following recent developments
in generative linguistics and its philosophy, I identify this structural meaning with grammatical
meaning (section 3.1). However, according to one tradition in philosophy, grammar is not
inherently meaningful, and can thus not be used to explain a semantic phenomenon. By contrast,
I argue that there is indeed good evidence that grammar is inherently meaningful (section 3.2).
To add evidence that grammar can be used to explain semantic phenomena, | end with a brief
review of how grammar may serve to explain the validity of certain inferences (section 3.3).

In chapter 4, | develop my answer to the question of why the ontological category of
linguistic meanings corresponds to the grammatical complexity of linguistic expressions (UP2).
| argue that an answer to this question can neither be found in metaphysics, nor in an
autonomous semantic module, but has to be sought in grammar (section 4.1): Grammar
determines the referential properties of the lexical meanings that enter the derivation. The
referential properties, in turn, give rise to the formal ontological distinctions at issue (Hinzen
and Sheehan 2014), and the problem, thus, dissolves (section 4.2). The discussion is embedded
in an inquiry into the evolution of human language and rational thought (section 4.3). In chapter
5, | defend the idea that grammar, in effect, gives rise to a formal ontology against potential
criticisms. Beginning with a case study of how the formal ontology of the meaning of linguistic
expressions can be systematically derived from their grammatical makeup (section 5.1), |
provide an account of the relation between pre-grammatical ontology and grammatical ontology
(section 5.2), as well as that between grammatical and lexical meaning (section 5.3).

In chapter 6 and on the basis of chapters 4 and 5, | attempt to answer UP1, that is, the
question of how the meanings of subsentential expressions combine such that the result of this
combination exhibits the characteristic unity. | argue that, strictly speaking, lexical meanings
never combine, thus avoiding Bradley’s regress. Rather, the derivation of the meaning of a
grammatically complex expression begins with a lexical meaning, which is gradually modified

when grammatical structure is built up.
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The Problem of Linguistic Unity

Unities are ubiquitous. Questions about the relation between unities and their parts arise for all
of them. We could, thus, inquire into the relation between plants and the molecules they contain,
between houses and the stones they are built from, or between universities and all their
institutions, staff and students. The problem which is in the focus of the following, however, is
more specific, leaving this general question on the side: | inquire into the unity of linguistic
meaning, and | leave it open as to whether the account developed here can also provide insights
into other cases of unity. The diversity between these kinds of unities, however, suggests that
not every kind of unity can be explained in the same way (cf. Mellor 2006). In sections 1.2.1 and
1.3 (see also chapter 2), | argue that unity-questions are particularly problematic and pressing in
respect to linguistic meaning, which justifies the separate treatment. See the preface for an

overview over this chapter.

1.1 What is Language?

I begin this section with a brief outline of the notion of language employed in Generative
Linguistics, contrasting it to a conception more standard in philosophy (section 1.1.1). In section
1.1.2, | provide a brief introduction into the mechanics of Generative Grammar, which clarifies
the notion of grammar employed in the following discussion and provides a background for the
grammatical analyses discussed in later passages. In section 1.1.3, | conclude with a brief outline
of the recent proposal that Generative Grammar can be used to shed light on rational thought
(Hinzen 2006; 2007; Hinzen and Sheehan 2014) — a thesis which | adopt later, and which plays
an important role in my argument for the claim that grammar can be used to answer problems

concerning meaning.

1.1.1 Two Notions of Language
A language is often taken to be a system invented to facilitate communication within a social

group. According to Morris (2006: 1), ‘it continues to be assumed that words are signs, and that



22 Grammar, Ontology, and the Unity of Meaning

the basic business of language is communication. And it is generally accepted [...] that the
meaning of words in common languages is a matter of convention.” What is part of a language is
also standardly seen as being determined externally of the individual speaker: by the community
of speakers, or by speakers and institutions with a certain authority within the community, say,
specialists in a certain field, writers of dictionaries, Oxford University, or the Institut Francais.
As Gaskin (2008: 393) writes: ‘“When we learn to speak a language, we join an institution that
has a being and a life quite independently of our individual contributions to its existence.’
Language, on this conception, is a cultural object like agriculture or cooking, invented by prior
generations for a particular purpose. Children have to learn a language from their parents and
other competent speakers in a similar way as they have to learn how to cook, how to drive a car,
or how to milk a cow.

Many aspects of language and its use certainly are cultural. Nonetheless, language can not
only be studied as a cultural object, but also as a natural one. Even if language is seen as
essentially social, humans must be endowed with a ‘language faculty’ in the trivial sense that
humans are capable of learning or acquiring language, a capacity which we don’t share with
rocks and trees, and probably not even with our closest non-human relatives. In other words,
language must have a cognitive basis: there has to be a difference between the organisation of
our central nervous system and that of non-linguistic animals which accounts for the fact that we
can acquire language, whereas other animals cannot. From this point of view, the ability to
acquire language is a species-specific property of the brains of Homo sapiens, and, thus, an
aspect of the evolution of our species. As such, it can be made the subject of empirical inquiry
(cf. Hornstein 2013: 396).

In general, cognitive capacities which enable certain abilities also constrain these abilities.
The visual system, for example, allows us to see objects in the world, but also provides a limit to
what we can see (e.g. only certain wave-lengths are visible) and determines many properties of
our percepts (e.g. which wave-lengths correspond to which perceived colours). Equally, the
cognitive resources which enable language probably constrain possible human languages in
certain ways.” One of the central aims of Generative Linguistics is to work out what these

constraints consist in, and (since Chomsky 1995) also how they have evolved. A theory of these

! For a brief review of just how different human language is from all other systems used for
communication in the animal world, see chapter 4.3.

Z Bickerton (1995: 36) puts the same point more radically when he argues, ‘language is the way it is
because this is the only way the brain can do it.’
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constraints is called ‘Universal Grammar’; it describes the ‘initial stage’ of the human ‘language
faculty’.

However, not only the ability to acquire language has to be rooted in the brains of the
(unimpaired) members of Homo sapiens; also the capacity of individual speakers to produce and
understand a particular language has to have such a cognitive basis, in the trivial sense that,
based on and constrained by Universal Grammar, competent speakers have acquired knowledge
of the lexical and grammatical rules of the language they happen to speak, which in turn have to
be somehow ‘encoded’ in their central nervous system. In the Generative tradition, this
knowledge is called an ‘I-language’ (for ‘internal language’). I-languages are, obviously, not
universal — some people speak English, others speak French, and the differences between
English and French (two ‘E-languages’ or ‘external languages’) is reflected in differences
between the I-languages of their respective speakers. Indeed, I-languages are not even shared
between any two speakers of English: in all likelihood my vocabulary, for example, differs in at
least some respects from yours.?

I-languages can be divided into two parts: a (mental) lexicon and a (mental) grammar. The
lexicon specifies the primitives of the language, and the grammar consists of rules of how these
primitives can be combined. By making lexicon and grammar of idealized I-languages explicit,
Generative grammarians aim to provide a computational theory of how a speaker is capable of
generating all the infinitely many linguistic expressions she can in principle produce and
understand. To be sure: on this conception, the object of linguistic inquiry is what is or happens
‘in the heads’ of speakers. This contrasts with the more traditional conception of language,
according to which linguistic expressions are taken to be ‘strings of marks or noises in the air’
(Lycan 2008: 65). Furthermore, whereas in the traditional conception, grammar is normative in
the sense that it prescribes how people should talk and write, on the generative conception,
grammar is not normative in this sense, but provides an empirical theory of a certain competence

of speakers.*

* The notion of an I-language does not mean that communication is impossible, as has sometimes been
suggested (e.g. Fodor and Lepore 1992: 210). Chomsky (1993: 52) argues that if they speak the same E-
language, ‘speaker and hearer have similar [I-]languages and (perhaps identical) performance systems, so
what one can produce, the other can interpret, over a large range’.

* 1 don’t wish to legislate how the words language and grammar are to be used in general. Both the
normative and the cognitive notions have their applications in their respective domains. Yet, when | talk
about language or grammar, it will usually be I-language and its generative system which | have in mind —
for no other reason than that these notions are more useful for the purpose of the following.
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In sum, our linguistic abilities have to be rooted in the organisation of our central nervous
system. This allows for two related ways in which language can be studied empirically. First, we
can inquire into language phylogenetically, trying to determine the cognitive basis of our ability
to acquire language and the way this ability evolved. Universal Grammar is (part of) a theory of
the, possibly tight, limits which this cognitive basis puts upon possible natural languages.
Second, we can study language from an ontogenetic point of view, with the aim of finding out
how particular speakers are capable of generating all the linguistic expressions which they in
principle would be able to produce or understand and how they have acquired this competence
on the basis of Universal Grammar. The (largely tacit) knowledge on which this competence
relies is called I-language and consists of a grammar and a vocabulary.’

So far, the generative notion of grammar has been defined with the help of a definite
description: grammar is whatever knowledge enables a speaker to produce and comprehend the
infinitely many linguistic expressions they can, in principle, produce and comprehend (given a
lexicon). This definition does not answer the question of what kind of knowledge grammar is —
but it is clear that the answer to this question is ultimately empirical. Since the most
straightforward way to understand the Generative answer to this question is by actually doing
linguistics, | provide a very brief tutorial on Generative Grammar and how it works in section
1.1.2.

Before | come to this, however, | would like to address a possible worry: one might wonder
what in the above justifies talk about a ‘language faculty’. The ability to learn how to cook or
how to milk a cow also has to have a cognitive basis: humans can learn how to do these things,
whereas all or most other animals cannot. This difference is probably due to a difference in the
organisation of the central nervous systems of the respective animals. Language and other
abilities seem to be on a pair here — but, as far as | know, no-one would be inclined to talk about
a ‘cooking faculty’ or a ‘milking faculty’. And rightly so, since there are important differences
between language acquisition and learning how to cook or milk a cow. Every unimpaired human
infant acquires language, irrespective of culture or origin — but not every human learns to cook
or to milk cows. Furthermore, whereas learning to cook or to milk cows requires explicit
instruction, acquiring language (which is much more complicated than cooking or milking
cows) doesn’t: children pick up language without being taught; and if children don’t find a

language to pick up in their environment, a group of at least two children spontaneously creates

® It seems to me that the only way of avoiding the conclusion that there are I-languages which may be
worth studying is to uphold the behaviourist doctrine that, in Quine’s (1987: 5) words, ‘there is nothing in
linguistic meaning [...] beyond what is to be gleaned from overt behaviour in observable circumstances.’
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a new language, based on Universal Grammar.® In this sense, we don’t have a choice about
whether we acquire a first language or not — our biology requires us to do so, very much like
human infants develop the ability of rolling over, sitting up or walking upright irrespective of
whether their pushy parents try to teach them these abilities. In contrast, we are not biologically

pre-programmed to acquire cooking or milking abilities.’

1.1.2 A Brief Tutorial on Generative Grammar®
Grammatical knowledge (on the Generative conception of grammar) is largely tacit. Consider
the following sentences (from Larson 2010: 11):

(1) Homer expected to surprise him.
(2) 1 wonder who Homer expected to surprise him.
(3) 1 wonder who Homer expected to surprise.

® In groups of at least two, deaf children borne to non-signing parents, for example, spontaneously
develop full-blown sign languages even if adults refuse to sign to them (Goldin-Meadow and Mylander
1998). Compare also the well-documented spontaneous rise of Nicaraguan sign-language (e.g. Senghas
and Coppola 2001), where grammatical novelties in nearly all cases have been introduced by children
under the age of 10. A further example of spontaneous creations of languages by groups of children is
creolization (Bickerton 1990).

” Further arguments in support of the thesis that we are biologically ‘pre-programmed’ to acquire
language and that there are rather tight limits within which natural languages can be organized include the
observation that linguistic development is largely uniform between children, irrespective of their social,
cultural and linguistic environment. Furthermore, all human languages share certain ‘design features’,
despite the diversity on the surface. Finally, the historically most influential argument is the so-called
‘poverty of the stimulus argument’, aspects of which have already been mentioned above (cf. n. 6): in
general, the data which children receive are not sufficient to determine the linguistic competence they
have acquired at the age of 4 or 5. For example, natural language is structured hierarchically (see section
1.1.2). Yet, most evidence available to human infants could be accounted for with the help of a linear
syntax. Thus, only an innate bias can explain that even 18-month-olds (that is, an age where most children
are unable to articulate sentences longer than one or two words) have been shown to know that language
is hierarchically structured. Furthermore, the level of ungrammatical expressions in spoken language is
very high. Infants have to distinguish between genuine data and noise. Surprisingly, even in cases where
the level of noise is higher than that of grammatical examples, children usually make the right
generalisations (for a particularly nice piece of evidence see Lidz, et al. 2003). For discussion of these and
other arguments see e.g. Berwick, et al. (2011), Chomsky (1959; 1965; 1975; 1986; 2000; 2006), Crain
and Pietroski (2001) and Lightfoot (1982). Pinker (1994) provides a very readable introduction to one
version of the Generative enterprise, directed to a general audience. A novel argument in favour of the
Generative project is developed in chapter 3.2.

® The first chapters of most introductions to Generative Grammar cover much the same ground, but
usually in more detail. The most accessible introduction that I know of is Larson (2010). See also e.g.
Haegeman (1994), Poole (2002), and Radford (1997). The interested (or puzzled) reader is referred to
these works.
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Whereas in (1), him cannot refer to Homer, in (2), it can. Furthermore, in (1) and (3), Homer is
the person who does the surprising (the agent), whereas in (2) Homer is the person who is being
surprised (the patient). Both facts are somehow unexpected, given that, on the surface, (1) is a
proper part of (2) but not of (3). Nonetheless, every competent speaker of English knows these
facts about the meaning of these sentences (irrespective of whether she ever took grammar
classes). What is the basis of this knowledge? Which rule or rules are our judgements about the
meaning of these and countless other, no less puzzling, examples based on? The truth is that the
generative system of language and the grammatical rules that it complies to are not accessible to
introspection. We are able to judge the grammaticality of complex sentences without effort,
without having any explicit access to the rules that are behind this ability. Studying (Generative)
grammar is, thus, a ‘black-box problem’: linguists can study the mechanisms of grammar only
by studying the in- and output of speakers (that is, the relation between primary linguistic data
and the competence acquired on this basis), not by observing the mechanism they want to study
directly.

A study of language in the spirit of Generative Grammar may begin with the observation that
there is an unlimited number of linguistic expressions which we can in principle produce and
comprehend (see section 1.2.1 for discussion). Furthermore, we can produce and comprehend
sentences which we have never heard before, provided we know the words they are made up of.
This suggests that the mechanism generating linguistic expressions does not store full sentences,
but smaller units (lexical items, which can, for the purpose of this section, be identified with
words). These units can be combined in certain well-defined ways, but not in others. For
example, John runs, Mary runs, Bill runs and John sleeps, Mary sleeps, Bill sleeps are possible
sentences of English but runs John, sleeps runs, or Mary John are not. A straightforward way of
capturing these facts is to classify the words in the sentences above as nouns (John, Mary, Bill)
and verbs (sleeps, runs) respectively and to specify that a sentence consists of a noun and a verb
in that order. It is immediately clear that for a full grammar of English, this rule would have to
be supplemented by further rules — there are transitive and ditransitive verbs requiring two and
three nouns respectively and there are words of other categories like adjectives, adverbs,
determiners, auxiliaries etc.

It is also clear that some rules would have to be recursively applicable: there are English
sentences which contain other, subordinate, sentences (or clauses) like John believes that Mary
thinks that John knows that.... An English sentence, thus, can consist of a noun, a verb, a
complementizer and a further sentence in that order. This rule adds a further quality to the rules

above, as it defines a hierarchical structure in addition to a linear one. The hierarchical structure
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can be represented in a tree-diagram (S stands for sentence, N for noun, V for verb and C for

complementizer):

@ /T\
N V C
R A
John believes that N V C S

A

Mary thinks that

As it turns out, linguistic rules operate on hierarchical structure rather than linear structure.
Consider the rule for turning a copula-sentence like (5) into a question like (6). As a first
approximation, the rule seems to be that the copula has to be moved to the front of the sentence
(it is not ‘move the third word to the front’, a rule which would be consistent with many cases).
But which copula has to be moved in case there is more than one copula, as in (7)? The correct
answer is that it is the copula of the main sentence that has to be moved (8), not, for example,
the copula that comes first in linear order, as is evident from the ungrammaticality of (9).°

(5) The man is smart.

(6) Isthe man smart?

(7) The man [who is behind the shop] is smart.
(8) Is the man [who is behind the shop] smart?
(9) *Is the man [who behind the shop] is smart?

Not only at a clausal level is language organized hierarchically. For example, grammatically,
names like John are on a pair with definite or indefinite descriptions, in the sense that, although
(in)definite descriptions are complex, names and definite descriptions can be intersubstituted
without a grammatical sentence turning into an ungrammatical one; cf. John walks and the
teacher walks. Thus, instead of saying that a sentence can consist of a noun and a verb as above,
we should say that a sentence can consist of a noun phrase (NP) and a verb, where a NP consists

of a noun and optionally a determiner (D). In addition to nouns and determiners, NPs can

® Following common linguistic notation, constituency is marked by square brackets and grammatically
deviant sentences are marked by an asterisk.
19 For further discussion of the relation between common nouns and proper names see chapter 3.2.
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contain adjectives (the clever teacher) or preposition phrases (PPs) (the shop at the corner). If

they do so, they are again hierarchically structured, as e.g. in (10)."

(10) NP
7 /N \
N PP
:\
the  shop at the corner

Governed by both empirical data and theoretical considerations, Generative Linguistics
arrived at grammatical representations which are very uniform and require only a small number
of simple but powerful laws. According to X-bar theory, all linguistic derivations follow the
schema in (11), where X can be replaced by any syntactic category (N, V, P etc.). The possible
categories of the Specifier (Spec) and the Complement (Comp) depend upon the category of X,
the head of the phrase.' If the category of X is N, a possible specifier is a determiner and a
possible complement is a PP as in (10).

(11) XP

Spec X’

X° Comp

Current syntactic theories still largely follow this schema, although their analyses are much
more complex than in the examples above. Definite descriptions like the teacher are now
standardly analysed as DPs (determiner phrases) rather than NPs. Furthermore, many syntactic
categories that are unfamiliar from traditional grammar and which are not always visible on the
surface are used (v (voice), T (tense), Cl (Classifier), Num (Number) etc.). Yet, the purpose of
this tutorial was not to summarize the state of the art in grammatical theory (which would have
been impossible in the required brevity), but to give an idea of what kind of thing grammar is

according to Generative Linguistics, and to provide a background for the more advanced

1 Alternatively to the representation of grammatical structure as a tree, the same information can be
encoded using labelled square brackets: wp[pthe w:[nshop pp[at the corner]]]. Like all phrases and as
indicated by the triangle on top of at the corner in the tree representation, the PP is not a primitive but can
also be analyzed syntactically: pp[pat np[pthe ncorner]].

'2 For a discussion of phrase heads see chapter 6.2.
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grammatical representations that | occasionally use in the following. For more detailed

introductions, the reader is referred to the literature mentioned in n. 8.

1.1.3 Un-Cartesian Linguistics

The relation between language and thought is a much and often discussed topic in philosophy.
According to the Cartesian view, language is a means of freely expressing propositional thought.
Descartes (1637: 140, my emphasis) writes:

It is quite remarkable that there are no men so dull-witted or stupid — and this includes even
madmen — that they are incapable of arranging various words together and forming an
utterance from them in order to make their thoughts understood; whereas there is no other
animal, however perfect and well-endowed it may be, that can do the like.

Chomsky’s inauguration of Generative linguistics was based upon a revival of this Cartesian
thesis (Chomsky 1966). Indeed, Chomsky’s (1959) central argument against attempts to explain
human language in behaviourist terms is the stimulus-independent, yet not random, character of
language use. Chomsky (1966: 65, my emphasis) concludes: ‘Human language is [...] an
instrument for the free expression of thought and for appropriate response to new situations’.
The Cartesian picture, thus, is that thought, although closely related to language, is in principle
independent of it. Thought is free (thoughts are independent of stimulus control but nonetheless
allow for appropriate reactions to new situations) and language can be used to express thoughts.
But, at least in principle, non-linguistic beings could have the kind of thought we enjoy, even
though they could not convey their thoughts to others.

However, according to recent developments in the philosophy of linguistics, language is not
only a means of expressing propositional thought, but is itself constitutive of it (Hinzen 2006;
2007; Hinzen and Sheehan 2014; see also Bickerton 1995, ch. 4; Roeper 2007; Mukherji 2010,
ch. 3-4). T will adopt such an ‘Un-Cartesian’ view,"® according to which grammar is what
structures propositional thought.'* This is not to suggest that non-linguistic animals cannot think,

in a loose sense of the term. Yet, as | discuss in chapter 4.3, the kind of thought we find in

3 1f Cottingham (1998) is right, Descartes was himself possibly an Un-Cartesian, as he took thought to
depend on linguistic competence. However, irrespective of whether Descartes was a Cartesian in this
respect, the Cartesian tradition took language to be purely expressive of thought (cf. Leiss 2009). The
beginning of the influential Grammar of Port Royal, for example, reads as follows: ‘Grammar is the art of
speaking. Speaking is to explain our thoughts by signs, which men have invented for that purpose’
(Arnauld and Lancelot 1660: 1).

!4 Note that the Un-Cartesian hypothesis does not suggest that humans speaking different languages think
differently, since, pathology aside, the grammatical system which is argued to underlie thought is
universal within the human species.
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humans differs characteristically from that of all other animals. This raises the question of which
aspect of human cognition gives rise to this difference. | argue that both empirical and
theoretical considerations suggest that our grammatical competence is responsible for this
difference.

This thesis is in line with the fact that the modular conception of language, according to
which ‘the functioning of the language faculty is guided by special principles specific to this
domain’ (Chomsky 1980: 44), has recently been replaced by the thesis that many grammatical
principles ‘may themselves be epiphenomenal, their consequences reducing to more general and
abstract properties of the computational system’ (Chomsky 1993: 51). Thus, ‘we need no longer
assume that the means of generating structured expressions are highly articulated and specific to
language. We can seriously entertain the possibility that they might be reducible to language-
independent principles’ (Chomsky 2005: 9). If the principles behind grammar are as general as
suggested in these quotes, there is no reason why they should not also be employed in other
domains of human cognition, such as rational thought. Indeed, it has already been argued that
grammatical principles underlie a number of cognitive domains which are usually not taken to
be linguistic in character. For example, Mukherji (2010, ch. 6-7) and Katz and Pesetsky (2011;
building on Lerdahl and Jackendoff 1983; 2006) have proposed that grammatical mechanisms
can also be found in musical cognition. Furthermore, the human capacity of engaging in
mathematical and logical reasoning has often been suggested to be based on abstractions from
our linguistic competence (Crain and Khlentzos 2008; 2010, see chapter 3.3 for a brief
discussion concerning the relation between language and logic). The generative mechanism
underlying language has also been argued to play an important role in moral reasoning (cf.
Kirkby and Reichard 2013 for discussion).

To conclude, language can not only be studied from a social point of view, but also from a
biological one. One way of biological inquiry into language is to study the rules according to
which individual speakers generate linguistic expressions and to determine which aspects of
these rules have to be innately specified. Whereas in the Generative tradition, these rules have
long been taken to be highly specific to language, which was seen as merely expressive of
thought, it has recently been suggested that linguistic rules may rely on more general rules. If
this suggestion is correct, the principles underlying the generation of language may also play a
role in other aspects of human cognition. In chapter 4, | will explore the thesis that they are

central to propositional thought.
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1.2 Two Aspects of the Unity Problem

In this section, | develop the two central questions to be discussed in the following chapters
(sections 1.2.2 and 1.2.3 respectively). | begin by arguing that the productivity of natural
language shows that unity questions actually concern the meaning of natural language (section
1.2.1).

1.2.1 The Productivity of Language

It is generally agreed that natural languages, as well as our thought, are productive. | use
‘productivity’ as an umbrella term for two distinct but related phenomena: the infinity and
novelty found in both language and thought. Language is discretely infinite in the sense that
every speaker of a natural language is in principle capable of producing and understanding an
infinite number of different sentences with distinct meanings. This infinity of our linguistic
competence contrasts with the finiteness of our brain. It follows that whatever is behind our
linguistic competence has to be a mechanism, generating an infinite number of meaningful
expressions by finite means. Novelty consists in the familiar fact that we can produce and
understand complex linguistic expressions we have never encountered before. If you know the
meaning of Socrates and the meaning of sit, you also know the meaning of Socrates sits,
whether or not you have previously encountered this sentence.

The fact that finite beings like us can generate an infinite number of new complex linguistic
expressions with new meanings suggests that there is a finite humber of basic expressions
(lexical items) and a finite number of rules of combination; the meaning of complex expressions
is made up of the meanings of its parts and the meaning of the way they are combined. The fact
that we can understand an infinity of expressions with different meanings suggests that we have
to be able to understand the meaning of a complex expression by means of understanding their
constituents and the way they are combined.™ Similar conclusions are suggested by the fact that
we can understand and produce novel expressions with meanings we have never encountered
before: if the new linguistic expressions are made up of familiar ones and the mode of

combination is also familiar, this capacity can be accounted for.

15 Both the novelty and the infinity of language have been a driving force behind the Generative tradition
in grammatical theory. Lasnik (2000: 3), e.g., claims that infinity ‘is one of the most fundamental
properties of human language, maybe the most fundamental one.’
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Productivity has often been taken as an argument in favour of the thesis that language is
compositional.® Davidson (1965), for example, presents an argument which is supposed to
show that a non-compositional language would not be learnable by finite beings like us.'” As |
discuss in chapter 2, there are several different notions of compositionality, and ‘functional
compositionality’, which is most prominent in the more technical literature in semantics, for
example, is not able to account for productivity (cf. chapter 2.3). The strongest notion of
compositionality is advocated by Fodor'® — according to him, the meaning of a complex
expression is derived compositionally only if the meaning of the complex expression is
‘constructed from’, ‘determined by’ or ‘inherited from’ the meanings of its constituents and the

mode of combination:

Compositionality is the idea that the meanings of complex expressions (or concepts) are
constructed from the meanings of the less complex expressions (or concepts) that are their
constituents. (Fodor and Lepore 2001: 63, my emphasis)

The productivity of concepts/thoughts is explained by their compositionality: In general,
the content of a complex mental representation (MR) is determined by and only by the
contents of its constituent representations. (Fodor and Lepore 1996: 28-29, my emphasis)

A language is compositional if and only if (idioms aside) the meaning of its complex
expressions is inherited from the meanings of their syntactic structure together with the
meaning of their syntactic constituents. (Fodor and Lepore 1991: 14, my emphasis)

It indeed seems correct that in order for the productivity of language and thought to be

explained, it has to be the case that the meanings of complex expressions are constructed or

18 The argument for compositionality from novelty has often been traced back to Frege (1923b: 374); but
see chapter 2.3.3 for discussion.

" The common argument that recursivity and compositionality follow from the infinity of natural
languages in combination with the finitude of speakers has been challenged by a number of authors in
different ways. One complaint is that the argument is circular: the recursivity and compositionality of
language is backed up by the claim that language is infinite. But why should we believe that language is
infinite? This claim is usually backed up by the observation that language comprises recursive
mechanisms. Pagin (1999: 62) concludes his discussion of Davidson’s argument which makes use of the
argument schema summarized above by saying: ‘the learnability argument fails, in the sense that
compositionality would already have to be justified if we had good reasons for the premises of the
learnability argument’ (cf. Hacking 1986). Pullum and Scholz (2010) have challenged the version of the
above argument prominent in Generative Grammar.

Another point of critique is that arguments commonly cited in support of the compositionality of
language in fact don’t show that the meaning of language is compositional, but only that it is computable
(Werning 2005; Pagin and Westerstahl 2010). In chapter 2.3, | argue that neither computability nor the
notion of compositionality usually adopted in these debates explains the productivity of language without
significant supplementation.

'8 Fodor provides a number of arguments for compositionality (e.g. Fodor 1975: 31-32; 1998: 97-100), but
accepts only that thought is compositional, not that language is (Fodor 2001). However, Fodor’s argument
is based on a different notion of language than the one | employ.
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made up from the meanings of their constituents and the way they are combined. Unfortunately,
to the best of my knowledge, Fodor nowhere gives an account of how these meanings combine.
Nonetheless, what the productivity of language and thought shows is that in some way meanings
have to be able to be combined, systematically producing new meanings. In chapter 2, | return to

this point in more detail.

1.2.2 Why is Linguistic Meaning Unified? (UP1)

The meanings of complex expressions often exhibit a unity which is perhaps unexpected, or, in
any case, requires an explanation: if several expressions are combined in a grammatical way, the
meaning of the whole is not just the sum of the meanings of its parts. As Plato (Sophist 262)
observes, combining a noun and a verb, for example Socrates and sits, gives rise to the sentence
Socrates sits. The meaning of a sentence is a single proposition and it can be true or false. By
contrast, combinations of three nouns like lion, stag, horse or three verbs like goes, runs, sleeps
don’t have a propositional meaning. Rather (if they have a common meaning at all) their
meanings are mere aggregates of the meanings of their parts and they cannot be evaluated for
truth and falsehood. Aggregates, of course, exhibit some kind of unity. Yet, there is a qualitative
difference between this kind of unity and that which the meanings of the parts of a sentence
exhibit when they are thus part of a sentence. Therefore, the question arises why, in favourable
cases, the combination of linguistic expressions gives rise to such unified meanings.

The examples might be taken to suggest that whether or not such a unity results from the
combination of linguistic expressions depends on combining the right lexical items: if you
combine a noun and a verb, say, you get a sentence, but if you combine several nouns or several
verbs without mixing the parts of speech appropriately, you don’t. We may thus be lead by this
example to seek the answer to our question by inquiring into the difference between nouns and
verbs — or more generally, by inquiring into which expressions can be combined in such a way
as to make up a sentence™ and how they have to be ordered.? Yet, whilst this difference has to
play a certain role, this is not the core problem in respect to unity. The reason for this is that, as

Gaskin (2008) argues at length, every sentence can, in principle, be ‘duplicated’ by a list

19 This question is indeed sometimes discussed as one of the questions concerning unity (Sainsbury 1996:
140-41, (i); King 2009: 258, UQ3; Eklund 2009’s ‘combinatoriality”).

Eklund’s (2009) ‘order’.
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containing exactly the same linguistic expressions.”* Gaskin writes: ‘There is a conceptual
distinction to be made between a mere bunch of type words, however conveniently shaped and
ordered to form a sentence, and a sentence actually composed of those words’ (Gaskin 2010a:
259-60). Thus, the sentence Socrates sits can be ‘duplicated’ by a list consisting of Socrates and
sits. Whereas the former exhibits the unity we are seeking to explain, the latter doesn’t, having
as its meaning an aggregate of the meanings of its parts (if it exhibits a common meaning at
all),?? say Socrates and the universal of sitting. In sum, just putting the right words together in
the right order is not enough to receive a unitary meaning. The explanation of unity, therefore,
cannot rely solely on intrinsic features of the linguistic expressions to be combined.

A natural reply is that the difference between the sentence Socrates sits and the list consisting
of the two expressions Socrates and sits concerns the way in which these expressions are
combined, rather than any intrinsic features of these expressions. In the case of the list, the
meanings of the two expressions form an aggregate, whereas in the case of the sentence, the
meanings of the two expressions are combined in a different, non-mereological, way. This mode
of combination is often called predication; and in case the meaning of sits consists in a
universal, predication may be said to express the relation of instantiation: what the sentence
Socrates sits means is that Socrates instantiates the universal of sitting.?

The problem with this proposal is that, if we take Socrates to have Socrates, sits to have the
universal of sitting, and predication to have the relation of instantiation as their respective
meanings, we face the very problem which we were trying to avoid by appealing to modes of
combination: there is no necessity for Socrates, the universal of sitting and the relation of
instantiation per se to give rise to the unified meaning according to which Socrates instantiates
the universal of sitting, instead of an aggregate consisting of Socrates, the universal of sitting,

and the relation of instantiation. It seems we require a higher order relation in order to ensure

! In my use of the term ‘list’, I abstract from the fact that most lists exhibit a certain order and therefore
possess a (linear) syntax.

22 In the following, I disregard the possibility or intuition that there is no common meaning to lists, as it
does not make a difference to my argument.

% There are, of course, other candidates for the meaning of predicates, and consequently the meaning of
the mode of combination. For example, if predicates are taken to have properties as their meanings, the
sentence Socrates sits means that Socrates bears the property of being seated. If predicates are taken to
denote sets of objects, the sentence Socrates sits probably means that Socrates is a member of the set of
seated objects. Yet, whatever the meanings of predicates and the mode of combination are exactly taken to
be, the general lesson is that the mode of combination is itself significant and determines, inter alia, the
difference between the meanings of lists and sentences. In the following, | will disregard the alternative
conceptions of the meanings of predicates just mentioned, as they don’t change anything in the general
argument.
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that the relation of instantiation ‘actually relates’ Socrates and the universal of sitting (to follow
the terminology of Russell (1903)). Call this relation R. The trouble is that we now face the
same problem as before, since Socrates, the universal of sitting, the relation of instantiation and
R may form just an aggregate, rather than giving rise to a unified proposition. Again, a higher
order relation R* is needed to ensure unity and so on ad infinitum.2* Despite its ancient origin,
the resulting regress is usually called Bradley’s regress.”® In sum, if you think of predicates and
the mode of combination as contributing entities towards the meaning of the whole, any efforts
of ensuring the right kind of unity by introducing higher order predicates/relations will result in
an infinite regress.?®

There are three ways of dealing with the problem of accounting for unity in the light of
Bradley’s regress. The first is to argue that predicates or relations do not contribute a further
entity towards the meaning of the whole. The second is to insist that Bradley’s regress is not a
problem. And the third is to deny that there is a problem in the first place. The last strategy has
been taken by Russell in Principia, followed recently by Soames (2010b; 2010a; 2013b). In
section 1.3, | argue that this strategy does not resolve the unity problem. The second strategy has
been defended by Gaskin (2008). I argue in section 1.4 that it is not viable either.

2 Initially, it might be thought that Bradley’s regress presupposes an extreme form of atomism to get off
the ground — taking relations as additional constituents of a proposition seems to presuppose their
reification. If so, we could avoid the regress by rejecting the atomistic picture of relations (and optionally
of properties). As Grossmann (1983: 169) argues:

think of non-relational entities as wooden boards; of relations, as glue. Then it is true that no two wooden
boards can be fastened to each other without there being some glue between them. But the glue itself needs
no further glue in order to stick to the boards. Relations are the glue of the world. As such, they need not be
glued to what they hold together.

Although I am in principle sympathetic to this reply (cf. chapter 2.5.3), avoiding the regress is not as easy
as this. As Vallicella (2002a: 207) points out: ‘In terms of the glue-metaphor, it is clear that there is no
need for superglue [...] to cement the glue [...] to the boards. But the existence of two boards and some
glue does not entail the existence of two-boards-glued-together.’
% The regress is usually attributed to Bradley (1893), as it was him who introduced the problem into
analytic philosophy by challenging the new analytic conception of propositions, according to which
propositions are composed of atomic concepts (cf. chapter 2.2.2). If, as Moore (1899: 8) argued, ‘a thing
becomes intelligible first when it is analysed into its constituents’, the question arises how to explain what
unity adds to the constituents taken for themselves.
% Orilia (1991: 104) provides a more general and formalized formulation of the regress: ‘If a proposition
is an entity constituting a complex unity of a certain sort and it is such that its constituents are, say, R", a,
.., an, then there must be a relationship holding together a, ... , a, [...]. If this relation is 1™, then the
constituents of the proposition are really 1", R", ay, ... , a, and the proposition must have a form such as
I R"a ... a, (where “I""” is meant to represent the (n+1)-adic exemplification (instantiation) relation
or copula). But this line of argument can be iterated ad infinitum, creating a “Bradley series”
(BS) R"a; ... a, I R"a; ... ap, 1™ 1™ R"ay ... ay, ...
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The most popular strategy of circumventing the problem has been the first, which I will adopt
as well. Approaches along this line have recently been developed by Davidson (2005) and
Collins (2011b). Yet, Davidson’s and Collins’s strategies differ in interesting ways: Davidson
aims to develop a theory of predicates according to which predicates do not contribute entities
towards the meaning of the whole. He argues that if he succeeds in this attempt, Bradley’s
regress does not get off the ground in the first place: at no point in the derivation of a complex
meaning are two or more entities combined; thus, we require no higher order relation to ensure
the unity of subject and predicate. Collins, by contrast, develops a theory according to which the
mode of combination does not add any further entities. In both cases, the main challenge to this
approach is twofold: if we choose Davidson’s strategy, we have to say what exactly the meaning
of predicates consists in if they do not contribute entities towards the meaning of the whole. But
we also have to explain how it is possible that the very same linguistic expressions sometimes
contribute entities towards the meaning of the whole (namely when they occur in a list or in
second order predication) and sometimes don’t contribute those entities (namely when they
occur as predicates in sentences). In chapter 2.4, | argue that Davidson does not succeed in
explaining this latter aspect. If we choose Collins’s strategy, on the other hand, we do not only
have to explain why the respective mode of combination does not add entities towards the
meaning of the whole, but we also have to provide a substantive account of what the mode of
combination contributes towards meaning. As I argue in chapter 5.2, this is where Collins’s
theory falls short.

The first question | seek to answer in the following chapters is thus:

(12) UP1 (Unity Problem 1): How can the meanings of linguistic expressions,
when combined in a grammatical way, give rise to a new meaning which
exhibits the characteristic kind of unity of the meaning of such expressions?

The question of the unity of meaning is often posed in a more general way. Summers (2012:

5), for example, formulates the problem as follows:

(13) What distinguishes a proposition, considered as a complex of discrete
constituents, from a mere aggregate of those constituents?

Focussing on the linguistic aspect of the problem, the question is also often formulated as in
(24):
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(14) What distinguishes a declarative sentence from a mere list of words? (Gaskin
2008: viii; cf. Peacock 2011: 393; Wiggins 1984: 324)

An account sufficient to answering (13) or (14) may, nonetheless, fall short of answering UP1.
Two ways in which this could happen are associated with more precise formulations of the unity
problem, which can be seen as aspects of (13) and (14). The first one is the central explanandum
of Collins (2011b: 28):

(15) (Combinatorial Unity) Given lexical items with their semantic properties, what
principle or mechanism combines the items into structures that are interpretable
as a function of their constituent parts?

This question mainly asks which syntactic operation puts lexical items together in such a way
that, when they are interpreted by an appropriate semantic system, their interpretation exhibits
the characteristic unity of sentences and other grammatically complex linguistic expressions.
However, a theory concerned with the expressions that are to be interpreted, rather than with
their interpretation itself, cannot settle questions about their meaning — at least not without
substantial further supplementation. UP1 asks how the meanings of expressions combine, not
how the expressions that have these meanings are combined. Thus, even if we know how words
are combined to make up sentences, we may not have understood how their meanings give rise
to the meaning of the sentence (for further discussion see chapter 5.2). An answer to (15),
therefore, falls short of answering UP1.

A second, more precise, question that has to be distinguished from UP1 is formulated in King
(2009: 258):

(16) UQ1L: What holds the constituents Dara and the property of swimming together
and imposes structure on them in the proposition that Dara swims?

Although, unlike Collins’s ‘Combinatorial Unity’, this question directly concerns meaning, an
answer to it may nonetheless fall short of answering UP1. The difference between King’s
question and UP1 becomes particularly clear in a paraphrase that King provides: ‘Answering
UQ1 requires saying which relation holds the constituents of propositions together’ (King 2009:
259, my emphasis). Possible answers to this question could be ‘instantiation’, ‘conjunction’,
‘ascription’, ‘function application’, etc. However, saying that, in the proposition that Dara
swims, Dara and the property of swimming are ‘held together’ by the relation of ascription, as

opposed to the relation of conjunction, say, is not of much help in respect to the question of how
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the unity at issue is achieved, unless a theory of ascription is added. No-one, | take it, seriously
believes that the meanings of sentences can be derived from their constituents by mere addition.
It is also obvious that the relation in question has to ensure the unity to be explained. The thesis
that the constituents of propositions are put together in an asymmetric way that ensures the unity
to be explained is thus circular and not very illuminating — but not much of relevance to the
unity question is usually added to the assertion that propositional unity is secured by a particular
relation, such as ascription or instantiation. Indeed, as I argue in chapter 3.2.2, King’s way of
spelling out his proposal faces a version of Bradley’s regress, which shows that an answer to
UP1 has not been provided.”’

All this is not to suggest that (15) and (16) are irrelevant in respect to unity. They clearly are
not, and they will have to be addressed to some degree in seeking an answer to UP1. The point
is simply that there may be viable answers to either of these questions which nonetheless fall
short of answering UP1.

1.2.3 Grammatical Structure and Formal Ontology (UP2)

If two linguistic items are combined so as to give rise to the relevant kind of unity, this is often
accompanied by a change in formal ontology (cf. Jespersen 2012: 620).22 For example, neither
Socrates nor sits on their own have a proposition as meaning, and none of them is evaluable for
truth on its own. Yet, if Socrates and sits are combined in the right grammatical way, the
meaning of the resulting sentence is a proposition and it is evaluable for truth and falsity. This
contrasts with the meaning of the list consisting of Socrates and sits, a mere aggregate of

Socrates and the universal of sitting. The second question which | seek to answer is therefore:

(17) UP2 (Unity Problem 2): Why does the formal ontology change when
grammatical structure is built up?

The change in the formal ontology is closely related to the special kind of unity which the
meanings of the respective grammatically complex expressions exhibit. As Davidson (2005:

120) argues:

Having a truth value is the simplest and clearest mark of the unity of sentences and of the
beliefs and judgments that sentences can be used to express. For it is only an expression, the

%" For a discussion of function application cf. chapter 2.3.

% Although many of the formal ontological categories that I discuss may be familiar from metaphysics, |
do not mean to imply that they have any metaphysical impact. Indeed, | argue in chapters 4 and 5 that the
formal ontology of language is independent of metaphysical ontology.
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semantics of which demonstrate a clear relevance to truth values, that has the unique unity of a
sentence.

Davidson concludes from this that ‘a satisfactory account of predication depends on relating it to
the truth of sentences’ (Davidson 2005: 141).

| agree with Davidson that truth is central in this respect and that any satisfactory explanation
of the unity problems also has to account for why sentences but not their parts can be true and
false. However, | would like to point out that the question generalizes and does not only concern
truth. Consider (18):

(18) I have spent two hours eating the pineapple.

In this sentence, eating the pineapple is not an expression evaluable for truth. Yet, its meaning
exhibits unity and comes with an ontological change. The meaning of eating the pineapple is a
process or act or something similar. The meaning of the pineapple, by contrast, is an object.
Furthermore, as noted in the preface, in most cases the grammatical derivation of a linguistic
expression is much more complex than is visible to the naked eye. It is in particular the rich
functional structure of natural languages which correlates closely with systematic changes in the
formal ontology. Consider, for example, the grammatical structure of (19) in (20) (in the

analysis of Borer 2005a):

(19) these three lambs
(20) Dp[these Nump[three C|p['s Np[lamb]]]]

The meaning of the Noun Phrase (NP), if it is not divided or restricted by further functional
grammatical structure, is a mass, like in | ate lamb. In this case, what | ate is not a lamb or two
lambs but some undefined amount of lamb-meat. The Classifier (Cl), which features as a
separate word in some languages, for example in Chinese, divides the ‘pure lamb space’ (Hinzen
2010) into individual units. In this way, the Classifier turns the mass noun into a count noun.
According to Borer, one way of realizing the Classifier morphologically in English is the
enclitic plural —s. The Classifier clearly contributes something to the meaning of the whole — it
is responsible for turning a mass into objects that can be counted in the next higher functional

projection (Number). In this sense, count nouns like lambs, a lamb, or the lamb etc. are clearly

2 A similar point is made by King (2009: 258) in his UQ2: ‘How does the ‘structured complex” that is the
proposition that Dara swims manage to have truth-conditions and so represent Dara as possessing the
property of swimming?’ (cf. also Eklund 2009°s ‘representation’).
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complex. Yet what is it about the meaning of the classifier that makes the formal ontology of the
meaning contributed by the lexical item in NP change? If we want to answer UP2, this is one of
the questions we have to address. From this example, it becomes also clear that UP1 is a very
general guestion and does not only concern predicate-argument concatenation: if a Classifier is
added to a noun, the meaning of the complex is not an aggregate consisting of, say, objecthood
and a mass.®

The two puzzles also apply to cases of adjunction. A red house is a building, not a colour,
despite the fact that red is a colour. On the other hand, whatever a house red is, it will be some
kind of colour and not some kind of building. Similarly, a sledge dog is a kind of dog, but a dog
sledge is a kind of sledge. The question arises of why this is the case, which is an instance of
UP2. Furthermore, it is also clear that the meaning of a red house is not an aggregate consisting
of redness and houseness, but a single object; and the meaning of sledge dog is not an aggregate
consisting of doghood and sledgehood. Cases of adjunction and compounding, therefore, are
also instances of UP1.

Collins (2011h: 23) discusses a unity problem which is closely related to UP2:

(21) (Interpretive Unity) Linguistic structures are atomistically decomposable
(analysable) into their constituent lexical items, but when appropriately
composed, they are interpretable units (expressive of propositions). How does
such unity arise from the interpretability of the constituents of a host structure
together with their mode of composition?

Collins’s Interpretive Unity covers two questions: first, the question of why certain linguistic
expressions can be combined but not others, and second, the question of what the relation
between the interpretation of the parts of a sentence and the interpretation of the whole sentence
consists in. UP2 may be seen as an aspect of the latter of these questions: as Collins mentions
explicitly, his Interpretive Unity asks as to how the composition of lexical items can give rise to
expressions that express propositions, which is probably the most obvious example of
ontological changes or novelties. Collins argues that his Interpretive Unity ‘is essentially
descriptive’ (ibid.) and as such philosophically not very illuminating. If Collins is right, also
UP2 may turn out to be of an essentially descriptive nature, given the close relation between

Interpretive Unity and UP2. | think Collins is right that the way in which the compositional

% See chapter 6.3 for further discussion.
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tradition has dealt with Interpretive Unity is essentially descriptive.®® But | believe that there
nonetheless is a substantial philosophical question in UP2 which goes beyond traditional
compositional semantics.

In compositional semantics it is standard to assume that we know the values of some
linguistic expressions and can then define the values of others as functions mapping values of
one kind onto values of other kinds. Let’s for the moment ignore such complications as
modality, tense etc. Given that sentences are evaluable for truth and falsehood, we could,
following Frege, say that they refer to a truth value and assign the type t to them — where t is the
type of truth values. Names, and perhaps other singular terms, could be taken to refer to entities
and, hence, can be assigned the type e — where e is the type of entities. We may then define
predicates as functions from entities to truth values. Thus, sits is a function which maps entities,
for example Socrates, to truth values.* In this way we can construct a theory that predicts which
linguistic expressions can be combined: by taking a semantic derivation to be type-driven, an
entity, for example, can only be combined with a function that maps entities to something else.
To what the respective predicate maps our entity is open to stipulation or empirical discovery; it
may be a truth value like in the case of sits, or it may be another entity as in the case of the
father of. Furthermore, such a theory, if adequate, describes correctly the ontological changes
mentioned in my discussion of UP2: if an intransitive verb, e.g., is a function from entities to
truth values, an intransitive verb and an entity-denoting expression denote a truth value when
combined; but none of them on their own does so. The reason for the appearance of the new
ontological category is that intransitive verbs are defined as mapping things into truth values.
Also the meaning of other lexical or grammatical elements could be defined in a similar way.
The classifier mentioned above, for example, could be taken to denote a function from masses to
(generic) entities.

Complex as the definition of a system which more or less captures the empirical data and
satisfies theoretical constraints may be, it is still a largely descriptive enterprise: we assume the

different formal ontological categories as given and formalize our observation that when an

31 This is not to underestimate the technical ingenuity which is sometimes required in order to get an
empirically and theoretically satisfying description. And it is also not to deny that philosophically
substantial problems arise in carrying out this task.

%2 Using a lambda calculus, the function can be expressed as follows: Ax x sits where x is a variable
ranging over entities. The expression is true if and only if the entity which the function is applied to
indeed sits. Transitive verbs work in essentially the same way, although they are slightly more
complicated: either we have to assume that hits, for example, maps pairs of entities to truth values, or we
have to assume that it maps one entity to a function which maps another entity to a truth value. In the
latter case hits can be formalized as Ax [Ay y hits x].
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expression of category A is combined with expression B, the result is an expression of category
C. This practise does nothing to explain what the respective categories are, what the relations
between them are and why they are part of our system of thought and language in the first place.
However, as | discuss in chapter 4.3, although all unimpaired human beings are capable of
making fine grained distinctions between formal ontological categories, this is probably not the
case in respect to any other species. In particular, there is no evidence that non-human animals
enjoy propositional thought (at least if propositionality is defined in narrow enough a way).
Therefore, simply presupposing these categories in a formal system leaves out one of the most
puzzling aspects of a theory of meaning (Hinzen and Sheehan 2014). Yet, if we don’t
presuppose the respective categories or our access to them, UP2 becomes philosophically more
interesting (cf. Summers 2012, chapter 5.5-5.6 for a related point).

1.3 Psychologizing Unity

In the previous section, | have outlined two puzzles which are associated with unity. One
popular strategy of circumventing unity problems in philosophy has been to attribute the unity to
a judging subject. The suggestion is that if unity is brought about by a judgement, the unity
question disappears as a question of how objects and relations ‘hold together’ to make up a
proposition: it is the judging subject that puts them together. In this section, | argue that this kind
of move does not dissolve unity questions — it merely relocates them: if unity in a metaphysical
sense is due to, say, judgements, we still want to know how we achieve such unity in our
judgements. In other words, even if we, for the sake of the argument, assume that, independently
of our minds, the world is a world of atomic entities and that relations between these atoms are
due to the activity of our mind, we would not have explained the apparent unity of facts, states
of affairs, propositions, etc., unless we have a good account of how our mind actually unites the
atomic objects out there. Merely saying that it is the mind that does the work is not equivalent to
giving an account of the work the mind does. Conversely, at the end of this section (section
1.3.4), | also suggest that even if an explanation for metaphysical unity is given, there still
remains the question of how such unity is established or grasped in judgements. Hence, whether
or not there is a metaphysical problem regarding unity, there is a genuine problem concerning
the unity of judgement or thought. And it is this version of the problem which will be in the

centre of the following chapters. | demonstrate the point by discussing three attempts of dealing
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with problems concerning unity in this way, put forward by Kant (section 1.3.1), Russell

(section 1.3.2) and Soames (section 1.3.3).

1.3.1 The Unity of Apperception

For the British Empiricists, a version of the unity problem arises from a conflict between their
basic principles. On the one hand, Locke (1689, IV. i. 2) defines knowledge as ‘the perception
of the connection and agreement or disagreement and repugnancy, of any of our ideas.’
Knowledge is, hence, inherently relational. On the other hand, the only sources of knowledge
were thought to be sensations and the passions — Hume (1739-40, I. iv. p. 6) argues: ‘it is from
some one impression that every real idea is derived.” Given that it was generally agreed at the
time (amongst the empiricists as well as their opponents) that sensations, and therefore also the
ideas abstracted from them, are atomic, the relational character of knowledge had to remain

mysterious from an empiricist point of view. As Hume admits:

There are two principles which I cannot render consistent; nor is it in my power to renounce
either of them, vic. that all our distinct perceptions are distinct existences, and that the mind
never perceives any real connections among distinct existences. (Hume 1739-40, Appendix p.
21)33

Kant (1787) shares Hume’s atomistic conception of perception. Yet, he aims to solve Hume’s
paradox by arguing that Hume is wrong in assuming that the mind is a passive organ: what
unites ‘apperception’, according to Kant, are not further ideas, abstracted from sensations or
derived from our passions and emotions; for Kant, unity is nothing empirical at all, but is
achieved by spontaneous acts of the mind. I argue in chapter 5.2 that Kant’s rationalist picture is
more adequate than the empiricist one. Yet, as Davidson (2005: 99) points out, Kant’s move
leaves the central question in respect to unity unanswered: ‘Kant classified the ways in which
the mind puts elements together in judgment, but he does not seem to have recognized the
importance of explaining exactly what the mind adds to the elements to produce a judgment.’
The point of the unity questions is not mainly to determine the locus of the uniting mechanism,

but to understand how the uniting mechanism (if there is one) in fact achieves the unity at issue.

% As Green (1874) points out, even abstraction — the way by which Locke assumed that we arrive at
knowledge on the basis of sensation — presupposes that the sensations stand in certain relations to one
another (in particular relations of similarity and dissimilarity). A similar point can be made in respect to
Hume’s more complex account: according to Hume, ideas appear to be general because similar ideas can
be substituted for each other — yet again, such an account presupposes the relation of similarity (cf.
Hylton 1990, ch. 1.1).
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1.3.2 Russell’s Multiple Relations Theory of Judgement
A further, and perhaps more explicit, attempt at getting rid of a version of the unity problem by
taking the respective unities to be psychological entities can be found in Russell’s philosophy.
Russell changed his mind over the nature of the proposition several times significantly; and
considerations concerning the unity of the proposition have, arguably, been a driving force
behind these changes (Stevens 2006; Candlish 2007; Hanks 2007). At the beginning of his
philosophical career, Russell, in cooperation with Moore, tried to establish a new conception of
propositions. Against the wholistic** Neo-Hegelian trend, Russell and Moore maintained that
propositions are complex objects composed of atomic concepts, which were taken not to depend
upon psychology. The resulting problem, which Russell would be worrying about for most of
his career, is that on this account there is no difference between a set of concepts and a
proposition. Yet, this difference exists, as Bradley (1893) had argued and as Russell
demonstrated repeatedly himself (for example in his 1903, ch. 4). Although the slogan of the
new analytic philosophy was that we understand something only by analysing it into its
constituents (Moore 1899), Russell (1903, 8138), thus, had to conclude: ‘though analysis gives
us the truth and nothing but the truth, yet it can never give us the whole truth.”*®

In light of this and other problems, Russell gave up his original theory of propositions in
favour of his new Multiple Relations Theory of Judgement. Abandoning his earlier convictions
that propositions are independent of the minds which grasp them, Russell decided that
propositions are in fact psychological entities. According to the Multiple Relations Theory of
Judgements (spelled out in Whitehead and Russell 1910-13; and Russell 1912), propositions are
identified with judgements and, thus, do not remain primitives of the theory: they are part of the
theory only for ‘symbolic convenience’. What constitutes a proposition, according to the new
theory, is that a subject stands in the judging relation to various entities. One might think, and
this was probably one of Russell’s motivations for developing such a theory, that if propositions
are not part of the basic ontology of the theory any more, there cannot be a problem about their
unity. Yet, as Stevens (2006: 102-03) stresses, ‘although propositions were now absent, the
problem of the unity of the proposition remained and now became more pressing than ever, for
the problem of the unity of the proposition now simply re-emerges as the problem of the unity of
the judgement’. Indeed, the two problems that led Russell to abandon his view, often called ‘the

narrow direction problem’ and ‘the wide direction problem’, are versions of the unity problem

% For a definition and discussion of wholism see chapter 2.2.
% See chapter 2.2.1 for further discussion of the unity problem in Russell’s early philosophy.
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which beset Russell’s original theory of propositions. The lesson to be learnt is, again, that
taking unity to be a mental, psychological or cognitive rather than physical or metaphysical
phenomenon does not make the problem go away — unless an explanation of unity in this

domain is offered.

1.3.3 Unification: A Pseudo-Problem?

Russell’s strategy has nonetheless been an influential source of inspiration for recent attempts to
address the unity problem. Soames (2010b; cf. also his 2010a; 2013b), for example, praising a
‘neglected insight of Russell’s’, argues that the problem of the unity of the proposition is a
‘pseudo-problem’ (Soames 2010b: 106). Following King (2007), Soames rejects ‘propositions
as denizens of a “third realm” (beyond mind and matter), which are “grasped” by a mysterious
intellectual faculty of platonic extrasensory perception’ (Soames 2010b: 7). Instead, he offers a
‘cognitive realist’ account of propositions, according to which propositions are types of
cognitive events. The cognitive events relevant to propositions are predications. Predication is
thereby taken as a primitive cognitive act. Thus, according to Soames, in ‘John is human’ both
‘John’ and ‘human’ can be seen as singular terms that contribute entities to the meaning of the

sentence and the copula could be semantically empty

provided that something about the proposition indicates that, in it, humanity is predicated of
John. This something is, we may suppose, not itself a propositional constituent. Rather it is the
structural relation in which the sense of ‘human’ stands to the sense of ‘John’ in the
proposition’ (Soames 2010b: 20).

If what indicates what is predicated of what is not itself a constituent of the sentence or
proposition, Bradley’s regress is avoided. According to this approach, then, the unity of a
proposition is simply the result of predicating something of something else. Similar moves have
been made by Jubien (2001), Moltmann (2003a; 2003b; 2013), Hanks (2007; 2011) and
Jespersen (2012).

The price that Soames has to pay for treating the traditional unity problem as a ‘pseudo-
problem’ is that he has to take predication as a primitive. But this amounts to stipulating the
unity of the proposition — the problem of the unity of the proposition as traditionally conceived
is the problem of accounting for predication, which is why, for example, Davidson discusses the
problem under this latter heading. Davidson (2005: 77) argues: ‘It is just this unity [of the
proposition] that a theory of predication must explain’. It is true that for any explanation, some

concepts have to be taken as primitives, as Soames (2010b: 29) emphasizes. But by taking
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something inherently puzzling as a primitive, one thereby does not get rid of the respective
puzzle — and one aspect which makes predication inherently puzzling is that the result of a
predication exhibits the unity it does. Indeed, in his discussion of Soames’ approach, Collins
(2011b: 178) complains: ‘Predication cannot arise from mere stipulation [...]; there is, as far as I
can see, nothing the least bit enlightening about an appeal to a cognitively primitive capacity of
predication.” Yet, even in case the stipulation of predication is accepted as a sound way of
getting rid of unity problems, the traditional unity problem reappears in Soames’ account, as I

shall argue in chapter 3.2.3.

1.3.4 Pragmatics and Metaphysics

Thinking of unity in pragmatic terms also does not get us any closer to an answer to either of the
two unity problems under discussion. Initially, one might think that unity problems could be
circumvented by adopting a contextualist position and taking unity to be an aspect of
pragmatics, rather than semantics.®*® As Gibson (2004: 140) argues, ‘the unity of the sentence
lies in the speaker’s performing a certain act in a certain context.” However, this strategy is
empty as a solution to the unity problem, unless a convincing account of how unity is achieved
pragmatically is provided. In this respect the pragmatic strategy of getting rid of linguistic unity
problems resembles that of the strategy of getting rid of metaphysical unity problems by
thinking of them in cognitive, psychological or mental terms. The questions | have formulated in
section 1.2 are, thus, independent of the debate between contextualists and minimalists.

In sum, thinking about the unity of the proposition in psychological, cognitive, mental, or
pragmatic terms does not make the problem go away, as the unity problem simply reappears in
these domains.

However, even in case we can provide a metaphysical account of how propositions, facts or
other metaphysical entities receive their unities, there remains the question of how unity is
achieved in our thought and natural language. As Peacock (2011: 396) points out, even if

granted the existence of propositions, we have to answer the question of why certain linguistic

% There has been considerable disagreement as to what the semantic content of sentences consists in and
whether it determines ‘what is said’ by a certain sentence. Whereas contextualists such as Travis (2008),
Carston (2002), Sperber and Wilson (1986), and Recanati (2004; 2010) have argued that what is said
always depends upon the context of use, Cappellen and Lepore (2005) and Borg (2004; 2010) want to
restrict contextual influence on the meaning of a sentence to indexicals explicitly part of the syntactic
structure of the sentence. For contextualists, meaning is thus determined ‘top down’, for minimalists it is
determined ‘bottom up’. Stanley (2000) has defended an intermediate position, according to which
meaning is determined ‘bottom up’, but is enriched by hidden indexical parameters.
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expressions pick out propositions, whereas others pick out aggregates of objects. This question

cannot be answered by reference to conventions, since

what we want to know is, given that within the scheme of interpretation specified by a given
language some strings are capable of expressing a content and some are not, what is it that is
different about the way the content-expressing strings function within that language, that
makes them capable of this feat?

Furthermore, as noted in section 1.2.1, thought and language are productive, but cognition is
finite. So, in some sense, the possible infinity of novel, complex thoughts and expressions has to
have been built from a finite number of familiar parts. Producing or grasping novel thoughts,
therefore, presupposes a unifying mechanism in these domains quite independently of whether
there are unities out there, metaphysically speaking.*” As Collins (2011b: 50) argues:

The unity problem in the realm of language looks to be independent of the unity problem in
the realm of states of affairs. [...] The latter unity problem appears to be [...] more easily
resolved, albeit vacuously, for states of affairs (as complexes) fall under a metaphysical
category that, as far as | can see, is not essential to any explanation. Perhaps, after all then, the
unity problem just tells us that there are no facts qua complexes. Either way, no such
conclusion is acceptable vis-a-vis interpretable linguistic structures.

It is this unity of thought and natural language which will be in the focus of the following

chapters.

1.4 Bradley’s Regress: Problem or Solution?™

Bradley’s regress is usually taken to be a major challenge in explaining the unity of meaning.
However, a small number of philosophers have argued that Bradley’s regress is in fact harmless,
or even the solution to the problem.* In this section, I discuss Gaskin’s version of this strategy,

arguing that it leaves what is, from my point of view, the central aspect of unity unexplained.

% An account which, like Gibson’s (2004), explains the unity of meaning with reference to causal
asymmetries, therefore, necessarily fails. As Chomsky (1959) points out, any attempt to explain linguistic
utterances in external causal terms faces two problems. First, identifying the right kinds of causes usually
requires metaphysicalizing linguistic categories (cf. chapter 4.2 for discussion). Second, even given this, it
is virtually impossible to explain why a certain ‘cause’ sometimes does cause the utterance of a particular
sentence and sometimes fails to do so. See chapter 3.1.3 for further discussion. Compare also the preface.
% I'm indebted to Richard Gaskin for an enlightening email exchange on the topic of this chapter, as well
as for very useful comments on an earlier draft.

% Armstrong (1997: 118-19) argues that Bradley’s regress is harmless in respect to truth-making. Yet, an
argument towards the conclusion that the regress is harmless for truth-making is not yet to have explained
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For Gaskin (2010a: 261) — as for Russell and the neo-Russellians — ‘all semantically
significant components of the sentence [are] names.” Unlike Soames, however, Gaskin accepts
that this contention makes Bradley’s regress ‘unavoidable’ and concludes that ‘we should see
whether we can live with the regress’. Indeed, according to him, ‘Bradley’s regress emerges not
as an embarrassment, something to be circumvented by careful legislation, but as the
metaphysical ground of the unity of the proposition” (Gaskin 2008: 345). Gaskin’s argument is
twofold. First, he argues that Bradley’s regress is not vicious, second that the regress ensures
propositional and sentential unity. The regress is argued not to be vicious, because the regress is
a metaphysical one, not an epistemic or practical one, and, Gaskin adds, we can well understand
infinity as long as, in understanding it, we do not have to go through every step of an infinite
sequence separately.”’ For example, the infinity of the natural or real numbers is not beyond the
reach of our minds.* ‘Bradley’s regress, like the structure of the rational or real line, is
infinitistic in a metaphysical, not a practical, sense, and for that reason is not vicious: it imposes
a specific infinitistic condition on the structure of propositions [...] and not an infinitistic, and so
unperformable, task for the understander’ (Gaskin 2008: 351).

The insight driving Gaskin’s discussion of unity is one that [ have already quoted a couple of
times: all sentences can be ‘duplicated’ by lists of words. According to Gaskin, the same
situation can be found in metaphysics, where propositions (a is F) can be ‘duplicated’ by
aggregates of objects (a, Fness). According to Gaskin, Bradley’s regress is the metaphysical
ground of the unity of a sentence and proposition. The meanings of Socrates and sits are united,
because there is a relation R? relating the two. R? is united with the two initial meanings,
because of the presence of a second order relation R®, and so on ad infinitum. The unity of a

proposition, therefore,

depends on the presence, in the unspoken and unwritten background, of the members of the
regress: were that background not fully in place — if the regress did not get going, or if it
faltered at some point — the proposition in question would not be unified, but would fall apart
into a mere aggregate. (Gaskin 2010a: 262)

unity, which Armstrong seems to take as a primitive (cf. p. 13). Also Orilia (2006) and Schnieder (2004)
argue that Bradley’s regress is not vicious. Yet, they too seem to take the unities as primitives. See
Cameron (2008) for discussion of a related point. Klein (2003) defends a related thesis in epistemology.

“0 Burge (2007: 592) makes a similar suggestion.

! There has been disagreement as to whether the examples of infinities that Gaskin provides are good
analogies for the case of Bradley’s regress, cf. Collins (2011b: 84).
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None of the infinity of relations R R®, ..., R" can ensure unity on its own — what explains unity
is ‘the regress as a whole’ (Gaskin 2010a: 263).? In this sense, every stage in the regress
depends upon both the preceding and the succeeding stage. Bradley’s regress can, thus, ‘be
regarded as, at each stage, comprising necessary and sufficient conditions for the presence of
[the crucial copulative feature that unites the sentence] at any preceding, and each succeeding,
stage’ (Gaskin 2008: 352).* It follows that ‘what stops a proposition from being a mere
aggregate of entities, and the corresponding sentence from being a mere list, is that the
proposition unfolds into an infinite aggregate, and the sentence into an infinite list’ (Gaskin
2008: 345; cf. 1995: 176-77).

We may ask how adding predicates ad infinitum could turn a list into a sentence. There
certainly can be infinite, even transfinite, lists. Thus, irrespective of how many predicates we
add, it seems, what we receive is a list and nothing but a list. Indeed, if Gaskin is right that every
sentence can be duplicated by a mere list, it follows that if sentences contain an infinite number
of elements, there have to be lists containing as many elements. Therefore, merely adding
relations ad infinitum cannot do the trick, irrespective of whether Bradley’s regress is vicious or
not.

At this point it transpires that Gaskin must have something else in mind. Indeed, he stresses
in some passages that we cannot convert a list into a sentence just by adding predicates. The
regress, rather, is what we receive when we try to analyze a unity. But in such a case, the unity

already has to be in place prior to our analysis. Gaskin (2008: 367) argues:

At each stage of Bradley’s regress we have a unity [...]. The point about the regress [...] is not
that each stage of it seeks to restore a unity which has broken down at the previous stage — that
would indeed be a hopeless task — but that each stage provides an analysis of the unity which
was securely present at the previous stage. Each stage guarantees the unity of the previous
stage, and tells us what that unity consists in.

Thus, it seems as if, for Gaskin, unity is essentially a primitive. Indeed, he writes: ‘There is a

sense in which you cannot go about constructing a sentence from bits; you can only find that

2 If what explains unity is the regress as a whole, we require a transfinite predicate that unites the
different stages of the regress; and we require a further predicate which unites the transfinite predicate
with the regress and so on ad infinitum (cf. Gaskin 2008: 366). In this way we get a further regress. But
the regress does not stop here, as the regress of transfinite predicates will only be explanatory as a whole,
thus we need a predicate which unites the second regress with the initial one — and in this way we get a
regress of regresses. And then, a regress of regresses of regresses and so on. In short, we are facing the
upper limits of the transfinite.

3 Cf. Schnieder (2010) for a critique of this aspect of Gaskin’s theory. Cf. Gaskin (2010b: 307-09) for a

reply.
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you have constructed one’ (Gaskin 2008: 369). The regress does not produce the unity at issue;
rather it is what you get if you try to analyze a unity already in place. Rather than providing an
explanation of how unities can be created from its constituents — a task that, according to
Gaskin, we cannot succeed in — Gaskin offers something like a diagnostics for unities. This
seems in accordance with a later passage: ‘If the finished product is analysable as generating
Bradley’s regress at the level of reference [...] then it refers to a proposition and so is itself a
declarative sentence; if not, then it is a mere list and its referent a mere aggregate’ (Gaskin 2008:
369). To paraphrase, you start with a unity, and if, when you analyze your unity, you run into a
version of Bradley’s regress, what you have been analyzing is a unity. If the regress doesn’t get
going or stops at some point, it is just an aggregate.

Can this analysis differentiate between a sentence and a corresponding infinite list? As
Gaskin (p.c.) emphasizes: ‘infinity as such doesn’t do the trick, since [...] there are infinite
lists.” The difference between a sentence and a list is not an extensional one, concerning the
regress itself, rather it is an intensional difference that concerns ‘the way in which the infinity

arises in analysis that is the key’. Unlike a sentence,

the analysis of the corresponding list doesn’t generate Bradley’s regress. It doesn’t generate
anything at all, other than the list of the elements of the corresponding aggregate. Nor does a
list which comprises exactly the elements of the regress, as separate items, generate the regress
— in that case, as it were, the regress is already there.

This seems to confirm the primitive status of unities in Gaskin’s theory: if the regress is
generated by the unity, it seems that there has to be something about the unity that generates the
regress when the unity is analyzed semantically. In this case it seems that the unity explains the
regress, rather than vice versa; the regress, then, seems to be a diagnostics of unity, not an
explanation.**

In some passages, however, Gaskin seems to suggest that it is the analysis which makes

something a unity in the first place. He writes:

There is no method of constructing a sentence as opposed to a mere list. Whether what you
end up with when you have, so to speak, followed the instructions in your assembly kit is a
sentence or mere list depends on its ex post facto analysis, not on what you do with any
components, internal or external, to arrive at the finished product. (Gaskin 2008: 369)

* Note, however, that Gaskin would not agree: in his comments on an earlier draft of this section, he
writes ‘that having what you are calling a diagnosis is having an explanation’ (cf. Gaskin 2010b: 307-09
for discussion). Thus, whether or not Gaskin’s account is accepted as an explanation of unity in other
domains probably depends on what we let count as an ‘explanation.’
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According to this passage, nothing is intrinsically a sentence or a list: whether a linguistic
expression is a sentence or a list, is, in Peacock’s (2011: 399) words, ‘up to us.” This
interpretation of Gaskin’s theory is supported by a different passage. Gaskin (2010a: 264, my
emphasis) writes: “What makes the difference [between a list and a sentence]? My answer is that
the difference concerns the semantic analysis of the relevant bunch of words.” Thus, although
Gaskin does not aim to cognitize or psychologize unity and does in this sense not follow the
kind of approach which the later Russell and recently some Neo-Russellians defend, his
approach is somehow similar in that he argues that ‘the distinction between a sentence and a
mere list is a conceptual one’ (Gaskin 2008: 299). Yet, in the previous section, | have argued
that taking unity to be something cognitive or psychological, on its own, does not help us out of
the unity problem, as long as we don’t have a good theory of how unity is achieved in this
domain. The same conclusion should be drawn in respect to taking unity as something
conceptual: without a theory of how the unity is achieved conceptually, such a move is empty.
Yet, as far as | can see, Gaskin does not provide an account of how unity is achieved
conceptually. Rather, he seems to take the unities themselves as primitives in his account. It will
be the main thrust of chapter 2 to argue that taking unity as a primitive is problematic in respect
to the meaning of natural language (cf. also section 1.2.1).%

I conclude that whether or not Bradley’s regress is vicious, it is of no help in explaining the
unity of linguistic meaning. It is possible to agree with Gaskin that comprehending a Bradleyan
regress is not beyond our conceptual capacity, without accepting that the regress provides an
answer to the questions developed in section 1.2. When comprehending such a regress, what we

comprehend is an infinite list which, unfortunately, lacks the unity we are seeking to explain.

* As noted in the preface, taking unity as brute may be a valid way of accounting for unity in
metaphysics. Given that Gaskin aims at uncovering the metaphysical ground of the unity of the
proposition, this may also be a valid way of answering the question he aims to answer. Yet, if unity is
brute, it is not clear why Bradley’s regress is supposed to add a metaphysical foundation to it — in
particular since lists can be infinitely long.



The Dichotomy between Unity and Productivity

The meaning of Socrates sits is a unity, qualitatively different from an aggregate of the
meanings of Socrates and sits. The two unity problems discussed in chapter 1.2 concern the
guestion of how the meanings of Socrates and sits can combine in such as way as to give rise to
the meaning of Socrates sits. It might be thought that what accounts for the difference between
the aggregate and the unity is the mode of combination: this is what tells us how the two
meanings are to be combined to make up a new whole. The problem is that the meaning of the
mode of combination cannot just be another ingredient of the meaning of the whole, otherwise
‘we are hurried off into the eddy of a hopeless process, since we are forced to go on finding new
relations without end’ (Bradley 1893: 28): Let the meaning of the mode of combination be
instantiation. In this case, the question arises what unifies instantiation with the meanings of
Socrates and sits. Let, whatever unifies them, be instantiation*. We now face the question of
what unifies instantiation and the meanings of Socrates and sits with instantiation*, and so on ad
infinitum.

It might be objected that a conception of meaning according to which all kinds of meanings
are atomic is quite implausible. Why should the mode of combination itself contribute a
meaning which is on a par with the meanings it is supposed to relate? It might be tempting to
think that unity problems only arise in the context of some particular philosophical programmes,
such as the atomism of the early analytic philosophy. So, perhaps we should stop worrying
about Bradley’s regress and just abandon such atomistic conceptions of meaning. The main aim
of this chapter is to show that providing an alternative conception of meaning which avoids
unity problems and also satisfies other plausible constraints on semantic theory is not at all
straightforward. In the course of this chapter, | discuss a number of prominent semantic theories,
arguing in each case that they neither provide a solution to the unity problems, nor succeed in
avoiding them.

In section 2.1, | substantiate my claim that sentential meanings cannot be derived by
conjoining the meanings of their parts. | discuss in particular Aristotelian semantics, which

emphasizes the role of predicate conjunction. I argue that, despite recent attempts of revitalizing
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and improving this kind of semantics, it remains impossible to derive sentential meaning purely
on the basis of predicate conjunction. In section 2.2, | provide a partially historical introduction
to a dichotomy that will be central for the remainder of this chapter: If sentential meanings are
taken as primitives of a semantic theory, unity problems don’t arise, but the productivity of
language remains unexplained. If, conversely, sentential meanings are taken to be made up of
the meanings of their parts, productivity may be accommodated, but unity remains to be
explained. In section 2.3, | argue that semantic theories based on functional compositionality
don’t escape this dichotomy: there are several ways of defining functions, but each of them
yields a semantic theory which is either incompatible with the productivity of language, or fails
to account for the unity of meaning. In section 2.4, | turn to truth-conditional semantics and
Davidson’s recent account of the unity of meaning. With the help of a Quinean interpretation of
Tarski’s truth-definition, and by taking an absolute notion of truth as a primitive, Davidson
argues that we can provide a method of how the meaning of predicates can be defined without
an appeal to entities as meanings of predicates. If predicates don’t contribute entities towards the
meanings of the wholes in which they feature, Davidson argues, Bradley’s regress can be
avoided. However, whereas | argue that Davidson does indeed have a method of accounting for
productivity despite the wholistic aspect of his theory, | maintain that he is not able to explain
unity. In section 2.5, | conclude this chapter with a summary of the main findings. A
reconsideration of some aspects of Davidson’s theory and a brief discussion of the ‘picture
theory of meaning’ lead into a suggestion of how the dichotomy between wholism and atomism
may be overcome. This suggestion is then further explored and developed in the following

chapters 3-6.

2.1 Why Predicate Conjunction is not Enough

I have stressed that the meaning of a sentence cannot be derived by conjoining the meanings of
their parts: the meaning of a sentence is very different from that of a list of its constituents.
There is, however, an influential semantic tradition that emphasizes the role of (predicate)
conjunction in semantics: Aristotelian compositional semantics. However, | argue that the scope
of this kind of semantics is very limited (section 2.1.1) and that also Pietroski’s recent advances
in Aristotelian semantics cannot overcome the general limitation of the role (predicate)

conjunction can play in the semantics of natural languages (section 2.1.2).
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2.1.1 Aristotelian Compositionality

In the Aristotelian tradition, the meaning of a whole is derived compositionally from the
meanings of its parts iff the combination of the features of the parts gives rise to the features of
the whole.! As Hodges (2012: 246) summarizes, Ibn Sina, for example, argues that the meaning
of a word provides, inter alia, ‘a criterion to determine what things the word is true of.” The
meaning of the complex expression is ‘derived from [the meanings] of the words. For example,
the criterion for “rational animal” to be true of something is that the thing meets the criterion for
“rational” and the criterion for “animal”.” In short, in this tradition, compositionality is closely
related to predicate conjunction.?

However, not all meanings of syntactically complex expressions can be derived by predicate
conjunction. Sentences containing quantifiers are a good example. Aristotelian semanticists
made some progress in explaining the meaning of such quantifiers. Ammonius, for example,
writes: ‘Determiners [...] combine with the subject terms and indicate how the predicate relates
to the number of individuals under the subject; [...] “Every man is an animal” signifies that
“animal” holds of all individuals falling under “man”” (translation from Hodges 2012: 247). Yet,
in order for this approach to work, it had to be assumed that quantifiers, along with many other
expressions, are syncategorematic expressions, that is, unlike categorematic expressions (like
tree, house, Socrates) they don’t have meaning ‘on their own’ but only in context. The same is

true of prepositions and, for example, the negation. The trouble with treating these expressions

L A different notion of compositionality has been developed in the mathematical tradition of the 20"
century. According to this notion, the meaning of the whole can be derived compositionally from the
meanings of its parts iff the meaning of the whole is a function of the meanings of its parts and the way
they are combined. This definition is less demanding than the traditional one since predicate conjunction
can be modelled in functional terms, but many relations which can be defined in terms of functions cannot
be modelled in terms of predicate conjunction (at least not without significant supplementation). Indeed,
according to Pelletier (2012: 152), the two versions are not the result of ‘applying the same concept in
different areas of inquiry. Instead, there just are two very different notions [of compositionality].’

2 As noted in section 1.2.1, Fodor’s notion of compositionality is directly motivated by the productivity of
language. Fodor and Lepore (2001: 59) argue: ‘Compositionality says, roughly, that its syntax and its
lexical constituents determine the meaning of a complex expression’. Yet, unfortunately, Fodor doesn’t
provide an account of how atomic meanings combine, apart from asserting that the meaning of the
complex has to be ‘determined by’, ‘constructed from’, or ‘inherited from’ the meanings of its
constituents and of the mode of combination. Indeed, it seems that for Fodor compositionality is whatever
explains productivity (Szabo 2004). Nonetheless, at some points Fodor demonstrates what he means by a
compositional derivation with reference to predicate conjunction: brown refers to the property of being
brown, cow refers to the property of being a cow and the brown cow refers to the contextually most salient
object which has both the property of being a cow and that of being brown (Fodor 1998: 99). In this sense,
Fodor is close to the Aristotelian conception of compositionality, even though he is certainly not wedded
to it.
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as syncategorematic ones is that it becomes unclear in what sense the meanings of the wholes
depend only on the meanings of the parts, if some of the parts don’t have meaning on their own.
Predicate conjunction certainly does not play a role in determining the meaning of a whole
consisting of a syncategorematic and a categorematic term. Rather, the meaning of the
syncategorematic part depends upon the meaning of the whole. Quantifiers are not the only
problem for Aristotelian compositionalists. The meaning of a genitive as occurring in ‘John’s
mother’ did not receive an explanation in this tradition and still worried, for example, Leibniz.
Hodges (2012: 248) concludes: ‘their inability to handle more than a few constructions should
have worried the Aristotelians more than it did.” There is, however, a recent proposal in the
tradition of Aristotelian compositionality which has made considerable progress in extending the
coverage of Aristotelian semantics: this theory is Paul Pietroski’s Conjunctivism, which | now

turn to.

2.1.2 Pietroski’s Conjunctivism
Conjunctivism is the thesis that ‘when expressions are concatenated, they are interpreted as
(conjoinable) monadic predicates; and the resulting phrase is interpreted as a predicate satisfied
by whatever satisfies both constituents’ (Pietroski 2005a: 28). The similarity between this
passage and the one by Ibn Sina cited above is striking. What Pietroski adds to the old account is
an additional constraint: according to him all predicates are monadic — with some exceptions,
which I discuss below. Pietroski’s semantic theory is motivated by an urge to reduce the
complexity of the semantics of human language to a minimum. What Pietroski is looking for is
‘semantic operations that [...] are, together, just powerful enough for descriptive adequacy
(given the proposed syntax); yet they are still natural operations, in the sense of being plausible
candidates for implementation by children — and at least largely, by our recent nonhuman
ancestors’ (Hornstein and Pietroski 2009: 125). This exercise, Pietroski argues, allows us to
better understand the evolution of human language.’

In order to be able to treat most expressions as monadic predicates, Pietroski takes proper
names to be predicates along the lines of Burge (1973; cf. Pietroski 2012, section 6.2.2)* and,
following Tarski (1936a), he thinks of sentences as predicates without free variables (Pietroski

2011). However, Pietroski openly admits that natural languages are not compatible with a view

%1 will come back to the evolution of language and thought and the constraints this issue puts upon
theories of meaning in chapter 4.3.

* For a critical discussion of the thesis that names (when used referentially) are predicates see chapter
3.1.4.
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according to which conjunction of monadic predicates is the only semantic operation. Without
supplementation, this proposal makes it impossible to account for such pervasive phenomena as
argument structure: the meaning of John loves Mary, for example, cannot be captured by the
intersection of John, Mary and the set of things which love is true of — the resulting set would
probably be empty.” In order to mimic predicate-argument concatenation in Conjunctivist terms,
Pietroski adopts and generalizes the central element of neo-Davidsonian event-semantics:® In
this tradition, verbs are taken to be monadic predicates which come with an argument place for
an event e. A sentence is taken to be an existential quantification over events, that is,
sentencehood is associated with existential closure of the event variable. The participants of
events are added with the help of functional dyadic predicates that express thematic roles like
AGENT, PATIENT, THEME etc. The meaning of John loves Mary can then be formalized as

follows:

(1) 3Jeloving(e) & Ix AGENT(e, X) & John(x) & 3y PATIENT(e, y) & Mary(y)
In prose: ‘There is an event e, such that e is a loving and there is an x such that x
is the Agent of e and x is John and there is a y such that y is the Patient of e and
y is Mary.’

Prepositions like from and adverbs like after can be handled in the same way. In effect, the
functional dyadic predicates act as type shifters which allow predicates to be about different, but
systematically related objects. These type-shifting dyadic predicates allow reducing every
semantic operation to predicate conjunction by transforming those predicates that don’t fit into

the system into predicates that do fit into the system.® Consider (1) again. Whereas the meaning

® Pietroski defends an internalist semantics according to which truth in the real world sense is not
significant for semantics (cf. Pietroski 2005b). This aspect of Pietroski’s semantics is not relevant for my
current point and | shall therefore ignore it in the following. Pietroski (2005a: 32) defines a substitute
predicate T which is close enough to truth to do the semantic work usually associated with truth.

® The reader unfamiliar with Davidsonian event semantics is referred to the beginning of chapter 3.3.2,
where | give a brief introduction of this framework and discuss its main motivations.

" The difference between prepositions and adverbs is that, whereas prepositions and other thematic roles
relate an event and an object, relational adverbs relate two events (cf. Davidson 1967a: 154).

& If this method is generalized (Hornstein and Pietroski 2009; Pietroski 2011), it may be possible to give
an account of the problematic genitive cases John’s mother or mother of John in the following way
(although, 1 did not come across a place where Pietroski applies his formal tools to this kind of
construction):

(i) Ix mother(x) & Iy OF(X,y) & John(y)
There is an x, such that x is a mother and there is a y such that y is of x and y is John.
A problem of this analysis is that of or the genitive —s can indicate many different semantic relations. In

order for such a proposal to be convincing, a more specific predicate than the dummy OF would be
necessary. Whether such an analysis can be reasonably given for natural languages remains to be
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of Mary is essentially a set with one single member, namely Mary, the PATIENT predicate
transforms this meaning into the set of events of which Mary is the Patient.® The intersection of
this set and the set denoted by love (that is the set of all loving events) is the set of loving events
in which Mary is the Patient (the set of all events where Mary is being loved). The same trick
can be used in respect to the contribution of John to the meaning of the whole sentence.
Whereas John denotes a set with John as the only member, the AGENT predicate transforms
this meaning into the set of all events of which John is the Agent. The intersection of this set
with the set of events where Mary is being loved is the set of all events of John’s loving Mary.
Existential closure turns the meaning obtained in this way into a truth-evaluable or assertable
form.

It is here where a first problem arises. In order to make every semantic relation fit into his
account, Pietroski assumes functional dyadic predicates, which have the power of transforming
meanings into different kinds of meanings (e.g. sets of objects into sets of events). He does not
give an account of this transformation, but it is clear that it goes far beyond predicate
conjunction. This confirms my thesis that predicate conjunction is not sufficient to account for
all complex meanings of natural language. Indeed, this transformation is a central part of the
mystery to be explained (as formulated in my UP2 in chapter 1.2.3 above). Thus, in assuming
these functional predicates, Pietroski labels a problem, rather than solving it.*°

Furthermore, it is questionable that predicate conjunction plays an important role in the
derivation of complex meanings in natural language. The best and standard case for
Conjunctivism is adjunction. Yet, as already Aristotle (De Int. 21a) notes, there are many cases
of adjunction which cannot be modelled in terms of predicate conjunction. If we call someone a
‘skilful surgeon’, we (usually) do not just mean that she is skilful and a surgeon — someone may
be a very skilful person and still be a dreadful surgeon. Rather what we mean by saying that

someone is a skilful surgeon is that she is skilful as a surgeon. Predicate conjunction cannot

determined. However, note that a similar situation holds of argument structure, which we started with:
whether a participant is an Agent, Patient or Theme is not straightforwardly visible at the surface. Each of
these thematic roles can, for example, occupy the subject position: in John is eating, the subject is an
Agent, in John was hit, the subject is a Patient, and in the soup boils, the subject is a Theme. In this sense,
of may be a placeholder for a number of different syntactic and/or semantic relations.

% Pietroski rejects a treatment of meaning in set-theoretic terms. Mainly in order to avoid the set-theoretic
paradoxes, he adopts a version of Boolean plural quantification (cf. Pietroski 2005a, ch. 2). As this move
is not relevant for my argument but adds additional complications, | shall henceforth ignore it.

191t should also be noted that functional dyadic predicates are not enough to account for some aspects of
natural language. For example, in order to accommodate relative clauses into his semantics, Pietroski
(2011) is forced to assume a complicated combination of a dyadic and a triadic predicate which he calls
‘TARSKT’.
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account for this on its own. We could of course assume another functional dyadic predicate to
fix the problem. Yet, the more fixes of this kind we need, the less is left of the original
Conjunctivist intuition. If these cases of non-intersective modification were rare, this would
perhaps not count as a serious problem. However, most, if not all, modifiers have such a non-
intersective reading (Reichard 2013a, cf. chapter 3.3.3)."" Indeed, there is evidence that
adjunction is never completely symmetrical, as Conjunctivism tries to make it: a red house is a
building not a colour, although red is a colour; a dog sledge is a sledge and not a dog, but a
sledge dog is a dog and not a sledge. This ubiquity of asymmetry is unexpected if the basic
mode of semantic composition is a symmetrical operation, like predicate conjunction.™

In sum, Pietroski manages to increase the coverage of the traditional Aristotelian
compositional semantics by introducing functional predicates which, in effect, act as meaning
shifters. Yet, the shifters themselves remain unaccounted for. This makes the approach
problematic from the point of view of the questions which I have raised in section 1.2, as the
respective meaning shifts are on our agenda of explananda — mere stipulation of predicates that
do the job won’t give the required explanation. Furthermore, in Aristotelian semantics, the
standard case of combination of meaning is predicate conjunction. Yet, as we have seen, real
cases of predicate conjunction are rare at best in natural languages — even the best case, the
adjunction of an ‘intersective’ modifier, turns out to be asymmetrical. We thus have to conclude
that, intellectually appealing as it is, the traditional notion of compositionality does not apply to
natural languages — or if it applies, it does so only marginally. As such, it will not be of much
help in explaining the unity and productivity of the meaning of natural language and

propositional thought.

2.2 Atomism and Wholism

Unity problems only arise in certain theoretical conditions. They can, for example, be
circumvented if the unities are taken as explanatory primitives. Yet, such a strategy is
problematic as far as natural language is concerned, as taking all sentential meanings as
primitives of a semantic theory is incompatible with the productivity of natural languages. In

section 2.2.1, | discuss the conditions under which unity problems arise in semantics. In sections

"pietroski (2011: 490) indeed accepts that fully intersective cases may be rare: ‘If [brown, cowy]y really
means something like is a cow that is brown for a cow, there may be few if any cases of pure adjunction
apart from relative clauses. But that would still leave endlessly many cases.’

12 1 will come back to this asymmetry in chapter 6.
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2.2.2 and 2.2.3 | demonstrate the problem of accounting for both unity and productivity in a

discussion of Russell’s atomistic and Bradley’s wholistic semantics, respectively.

2.2.1 The Wholistic Strategy

Consider the relation between a circle and its segments.** An atomist takes the segments (the
parts) as ontologically prior and the whole circle as ‘made up’ from these segments.
Accordingly, she has to explain how the segments are united to make up a unified circle.* But it
is also possible to think of the circle as ontologically prior to its segments — in this case, the
segments may be treated as mere abstractions from the whole circle. If so, the segments are not
combined to make up the circle, and no unity-problem arises. | call this latter kind of position
‘wholism’.*> Atomism and wholism are, then, two competing theses concerning the ontological
or explanatory priority of wholes and parts.”® 1 will mainly be concerned with the opposition
between atomism and wholism in linguistic meaning: the semantic atomist takes the meanings
of sub-sentential parts as ontologically or explanatorily prior, whereas the semantic wholist
takes the meanings of sentences as ontologically or explanatorily prior. According to a wholistic
position about meaning, there is no need to explain how meanings combine to make up new
meanings, since the wholes are primitive. The unity-problem thus does not arise. As Vallicella
(2010: 267) argues in a different context: ‘If sentences are primary, and taken as given, then
unity is not something to be achieved or effected by a combining of pre-given subsentential

parts, but something presupposed.” However, adopting such a wholistic stance in respect to

3 The example is introduced by Schaffer (2010).

14 Alternatively, the atomist can deny that there are wholes, ontologically speaking (e.g. Heil 2006).
However, such a thesis is hard to defend in respect to linguistic meaning — as noted in chapter 1.2,
sentence meanings are qualitatively different from the meanings of the sum of their parts, or so at least |
shall assume.

15 A different way of drawing the distinction between atomism and wholism relies on different
conceptions of parthood. According to the Aristotelian conception, it is impossible to understand the full
nature of a part without reference to the whole it is a part of. The nature of a hand, for example, cannot be
understood without reference to the body it is a part of. Such a conception of parthood is wholistic in that
the whole is given an ontological or explanatory priority over its parts. On the alternative, nominalistic,
conception, however, the nature of the hand is fully determined by its intrinsic properties. Furthermore,
the body as a whole (if it is at all taken to exist as an entity in its own right) is fully explained by the parts
it consists of. Such a nominalist conception of parthood entails an atomistic position. Unity problems arise
only on this atomistic conception, and here only if the whole is recognized as somehow more than the sum
of its parts.

16 Note that atomism in respect to one (kind of) thing is in principle compatible with wholism in respect to
another. It is, for example, possible to be an atomist in respect to inorganic objects and a wholist in respect
to organisms.
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linguistic meaning leaves the productivity of language unexplained. As noted in chapter 1.2.1,
we are capable of understanding and producing sentences and thoughts which we have never
encountered before. A theory of meaning should explain this generative aspect of language and
thought. And here, the suggestion of those who think of the wholes as primary to parts fails us:
taking sentences as ultimate explanatory primitives seems to be incompatible with explaining
the productivity of language."’

The aim of the current chapter, thus, is to show that we find ourselves in a paradoxical
situation. On the one hand, generating wholes from atomic parts seems impossible. On the other
hand, simply taking the whole as the primitive and its parts as abstractions from them leaves the
productivity of language and thought unexplained.’® The theories of Bradley and the early
Russell are good examples of wholistic and atomistic theories of meaning, respectively. |
therefore devote the remainder of this section to demonstrating the trouble the analytic approach
runs into with respect to unity (section 2.2.2), followed by a discussion of the problem which the
wholistic semantic position of Bradley runs into with respect to productivity (section 2.2.3).

2.2.2 Russell’s Atomism and the Unity of the Proposition
Analytic philosophy in Britain was borne when Russell and Moore abandoned their idealist
convictions in the final years of the 19" century. Their main point of departure from the tradition

consisted in their rejection of the wholism defended by Bradley and others, as well as their

7 Wholism has to be distinguished from holism (in drawing this distinction, I partially rely on Pelletier
(2012)). Holism is a position which does not, like wholism, concern the relation between parts and
wholes, but, we could say, the relation between objects on the same mereological level. A theory of
meaning will be called holistic iff it takes the meaning of a certain expression to depend upon the
meanings of all other expressions (on the same level). Thus, a theory is holistic in respect to the meanings
of words, for example, if, as de Saussure (1916) claims, the meaning of a word depends upon the meaning
of all other words. Such a theory is compatible with atomism, for taking the meaning of words to depend
upon the meanings of all other words does not entail that the meanings of words depend in any way upon
the meanings of sentences. Inferential role semantics (Brandom 1994; 2000), by contrast, is holistic on the
sentence level, as according to it, the meaning of a sentence depends upon the meaning of all the other
sentences of a language. In this case, holism occurs in conjunction with wholism, as inferential role
semantics generally takes the meanings of subsentential parts to be defined in terms of sentential
meanings. Indeed, quite often holism occurs together with some form of wholism, which is why the two
notions are not always kept apart. Yet, it should be kept in mind that holism on its own is not directly
relevant to questions regarding unity and productivity.

'8 Indeed, as we shall see in section 2.3, the paradox arises from the demand that a theory of meaning
explain productivity on its own, as productivity seems to require that things be put together, which favours
an atomistic approach. Yet, our theory will only be productive in the right way if it provides us with the
right complex meanings. And to explain this, we need an account of how the parts give rise to the wholes,
in short, of how the parts unify.
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rejection of the idealist aspect of British Idealism. At the centre of the new approach was an
atomistic conception of propositions, according to which propositions were non-psychological
entities™ consisting of atomic parts, such as objects, concepts and relations, all of which were

taken to be real, as opposed to ideal.?’

Russell argues: ‘a proposition, unless it happens to be
linguistic, does not itself contain words: it contains the entities indicated by words’ (Russell
1903, 851). All these parts of propositions were thought to be independent of the proposition

and of each other. In a famous part of a letter to Frege from 12 December 1904, Russell writes:

I believe that in spite of all its snowfields Mont Blanc itself is a component part of what is
actually asserted in the proposition ‘Mont Blanc is more than 4000 metres high’. [...] The
object of a thought [..] is [...] a certain complex [...] of which Mont Blanc itself is a
component part (Gabriel, et al. 1976: 250-51).

Russell took concepts and relations to be equally objective as Mont Blanc with all its
snowfields. As Candlish (2007: 54) argues, ‘the motivation behind [Russell’s] unusual account
of the nature of the proposition is epistemological’: if Mont Blanc was not part of the respective
proposition, Russell reasons, ‘we would know nothing about Mont Blanc itself” (Gabriel, et al.
1976: 251).

Yet, as Bradley was quick to point out, and as Russell admitted repeatedly, the atomistic
conception of propositions leaves out something essential: their unity. There is a difference
between the set of objects denoted by the components of the sentence Mont Blanc is 4000
metres high and the proposition itself. Russell writes: ‘Consider, for example, the proposition “A
differs from B”. The constituents of this proposition, if we analyze it, appear to be only A,
difference, B. Yet, these constituents, thus placed side by side, do not reconstitute the
proposition” (Russell 1903, §854). Yet, if the unity is taken to be a further component part of the

proposition, then we end up in Bradley’s regress, as Russell notes subsequently.?

9 A prominent argument of Russell’s against the idealist tradition consists in identifying idealism with
psychologism and pointing out that psychologism must be wrong because the psychological is private,
whereas the external world is not. This argument misses the target, as the attacked theories defended an
absolute idealism, according to which ideas are not private (cf. Hylton 1990, chapter 1).

0 The opposition between realist and idealist conceptions of metaphysics were an important aspect of the
debate between Russell and Bradley. However, this topic is irrelevant in respect to unity questions and
shall therefore be disregarded in the following.

2l As MacBride (2011: 297) formulates the point, ‘predicates cannot simply stand for properties as
singular terms stand for objects.’
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Bradley had developed his regress argument already years before Moore and Russell
defended their new philosophical position — and both Moore and Russell were well aware of it.?
Candlish (2007: xiv, 168) concludes from his careful analysis of the debate between Russell and
Bradley that, as far as his argument against Russell’s atomism is concerned, Bradley was
‘unanswerably correct.”” Even Russell gave up his atomistic approach to sentence meaning in
the end. So, perhaps we should follow Bradley, who used his regress argument to support his

thesis that wholes are always primary and atomic parts are abstractions from these wholes.?*

2.2.3 Bradley’s Wholism and the Productivity of Language
In accordance with his wholistic metaphysics and semantics, Bradley insists that there is an
aspect of meaning which is not reducible to any of its constituents. Thus, an analysis of a

judgement in terms of its constituents is always inadequate in some sense. He writes:

This is the doctrine for which | have now for so many years contended. Relations exist only in
and through a whole which can not in the end be resolved into relations and terms. ‘And’,
‘together’ and ‘between’, are all in the end senseless apart from such a whole. The opposite
view is maintained (as | understand) by Mr. Russell. [...] But for myself, I am unable to find
that Mr. Russell has ever really faced the question. (Bradley 1883, additional note to the
second edition: chapter 2, n. 50)*

Thus, according to Bradley, all terms are abstractions from complete judgements and sub-

sentential expressions are abstractions from sentential ones. He argues:

22 Russell and Moore both thought very highly about Bradley’s Appearance and Reality when they still
considered themselves idealists. Russell admits that he admired Bradley ‘more than any other recent
philosopher’ and Moore says that it is to Bradley that he owes his ‘conception of the fundamental
problems of Metaphysics’ (quoted in Hylton 1990: 44). Furthermore, there is a continuing debate between
Bradley and Russell concerning the unity of the proposition. For example, Russell writes in a letter to
Bradley from 30.1.1914: ‘I fully recognize the vital importance of the questions you raise, particularly as
regards to “unities”; I recognize that it is my duty to answer if [ can, and, if I cannot, to look for an answer
as long as I live’ (cited in Stevens 2006: 119). See Candlish (2007) for a reconstruction and discussion of
this debate.

2 Also Vallicella (2000: 239) writes that ‘Bradley’s point is rock-solid’ (cf. also Vallicella 2002b).

# The primary concern of Bradley’s argument is metaphysical. However, Bradley (as well as the early
analytic tradition) does not draw a rigid distinction between metaphysics and other fields such as logic and
semantics. | am mainly concerned with the semantic application of Bradley’s argument.

% According to Candlish (2007, ch. 3), Russell actually changed sides and adopts a Bradleyan position
when, responding to Wittgenstein’s criticisms, he adopts a position according to which relations are
‘unreal’ (cf. section 2.6.2). Yet, this may go too far, since, as Levine (2009) points out, ‘while Russell has
changed his view of the "unity" of the proposition understood as including the issue as to how
propositional thought can be either true or false, he has not changed his account of the metaphysics of
complexes.’
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We take an ideal content, a complex totality of qualities and relations, and we then introduce
divisions and distinctions, and we call these products separate ideas with relations between
them. And this is quite unobjectionable. But what is objectionable, is our then proceeding to
deny that the whole before our mind is a single idea. (Bradley 1883, p. 11)

As Candlish (2007: 51) comments: for Bradley, ‘judgements were not stitched together from a
gaggle of individual meanings: on the contrary, the unified judgement is the real entity, and the
individual meanings are derived from it’.

The trouble with Bradley’s wholistic approach to natural language and thought is that it
seems incompatible with two premises advanced in chapter 1.2.1. First, our cognitive capacities
are finite but we are nonetheless capable of producing a potentially infinite number of thoughts
and sentences. Language and thought, therefore, have to be systems which generate a potentially
infinite number of meanings by finite means. Yet, whoever takes the wholes to be primitives, it
seems, is committed to an infinite number of primitives. Second, taking the wholes to be
primitives does nothing to explain the possibility of novel thoughts and novel sentences, which
are so characteristic for human thought and language.?® In addition, U2, the question of where
the categorical changes come from when meaning is built up in a grammatical way, is also
impossible to address if we accept a wholistic position: in some sense the question is deflated, as
the categories of the parts are just whichever categories give rise to the category of the whole
when combined. Yet, the categories of the wholes are precisely the puzzling aspect of this
question (cf. chapter 4). Thus, a wholistic deflation of this problem presupposes what is to be
explained and is thus in danger of begging the question. In sum, given a wholistic semantics,
unity is not a problem anymore, but other central aspects of language and thought are impossible
to understand.

The wholist’s problem with productivity might be taken to suggest that we should, after all,
adopt an atomistic conception of semantics: only if, the argument would go, more primitive
objects can make up more complex objects, an infinite number of complex expressions can be
derived from a finite number of primitives; only if knowing the parts is enough for knowing the

whole, novel complex meanings can be understood and generated. Assuming a finite number of

% |t should be noted in this respect that the British Idealists would probably have disputed the coherence
of the requirement of productivity. If, as Bradley claims, reality is the experience of an absolute mind and
our finiteness consists in the fact that our minds are only partial vehicles of the absolute mind, then the
finiteness of our cognitive capacities in conjunction with the potential infinity of thoughts or sentences it
can produce and comprehend cannot be taken as an argument for the productivity of our mental/cognitive
capacities.
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primitives and a finite number of rules of combination can give rise to a potentially infinite
number of complex expressions, if some rules of combination can be used recursively.

However, the atomistic alternative is not better off in respect to explaining the productivity of
language and thought without an account of how the atoms combine: in order for the atomist’s
explanation of productivity to work, the atomist has to tell us how the atoms combine in the first
place, giving rise to new meanings of the right kind. What Bradley’s regress shows is precisely
that it is impossible to explain this unity by (purely) atomistic means.

We, thus, find ourselves in a paradoxical situation: accounting for the unity of linguistic
meaning seems to suggest a wholistic approach, but wholism, as conceived above, is
incompatible with the productivity of the linguistic domain. Atomistic approaches, on the other
hand, seem well suited to account for productivity — yet, they face the problem of accounting for
unity. And lacking an account of how atoms combine, also productivity remains unexplained.

In the remainder of this chapter, | argue that the most well-known semantic frameworks do
not escape the duality between atomism and wholism. Often, there are several ways of
interpreting such frameworks; yet, as | shall argue, none of the interpretations is able to explain
both unity and productivity. In section 2.5, | then outline a possible way of overcoming the
duality. The potential of this suggestion will be explored in chapters 3-6.

2.3 Functional Compositionality

The mathematical conception of compositionality is standardly defined in terms of functions:
according to Partee (1984: 281), for example, the meaning of a compound expression is derived
compositionally if it ‘is a function of the meanings of its parts and the way they are syntactically
combined.” The generalized notion of functions which the mathematical definition of
compositionality relies on goes back to Frege and Carnap. In current formal semantics, functions
are usually understood as relations or processes which map things to other things — where
‘thing’ is understood in the most general sense (e.g. Partee, et al. 1990). The function x+1, for
example, maps numbers to other numbers, the function the capital of x maps countries to cities,
and the function x is bald maps people to truth-values. The main point | want to make in this
chapter is that functions don’t tell us anything about how parts give rise to wholes (cf. Jespersen
2012: 620-21). As Hodges (2012: 248) emphasizes, in standard functional frameworks,
‘compositionality doesn’t assume that meanings [of complex expressions] have parts.” This is

not to deny that the values of functions can be complex in, say, a metaphysical sense. But as far
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as the semantic theory is concerned, they are taken as primitives. Thus, their complexity (and
hence unity) is not explained by the semantic theory, but has to be presupposed or accounted for
independently.

To be sure, this is problematic only under the demand that semantic theories have to provide
an account of the productivity of language. The productivity of language has been motivated
with reference to aspects of our cognition: we can understand and comprehend novel
expressions with meanings we have never encountered before and we are finite beings who
nonetheless are able to understand an infinite number of complex expressions with distinct
meanings. Thus, that unities are taken as primitives in semantic theories is problematic only if
these theories are constrained by cognitive facts. In contrast, formal semantic theories have been
significantly influenced by the anti-psychologistic movement in philosophy. Montague (1974),
for example, thinks of semantics as a sub-discipline of mathematics, which, as such, is
independent of our cognition. Thus, showing that a Montagovian theory, for example, does not
meet cognitive constraints is not a genuine argument against the theory. Nonetheless, what |
want to show is not that formal semantic theories are not well equipped to do what they have
been designed to account for, but merely that they cannot answer the question which I am
concerned with — and this is (at least in part) a cognitive or psychological question. Still, the
following considerations should not be too alien to the accounts discussed, given that many
recent semanticists have followed the urge to integrate cognitive constraints into their research.?’

In the following, | discuss several ways of defining functions, arguing in each case that, on
the respective definitions, functions either fail to account for the unity of meaning or are in
conflict with the productivity of natural language. | begin with a discussion of explicit
definitions of functions (section 2.3.1). | then turn to implicit definitions of functions (section
2.3.2). In section 2.3.3, | discuss the possibility of defining functions with the help of

abstraction.

2.3.1 Explicit Definitions of Functions and Productivity
Functions can be defined explicitly as in (2). According to (2), the father of x denotes a function

which returns James when applied to John, John when applied to Mary, etc.

2T Cf. e.g. the influential textbooks by Larson and Segal (1995) and Heim and Kratzer (1998).
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2 John — James
[[the father of]] = Mary — John

Socrates — Sophroniskos

On this definition, the values of functions are not ‘made up’ from the function and its
argument. Rather, all possible values of a function are already explicitly mentioned in the
definition of the function. For this reason, questions concerning unity do not arise: the values of
the function are already unities, they don’t have to be ‘created’ by combining function and
argument.

However, this kind of definition leaves the productivity of language unaccounted for. First,
our knowledge of the meaning of father is productive in the sense that if we get to know a new
object, say Annette (that is, if Annette is introduced into the domain), we know immediately
what the father of Annette means (even though we may, of course, not know who the father of
Annette is). Yet, the above definition does not predict this. In a model containing (2) as an
axiom, we would have to replace (2) by a function which includes the line Annette — Bob, if we
were to allow Annette as a new entity into the domain. Second, it is possible to generate an
infinite number of expressions with distinct meanings by applying the predicate the father of x
recursively. The meaning of the father of Mary is different from that of the father of the father of
Mary, which in turn is distinct from the meaning of the father of the father of the father of Mary
and so on. An explicit definition can capture this potential infinity only if it contains an infinite
number of mappings of people to their fathers. However, as argued in chapter 1.2.1, the reason
for why the unity problem is particularly problematic in respect to language is that speakers are
finite and that they therefore cannot memorize an infinite number of meanings. By the same
argument, they cannot be taken to memorize infinitely long definitions. Hence, if a semantic
theory is supposed to be a theory of how speakers know facts about meaning, definitions like

that in (2) cannot be part of it.?®

2.3.2 Implicit Definitions of Functions and Unity
It might be hoped to circumvent this problem by defining meanings not explicitly but implicitly,

that is, with the help of a condition formulated in a metalanguage. Using the lambda-calculus,

% Neither of these two problems is solved by replacing the extensional definition by an intensional one —
at least not as long as intensionality is treated in ways standard in the formal semantic tradition. Following
Carnap (1947), we may analyze intensions in terms of functions from possible worlds to extensions (or,
equivalently, in terms of sets of possible worlds). But, in this case, the definitions of predicates become
even longer than their extensional counterparts.
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