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Abstract

O
VER the past 35 years, optical telecommunications networks have revolutionised

almost every aspect of human interactions. The recent popularity of bandwidth-

intensive applications and deployment of virtual private networks which span across

the globe have resulted in the need for large amounts of data to be transported over the

telecommunications networks. Currently, fifth-generation optical communication net-

works are widely deployed in order to cater for this increasing bandwidth requirement.

Nonetheless, the sudden growth in information and communications technology has had

a profound impact on the environment due to increasing electricity consumption and

its non-negotiable contribution to global green house gas emissions. Therefore, energy-

efficiency is becoming a critical factor in the design of next-generation telecommunica-

tions networks.

This thesis presents a series of novel solutions to address the increasing energy con-

sumption of telecommunications networks. The proposed solutions focus on three im-

portant segments of the telecommunications network, namely the optical fibre access

network, wireless access network, and optical core network. First, an energy-efficient ap-

proach to enhance video-on-demand services over optical access networks is proposed.

To date, video-on-demand has been identified as one of the top traffic contributors to

the telecommunications network. Moreover, it is expected to become more popular in

the foreseeable future. Therefore, a more scalable and energy-efficient video-on-demand

delivery mechanism should be considered in the design of next-generation telecommu-

nications networks. We propose a novel VoD solution that exploits the use of a local

storage caching server which stores a collection of the most popular videos closer to the

customer. In this work, we discuss the opportunities for quality-of-service improvements
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and their respective power consumption and cost trade-offs.

Second, we focus on the wireless access network segment. The wireless access net-

work connects mobile users to the base stations via the use of radio waves in the ultra

high frequency spectrum of the electromagnetic spectrum. In today’s cellular networks,

due to the large number of base stations being deployed, the power consumption of these

base stations is identified as the main contributor to the network power requirement,

contributing to about 60% of the network power usage. We present an energy-efficient

transmit power control mechanism considering a heterogeneous wireless access network

and present two approaches to solve the transmit power control problem. Our solutions

exploit dynamic transmit power control of the base stations considering temporal vari-

ations of the daily traffic demand. In this work, we present the simulation results and

discuss opportunities to reduce the power consumption of the wireless network.

Finally, we bring our focus towards the core network segment. The core network ag-

gregates traffic from the access network segment and facilitates communication across

large distances. Thus, the survivability of the network to maintain operation against

failures in network equipment and infrastructure becomes an important parameter. We

present an energy-efficient approach to enhance survivability of the core networks by ex-

ploiting the dual-homing architecture in the access network. In particular, we propose a

protection scheme that protects core network data transmission against fibre and equip-

ment failures and discuss some energy saving opportunities in the core network.

Overall, the technical contribution presented in this thesis provides a series of energy-

efficient solutions towards designing an energy-efficient next-generation telecommuni-

cations network. We also discuss some of the future research directions and interesting

problems arising from our efforts.
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Chapter 1

Introduction

A
communications system transmits information from one location to another, whether

separated by a few kilometres, or transoceanic distances. Information is often trans-

mitted by electromagnetic carrier wave whose frequency can vary from a few megahertz

to a several hundred terahertz. Optical communication systems use higher carrier fre-

quencies (∼ 100 THz) in the visible or near-infrared region of the electromagnetic spec-

trum. Such optical communication systems are referred to as lightwave systems to dis-

tinguish them from microwave systems, whose carrier frequency is typically smaller by

five orders of magnitude (∼ 1 GHz). Fibre optic communication systems are lightwave

systems that employ optical fibres for data transmission. Such optical systems have been

deployed worldwide since 1980 and have revolutionised the field of telecommunications.

1.1 Evolution of Optical Communication Systems

The first-generation of lightwave systems operated near 0.8 µm, used GaAs semiconduc-

tor lasers and became commercially available in 1980 [11]. These systems considered re-

peater spacings of up to 10 km and operated at a bit rate of 45 Mbps. The larger 10 km re-

peater spacing compared with the 1 km spacing of the coaxial systems was an important

motivation mainly because it reduced installation costs associated with each repeater.

Subsequently, it was clear that the repeater spacing could be further increased by operat-

ing the lightwave system near 1.3 µm, where fibre loss is less than 1 dB/km. Moreover,

optical fibres exhibit minimum dispersion in this wavelength region. This realisation led
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2 Introduction

to a worldwide effort in developing InGaAsP semiconductor lasers and detectors oper-

ating near 1.3 µm. The second-generation of lightwave systems became available shortly

after, in the early 1980s. However, the bit rate of these early systems was limited to below

100 Mbps due to the dispersion of multi-mode fibres [12]. This limitation was later over-

come by the introduction of single-mode fibre. A laboratory experiment conducted in 1981

demonstrated 44 km of single-mode fibre transmitting at 2 Gbps [13]. The introduction of

commercial systems with single-mode fibre soon followed. By 1987, second-generation

lightwave systems, operating at bit rates of up to 1.7 Gbps with a repeater spacing of

about 50 km, became commercially available.

The repeater spacing of second-generation lightwave systems was limited by fibre

losses at the operating wavelength of 1.3 µm (typically at 0.5 dB/km). Silica fibre loss is

minimum near 1.55 µm. Indeed, a 0.2 dB/km loss was realised in 1979 in this spectral

region [14]. However, the introduction of third-generation lightwave systems operating

at 1.55 µm was considerably delayed due to large fibre dispersion near 1.55 µm. Conven-

tional InGaAsP semiconductor lasers could not be used due to the occurrence of pulse

spreading as a result of simultaneous oscillation of several longitudinal modes. This

dispersion problem was eventually overcome either by using dispersion-shifted fibres

designed to have minimum dispersion near 1.55 µm or by limiting the laser spectrum

to a single longitudinal mode. By 1985, laboratory experiments demonstrated the pos-

sibility of transmitting information at bit rates of up to 4 Gbps over distances exceeding

100 km [15]. Third-generation lightwave systems operating at 2.5 Gbps became commer-

cially available in 1990. These systems were capable of operating at a bit rate of up to

10 Gbps [16]. The best performance was achieved using dispersion-shifted fibres in com-

bination with lasers oscillating in single longitudinal mode. The main drawback of the

third-generation 1.55 µm systems was the need to periodically regenerate the signal using

electronic repeaters spaced apart typically by 60 - 70 km. This limitation was eventually

addressed by the fourth-generation lightwave systems.

The fourth-generation lightwave systems make use of optical amplification for increas-

ing repeater spacing and wavelength division multiplexing (WDM) for increasing the bit

rate. The introduction of WDM around 1992 started a revolution that resulted in doubling
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of the system capacity every 6 months or so that led to lightwave systems operating at a

bit rate of 10 Tbps by 2001. In most WDM systems, fibre losses are compensated periodi-

cally using erbium-doped fibre amplifiers (EDFAs) spaced 60 - 80 km apart. EDFAs were

developed in 1985 and became commercially available in 1990. In 1991, using EDFAs in a

recirculating-loop configuration, an experiment showed the possibility of data transmis-

sion over 21,000 km at 2.5 Gbps, and over 14,300 km at 5 Gbps [17]. This demonstration

indicated that an amplifier-based, all-optical, submarine transmission system was feasi-

ble for inter-continental communication. By 1996, transmission of over 11,300 km at a

bit rate of 5 Gbps had been demonstrated by using actual submarine cables [18]. Since

then, a large number of submarine lightwave systems have been deployed worldwide.

For example, a 27,000 km fibre optic link around the globe (known as FLAG) became

operational in 1998, linking many Asian and European countries [19]. Another major

lightwave system, known as Africa One started operation in 2000. It circles the African

continent and covers a total transmission distance of about 35,000 km [20]. Several more

WDM systems were deployed across the Atlantic and Pacific oceans during 1998 - 2001

in response to the increase in Internet data traffic. Indeed, such a rapid deployment of

WDM systems led to a worldwide over-capacity that resulted in the so called telecom

bubble in 2001.

The main emphasis of most WDM lightwave systems is to increase the capacity of

data transmission by transmitting more and more data channels through the WDM tech-

nique. With increasing signal bandwidth, it is often not possible to amplify all wave-

length channels using a single amplifier. As a result, new amplification schemes (for

example, distributed Raman amplification) were developed to cover the spectral region

extending from 1.45 to 1.69 µm. In 2000, these amplification schemes led to a 3.28 Tbps

experiment in which 82 channels, each operating at 40 Gbps, were transmitted over 3000

km. Within a year, the system capacity increased to nearly 11 Tbps (273 WDM chan-

nels, each operating at 40 Gbps) but the transmission distance was limited to 117 km

[21]. Commercial lightwave systems with a capacity of 3.2 Tbps, transmitting 80 chan-

nels (each at 40 Gbps) with the use of Raman amplification, became available by the end

of 2003.
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The fifth-generation of fibre optic communication systems were motivated by the

need to extend the wavelength range of the existing WDM systems. The conventional

wavelength window, known as the C band, covers the wavelength range of 1.53 to 1.57

µm, was extended on both the long and short wavelength sides, resulting in the L and S

bands, respectively. The Raman amplification technique can be used for signals amplifi-

cation in all three wavelength bands. Moreover, a new type of fibre, known as dry fibre,

were eventually developed such that fibre losses are small over the entire wavelength

region extending from 1.3 to 1.65 µm [22]. The focus of the modern fifth-generation light-

wave systems was also on improving the spectral efficiency of WDM systems. The idea

is to employ advanced modulation formats in which information is encoded using both

the amplitude, phase, and polarisation of the optical carrier [23]. Using such advanced

modulation formats, 64 Tbps transmission was successfully demonstrated over 320 km

using 640 WDM channels that spanned both C and L bands with 12.5 GHz channel spac-

ing [24]. In another recent experiment (2012) [25], a capacity of 101.7 Tbps was achieved

over 165 km using C and L bands.

Even though fibre optic communication technology is barely 30 - 35 years old, to date,

it has progressed rapidly and has reached a certain stage of maturity. However, with this

rapid growth, the increased energy consumption due to operating and maintaining the

communication infrastructure becomes a crucial challenge, not only to network providers

in terms of financial burdens, but also to the sustainability of the environment. Therefore,

energy-efficiency becomes an important parameter to be carefully considered and opti-

mised during both network design and operational stages.

1.2 Motivation towards Energy-Efficient Optical Networks

Today, traditional non-renewable energy sources such as hydrocarbon energy provide for

most of the energy demand globally, for example, 70% of USA’s electricity in 2015 [26].

The combustion of hydrocarbon materials releases large amounts of green house gases

(GHGs) and the greenhouse effect caused by GHG emission has been recognised as the

main cause of global warming [27].
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Information and communication technology (ICT) takes a dual role in this scenario.

On the one hand, broad and intensive use of advanced ICT applications and services

promises substantial improvements in many areas such as in industry, logistics, trade,

healthcare, and education. Mainly, thanks to virtualisation, information transmission,

and teleconferencing ICT avoids the need to transport documents and people and, thus,

decreases GHG emissions caused by transportation [28–30]. However, the ever increas-

ing number of ICT equipment and intensive usage of ICT services is leading to a contin-

uous increase of ICT-related energy consumption. Moreover, the short lifetime of ICT-

related devices results in increased production rates, thus contributing towards produc-

ing hazardous e-waste which is harmful to the environment.

Moreover, as we have discussed earlier in this chapter, the continuous growth of Inter-

net traffic has become a major driver to increase the capacity of network infrastructures.

Reports have shown that the main contribution to Internet traffic growth is the increased

traffic generated from end customers [31]. This is due to the introduction of bandwidth-

hungry applications for users and the fast growth of the number of residential and mobile

broadband subscribers. This trend is evident from Fig. 1.1 which compares the forecasts

made in 2010 and 2014 on the number of connected devices to the Internet. Due to the

concurrent growth of Internet traffic and the number of subscribers, both the number of

network elements and their capacities are also expected to increase. The recent introduc-

tion and wide penetration of smart phones and tablets confirm this trend. Furthermore,

according to the vision of the Internet of Things, it is expected that in the foreseeable fu-

ture, a huge number of smart autonomous devices will communicate via the Internet.

This concept is referred to as machine-to-machine (M2M) communication. As indicated

in Fig. 1.1, it is projected that 50 billion of smart autonomous devices will be connected

to the Internet in 2020 thus confirming the exponential growth of ICT in the near future

[31].

In 2007, the carbon footprint of ICT was estimated to account for about 2% of the total

carbon emissions worldwide, which is comparable to the carbon footprint of the aviation

sector [32]. At that time, the estimated ICT-related electricity consumption was above 17

TWh, which corresponds to the production volumes of 15 medium-scale nuclear power
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Figure 1.1: Recent trends in number of devices connected to the Internet [2].
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plants today [30]. In 2020, the contribution of the ICT sector to the global carbon emis-

sions is expected to increase to above 4% [28]. Nearly 51% of the ICT-related energy

consumption is from telecommunications infrastructure and data centres. However, in

[33], it has been estimated that ICT-enabled solutions can potentially reduce overall an-

nual emissions by 16.5% of the projected total in 2020.

The thesis presents a series of novel solutions to address the increasing energy con-

sumption of telecommunications networks. The proposed solutions focus on three im-

portant segments of the telecommunications network, namely the optical fibre access

network, wireless access network, and optical core network. The next three chapters of

the thesis consider each of these network segments separately. The outline of the thesis

and the original contributions arising from each chapter are discussed in the next section.

1.3 Outline of the Thesis

This thesis comprises five chapters including the current Chapter 1, Introduction. In this

chapter, we discuss the evolution of the optical communication systems, research objec-

tive, outline, and the original contributions of this thesis. In Chapter 2, our focus is on the

optical fibre access networks, where an energy-efficient approach to enhance video-on-

demand (VoD) services over passive access networks (PONs) is proposed. In Chapter 3,

we focus on the wireless access network systems, where a power control mechanism for

heterogeneous mobile access network is proposed. In Chapter 4, we focus on the core net-

work segment, where an energy-efficient approach to enhance survivability of the core

network is presented. Finally, we conclude the thesis in Chapter 5 giving a summary and

potential future directions of our research work.

Note that each chapter concentrates on a different segment of the telecommunication

network, is therefore arranged in a self-contained fashion. Each chapter contains an in-

troduction and a detailed literature review that discuss the background, motivation, and

related work relevant to the considered network segment and the conducted research

work. A brief outline of each of the remaining chapters, highlighting the original re-

search contributions, is presented next.
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Chapter 2: Video-on-Demand (VoD) over Passive Optical Networks (PONs)

In Chapter 2, we optimise the VoD delivery over PONs. We believe delivering VoD ser-

vice over the Internet becomes a key challenge in the design of next-generation telecom-

munications networks as it is already identified as the main traffic contributor in today’s

optical networks and is expected to grow further at an alarming rate [34]. The chapter

starts with an introduction which discusses the optical wired access networks, commonly

deployed VoD system architectures and a comprehensive review on the most notable re-

lated work in literature that optimises VoD delivery. We exploit the use of a local storage

(LS) server to store a subset of highly demanded videos. The LS is strategically placed

within the boundaries of the PON, storing the video content much closer to the customer

thus improving the quality of service (QoS) attributes of VoD delivery. As the Internet is

an IP network, it is by nature a best effort network1 thus making QoS attributes such as

delay, jitter and bandwidth decisive network parameters in determining the success of

VoD delivery. In our work, we present three dynamic bandwidth allocation (DBA) algo-

rithm variants considering the presence of the LS server to improve the user-perceived

QoS of VoD delivery over a PON. The algorithms are simulated using packet-level sim-

ulations to accurately calculate the QoS improvements achieved by distributing the VoD

content from a server located much closer to the customer. Next, we formulate a power

consumption model to estimate the power consumption of the access network segment

that is attributed to the VoD system. The power consumption of the three presented VoD

schemes are evaluated. Moreover, we formulate a cost model to estimate the deployment

cost of the LS based PON. We then present the observed results along with a discussion

of the trade-off between the QoS improvements, energy-efficiency, and deployment cost

of LS based VoD delivery.

1In a best effort IP network, all IP packets are treated in the same fashion. The network undertakes its
best effort to deliver every packet as quickly as it can, but makes no undertaking to treat any class of packets
preferentially to any other.
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Original contributions of Chapter 2

• Proposed a dual-receiver based dynamic bandwidth allocation (termed as DR-DBA)

algorithm leveraging the availability of video content at the local storage server

placed closer to the customer.

• Introduced a receiver configuration which exploits the use of a single dynamically-

tunable receiver module at the optical network unit (ONU).

• Proposed two single-receiver based dynamic bandwidth allocation (SR-DBA and

SRDC-DBA) algorithms that uses the proposed single receiver configuration.

• Developed a packet-level simulator to demonstrate the three variants of the algo-

rithms considering PON architectures with, and without the presence of the LS.

• Formulated mathematical models to estimate the power consumption of the video

delivery scheme in order to compare the power consumption of the proposed algo-

rithm variants and their operation.

• Developed a mathematical model to estimate the deployment cost of a local storage

based passive optical network considering different deployment scenarios.

• Proved that, storing the video content in the local storage help improve the QoS

performance. We then show that our SRDC-DBA algorithm shows the best QoS

improvement to power consumption trade-off. Further, we show that the deploy-

ment cost of the LS based PON is dominated by the fibre-related costs and the cost

contribution from the LS equipment is very marginal.

Chapter 3: Green Heterogeneous Cellular Networks

In Chapter 3, our focus is on the wireless mobile access network as the wireless mobile

access network being identified as the main contributor to the network power consump-

tion. We exploit the concept of cell zooming2 to improve the energy-efficiency of the cel-

lular network and propose a transmit power control mechanism for the heterogeneous

2Cell zooming is a network layer technique enabling dynamic adjustment of the cell size according to
traffic conditions by adjusting antenna tilt angles, height, or transmit power.
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wireless access network systems. The introduction discusses the most commonly recog-

nised state-of-the-art wireless broadband access network architectures and technologies.

We then provide a detailed overview on the heterogeneous mobile access network archi-

tecture. We also discuss the key aspects of heterogeneous networks, such as the coex-

istence of small cell BSs with existing macro cell BSs in a heterogeneous network, self-

organising capability, and backhauling of the small cells in this section. Next, we discuss

the related work found in literature on the energy-efficiency of heterogeneous networks

with a classification of commonly used approaches to improve the energy-efficiency of

heterogeneous access networks. We propose a heuristic-based transmit power control al-

gorithm to solve the power control problem to derive the transmit power of small cell BSs

of the heterogeneous network in an sub-optimal fashion. Next, we take a different ap-

proach to solve the same problem by formulating a linear program (LP) which produces

a global optimal solution. However, the heuristic-based approach is computationally

straightforward compared to the LP. As a result, the heuristic approach is able to model

larger network segments than the LP. We show that the total transmission power of the

network can be reduced by 12% and 14% by solving the transmit power control problem

with the heuristic-based approach and with the LP, respectively. We compare the two

approaches in terms of their scalability versus optimality and discuss the opportunities

to save energy by efficient control of BS transmit power.

Original contributions of Chapter 3

• Proposed a heuristic-based algorithm to solve the optimal transmit power control

problem for heterogeneous mobile access networks. The algorithm is then simu-

lated in urban, sub-urban, and rural test environments to evaluate its performance

and the optimality of the results.

• Proposed an optimisation framework based on a LP to find the global optimal so-

lution to the same problem considered above in the heuristic-based approach. The

LP is then used to find the optimal transmit powers for urban, sub-urban and rural

test environment similar to the heuristic-based algorithm evaluation to maintain
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comparability.

• Compared the sub-optimal results from the heuristic algorithm versus the global

optimal results gathered from the LP.

• Showed that our proposed transmit power control approach provides opportunity

for power savings in the heterogeneous mobile access network. The total transmis-

sion power of the network can be reduced by 12% on average as for the heuristic-

based algorithm estimations whereas the LP showed a 14% reduction of total trans-

mission power on average.

Chapter 4: Dual-Homing-based Survivability for Core Networks

In Chapter 4, we bring our focus towards the core network segment of the telecommu-

nications network. As the core networks serve large bandwidth demands across long

distances (aggregated traffic from access networks), survivability of the core network to

maintain service in the event of failure of network equipment and fibre cables becomes

important. For this reason, in this chapter, we exploit the dual-homing (DH)3 capability

of the access network to improve core network survivability. The chapter starts with an

introduction which discusses the WDM mesh networks, their operation and fault man-

agement. Further, we discuss the DH architecture of the access network. Then, we pro-

pose a series of routing and wavelength assignment (RWA) algorithms to provide dedi-

cated path protection for data communication through the core networks while utilising

core network resources effectively. These algorithms are designed to exploit the dual-

homing capability of the access networks to provide protection with different optimisa-

tion objectives. The RWA algorithms are then simulated in a country-wide optical core

network to analyse the improvements to the network survivability. We also conduct an

availability analysis to evaluate the proposed algorithm variants. Next, we formulate a

mathematical model to estimate the power consumption of the core network. The power

consumption model is used to evaluate the energy-efficiency of the proposed algorithms.

3Dual-homing is a concept initially introduced to ensure survivable connectivity between the access net-
work and the metro/core network. In a dual-homed network, a local exchange, which aggregates end-user
traffic from the access network is connected to two nodes from the core network.
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This chapter presents a detailed analysis and a comparison of the proposed algorithms

considering the energy trade-off of the proposed protection schemes.

Original contributions of Chapter 4

• Proposed the dedicated path protection with dual homing (DPP-DH) concept.

• Proposed four variants of the DPP-DH algorithm.

1. DPP-DH-l-W algorithm which considers core link failures only and minimises

the number of used wavelengths,

2. DPP-DH-l-L algorithm which considers core link failures only and minimises

the total path length,

3. DPP-DH-n-W algorithm which considers either core node or link failures and

minimises the number of used wavelengths, and

4. DPP-DH-n-L algorithm which considers either core node or link failures and

minimises the total path length.

• Developed a simulator to demonstrate the proposed algorithm variants in a country-

wide optical core network to evaluate the improved survivability and the improved

resource utilisation of the core network.

• Formulated a mathematical power consumption model to estimate the core net-

work power consumption considering the DH architecture in order to evaluate the

energy-efficiency of the resulting core network.

• Showed that DH capability of the access network could be exploited to provide im-

proved survivability to the core network to protect end-to-end connections against

fibre and network hardware failures. Compared to baseline network architectures

without DH, the proposed DPP-DH approaches can reduce the backup path length

by up to 35% on average, used up to 25% fewer wavelengths, and increased the

portion of connections with 99.999% and 99.995% availability by 77% and 13%, re-

spectively. Further, the estimated power consumption of the network showed that

DPP-DH can provide up to 31% power savings.
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Chapter 5 : Conclusions and Future Directions

In Chapter 5, the thesis concludes with a summary of the research work reported. Fur-

thermore, in this chapter, we discuss potential future directions of our research.

1.4 Publications

1.4.1 Publications arising from Chapter 2 of the Thesis

Journals

• S. Abeywickrama and E. Wong, Delivery of video-on-demand services using local

storages within passive optical networks, OpticsExpress, Vol. 21, 2083-2096, (2013).

• S. Abeywickrama and E. Wong, Dynamic bandwidth allocation algorithms for local

storage based VoD delivery: Comparison between dual and single receiver config-

urations, Optics Communications, Vol. 336, Feb, (2015).

Conferences

• S. Abeywickrama and E.Wong, Delivery of VoD services on PONs using Local Stor-

ages: Analysis of QoS, Proc. Of Asia Communications and Photonics conference (ACP),

(2012).

• S. Abeywickrama and E. Wong, Impact on Local Storages on performance of PONs,

Proc. Of Photonics Global Conference (PGC) , (2012).

• S. Abeywickrama and E. Wong, Single-receiver Dynamic Bandwidth Allocation

(SR-DBA) algorithm for Local Storage based VoD delivery, Proc. Of Asia Commu-

nications and Photonics conference (ACP) , (2013).

• S. Abeywickrama and E. Wong, Single-receiver Dual-channel dynamic bandwidth

algorithm for local storage VoD delivery, Proc. Of Global Communications conference

(GLOBECOM) , (2013).
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1.4.2 Publications arising from Chapter 3 of the Thesis

Conferences

• S. Abeywickrama and E. Wong, Estimation of Transmit Power for Small Cell Net-

works, Proc. Of Opto-Electronics and Communications Conference, (2014).

• S. Abeywickrama and E. Wong, Transmit Power Control for Small Cell Networks

in Urban, Suburban, and Rural Environments, Proc. Of Conf. on Optical Internet ,

(2014).

• E. Wong, I. Akhtar, S. Abeywickrama, C. Ranaweera, C. Lim, and A. Nirmalathas,

Towards a Framework for Small-cell Network Planning, Progress in Electromagnetics

Research Symposium (PIERS) , (2014).

1.4.3 Publications arising from Chapter 4 of the Thesis

Journals

• S. Abeywickrama, M. Furdek, P. Monti, L. Wosinska, and E. Wong, Protecting Core

Networks with Dual-Homing: A Study on Enhanced Network Availability, Re-

source Efficiency, and Energy-Savings, Optics Communications, Vol. 381, 327-335,

Dec,(2016).

Conferences

• S. Abeywickrama, M. Furdek, P. Monti, L. Wosinska, A. Nag, and E. Wong, Dual-

Homing Based Protection for Enhanced Network Availability and Resource Effi-

ciency, Proc. of Asia Communications and Photonics conference (ACP) , (2014).

• S. Abeywickrama, E. Wong, M. Furdek, P. Monti, and L. Wosinska, Energy-Efficient

Survivability for Core Networks using Dual-Homing, Proc. of Asia Communications

and Photonics conference (ACP) , (2015).



Chapter 2

Video-on-Demand over Passive
Optical Networks

This chapter focuses on the optical access network segment. We discuss the use of a local stor-

age caching server which stores video content closer to the customer to improve the quality-of-service

of video-on-demand delivery over the fibre-based passive optical access networks. The chapter also

presents a power consumption analysis of the proposed video-on-demand delivery schemes and dis-

cusses the power consumption trade-off of using the local storage caching server.

2.1 Introduction

I
N recent years, the deployment of passive optical networks (PONs) has resulted in

significant growth of on-demand services over the access segment. Data communi-

cations forecasts have highlighted that the global Internet video related traffic from all

services, such as video-on-demand (VoD), peer-to-peer (P2P), etc., will be as high as 80%

of all consumer Internet traffic by 2019 [35]. Providing VoD streams while maintaining

the required quality-of-service (QoS) levels will be especially challenging during peak

hours with potentially hundreds of customers of a single PON, watching the same video.

Furthermore, research is currently being carried out to enhance the quality-of-experience

(QoE) for the customer with the aid of higher resolution screens, 3D effects, and higher

definition audio features. Forecasts in [35] further predict that by 2019, high definition

(HD) internet video will comprise 69.9% of the global VoD, an increase from 55.8% in

2014. Therefore, it is to be expected that video file sizes will become larger, thus rais-

ing the bandwidth requirements to suit their functions. QoS requirements concerning

network parameters for different classes of services provided over IP networks includ-

15
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ing VoD have been specified in the ITU-T and ETSI recommendations [36, 37]. Further,

it has been shown that customers are demanding even higher QoS attributes in studies

conducted using techniques such as user opinion scoring systems [38]. Therefore, the

minimum QoS requirement levels can be expected to be more stringent in years to come.

As a solution to address the increasing VoD-related Internet traffic, distributed stor-

age systems have been proposed to achieve higher capacities and lower network trans-

mission costs in VoD systems [39]. Additionally, studies on VoD and IPTV architectures

highlight that delivering video content from strategic locations in the network in a dis-

tributed manner [40–42] can help improve the energy-efficiency of the network. Consid-

ering these benefits, the placement of a local storage (LS) server within the PON has been

proposed as a viable distributed storage solution for VoD delivery over PONs [4]. In [4],

the LS arrays carry a set of highly popular videos which is dynamically updated depend-

ing on customer demand using a novel last-k algorithm to measure the popularity of the

considered videos. The proposed LS architecture was shown to achieve a 40% bandwidth

saving in the downstream direction from the central office (CO) of the PON [4].

In this chapter, we critically study and compare the QoS attributes, power consump-

tion, and deployment cost of PON with and without the use of the above-mentioned LS.

We carry out packet level simulations for two architectures whereby VoD services are

delivered with and without the presence of LS within the PON. We introduce dynamic

bandwidth allocation (DBA) algorithms to optimise packet delivery in the LS PON with

the aim of enhancing QoS levels. Further, we formulate power consumption models for

the two architectures to analyse the additional power requirement that may have been in-

troduced to the PON by the LS equipment. The power consumption of a LS is attributed

to the processing and video storage of LS server and storage arrays respectively. The

QoS and power consumption values are then critically analysed to study the trade-off

between the QoS performance and the network power consumption. Furthermore, we

formulate a cost model to estimate the deployment cost of local storage based PONs. We

critically study the trade-off between QoS performance and the deployment costs of local

storage based VoD delivery.

The rest of the chapter is organised as follows. First, in Section 2.2, we discuss the
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conventional PON architecture in detail. We present a brief review of the proposed DBA

algorithms for PON operation. Second, in Section 2.3, we discuss the video-on-demand

(VoD) system architectures in general. Then, we review some of the most notable con-

tributions made in literature to optimise VoD delivery in Section 2.4 . In Section 2.5, we

focus on the LS-based PON architecture and propose three dynamic bandwidth alloca-

tion algorithms to optimise VoD delivery considering different receiver configurations at

the ONU. We critically compare the three algorithms with respect to their end-user QoS

performance and network power consumption to study the possible improvements of

LS-based VoD delivery. We measure the QoS attributes by conducting packet level simu-

lations, and the power consumption estimations by formulating mathematical models to

represent the network architectures. Moreover, in this section, we present a cost model

to estimate the deployment cost of the local storage based PON in an attempt to study

the financial trade-off of using the local storage server. The results obtained from the

packet level simulations, power consumption model, and cost model are presented and

discussed in detail in this section. Finally, a summary of the chapter is presented in Sec-

tion 2.6.

2.2 Passive Optical Networks (PONs)

As the name implies, a passive optical network (PON) consists of a collection of passive

elements in the optical path between the central office (CO) and its end user terminals. A

typical architecture of a PON is presented in Fig. 2.1. A central controller which is termed

optical line terminal (OLT) is placed at the CO. As shown in Fig. 2.1, fibre emanating

from the OLT is split into multiple (N) paths using a 1:N passive optical splitter. Here,

the parameter N represents the number of connected end user terminals. Each of the

split paths are terminated at an optical network unit (ONU) placed near the customer

premises. In general, such fibre based passive access network architectures are refereed to

as fibre-to-the-X (FTTX) architectures. Where, X signifies the end terminal of the optical

path. For example, if the optical fibre is terminated at the curb, at a building, or at a house

premises, the architecture is termed as FTTC, FTTB, and FTTH, respectively.
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Figure 2.1: Network architecture of a passive optical network (PON).

To date, many variations of PON technologies have been proposed in literature [43],

such as time division multiplexing (TDM) PON, wavelength division multiplexing (WDM)

PON, orthogonal frequency division multiplexing (OFDM) PON, sub-carrier multiplex-

ing (SCM) PON, and code division multiplexing (CDM) PON. Amongst these different

PON technologies, TDM-PON and WDM-PON have been considered as the most suit-

able candidates for commercial deployments due to their practicality for widespread de-

ployment [44]. Specifically, TDM-PON has become very popular amongst network oper-

ators due to its cost effectiveness, ability to support a large number of users and simplistic

nature in deployment [45]. Therefore, our work in this chapter is predominantly focused

on the TDM-PON technology.

In TDM-PON, two distinct wavelengths are used, one for uplink and one for down-

link transmission. The number of ONUs connected to the OLT depends on the power

budget of the network due to the downlink transmission being equally split amongst

the connected ONUs by the passive splitter. Typical split ratios in passive splitters are

1:8, 1:16, 1:32, and 1:64. Two TDM-PON technologies that have been well studied and

widely deployed are Ethernet PON (EPON) and Gigabit capable PON (GPON). EPON

technology is based on the Institute of Electrical and Electronics Engineers (IEEE) 802.3ah

standard [46]. In a EPON, all data packets are encapsulated in Ethernet frames and are

carried natively in the PON with no changes or modification. On the other hand, GPON
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is standardised by International Telecommunications Union (ITU) [47]. Unlike the EPON,

data are encapsulated using GPON encapsulation method (GEM) which avoids the di-

rect transmission of the native Ethernet frames. Moreover, the latest release of EPON and

GPON, which are referred to as 10GEPON [48], and XGPON [49] respectively, support

data rates of up to 10 Gbps. Both of these TDM-PON standards use specifically designed

resource allocation mechanisms for their uplink transmission in the shared channel, in

order to avoid upstream packet collisions between the end users connected to the same

PON. However, in our work, we consider the EPON technology due to the simplicity

of handling Ethernet frames in the packet level simulation avoiding the extra layer of

encapsulation suggested by the GPON standard.

In EPON, all ONUs share the same wavelength channel for the uplink transmission.

When multiple ONUs simultaneously transmit uplink data, transmission collisions may

occur. The multi point control protocol (MPCP) was introduced to eliminate these colli-

sions [46]. MPCP introduces two standardised control frames to govern a collision-free

uplink transmission. A REPORT control frame is used by the ONUs to request for up-

link bandwidth from the OLT and a GATE control frame is used by the OLT to assign

bandwidth to a specific ONU. On the other hand, in the downlink transmission, the OLT

broadcasts the data and control messages to all connected ONUs. All active ONUs listen

to the downlink channel and receive all the frames sent out from the OLT. Then, each

ONU identifies the data destined to it based on the unique identifier named as the logical

link identity (LLID). The LLID is assigned to each ONU by the OLT upon registration.

The EPON uses differentiated class of services (CoS) to support miscellaneous quality of

service (QoS) for different services. This is accomplished by using IEEE 802.1p and 802.1q

(virtual bridged local area networks) standard extensions [1]. To support queue oriented

QoS mechanism, an ONU maintains up to eight different priority queues. Each of these

queue priorities and their usage are listed in Table 2.1 [1].

Dynamic Bandwidth Allocation for PONs

The data transmission of a TDM-PON is conducted by using two wavelength channels,

one for downlink transmission, and one for uplink transmission. Uplink transmission is
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Priority Class of Service Specification
1 Network Control Maintain and support network infrastructure
2 Voice Characterised by less than 10 ms delay
3 Video Characterised by less than 100 ms delay
4 Controlled load Admission control
5 Excellent load BE type service, for important customers
6 —Spare—
7 Best effort Local area network (LAN) traffic
8 Background Bulk transfers

Table 2.1: EPON class of service [1].

when the ONU transmits data towards the central office. Conversely, downlink transmis-

sion is when the central office transmits data towards the ONUs. Downlink transmission

is broadcasted to all ONUs. Each ONU receives all the transmitted data on the down-

link transmission and filters the relevant data while discarding the irrelevant data. This

makes managing the downlink transmission relatively straightforward. However, in the

uplink direction, due to the fact that all ONUs sharing the same wavelength channel, only

a single ONU can be transmitting upstream data at a given time to avoid data collisions.

For this reason, multi point control protocol (MPCP) has been introduced to manage the

ONUs in taking turns using the uplink transmission. According to the MPCP, each ONU

uses a REPORT message to notify its bandwidth requirement to the OLT. Depending on

the requested bandwidths and the implemented bandwidth allocation mechanism, the

OLT calculates the bandwidth allocation and the transmission start time for each ONU to

perform the uplink transmission in the next cycle. Then, the OLT includes these two in-

formation in a GATE message and broadcasts it in the downstream. Each ONU receives a

unique GATE message that includes information about its next transmission. During the

allocated transmission window, each ONU sends its queued data and a REPORT mes-

sage to the OLT. Note that the MPCP does not specify any particular dynamic bandwidth

allocation algorithm. Instead, it is intended to facilitate the implementation of a band-

width allocation algorithm. Many research groups [50–53] have proposed various dy-

namic bandwidth allocation mechanisms to improve the bandwidth utilisation of PONs.

In this section, we briefly discuss some of these bandwidth allocation mechanisms.

Interleaved polling with adaptive cycle time (IPACT) [54], is one of the first band-
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width allocation algorithms proposed for the EPON. IPACT consists of an interleaved

polling mechanism which has the capability to adjust the PON cycle time. In IPACT,

while one ONU is transmitting the uplink data, another ONU is polled to schedule the

next transmission. The amount of bandwidth allocated to an ONU is dependent on the

algorithm implemented in the OLT. Different algorithms that can be used in the OLT

to dynamically allocate the available bandwidth for its ONUs are investigated in [55].

These algorithms are limited service, constant credit, linear credit, and elastic service.

The performance of each of these algorithms is compared with each other and also with

the fixed service in which all the ONUs are granted a fixed amount of bandwidth. The

results showed that IPACT with limited service allocation schemes performs better than

the other schemes implemented.

Another bandwidth allocation mechanism that considered differentiated services is

proposed in [56]. The proposed mechanism redistributes the surplus bandwidth avail-

able from ONUs that have requested a small amount of bandwidth to those that have

requested large amount of bandwidth. Moreover, the bandwidth allocation decisions

for the lightly loaded ONUs are made instantaneously, whereas for the heavily loaded

ONUs, these decisions are made once the OLT receives all the REPORT messages from

all of its connected ONUs. Considering the PON’s differentiated CoS, the average packet

delays of three types of priority classes are investigated in this study.

To further improve the efficiency of EPON’s QoS performance, traffic predicting mech-

anisms have been proposed [57–59]. For example, in [58], data delays and losses are im-

proved by effectively predicting the traffic arrival during the waiting period and also by

limiting the maximum resources allocation for an ONU. In [57], an analytical model is

used to estimate the bandwidth allocations to reduce the ONU buffer size and hence the

queuing delays.

Another type of bandwidth allocation mechanism that allows users to share uplink

bandwidth depending on the service level agreement (SLA) is proposed in [60]. The

proposed mechanism assures the bandwidth requirements of the users who purchased

bandwidth guaranteed services. This is achieved by categorising ONUs according to

their SLA parameters and dividing the PON cycle into several sub-cycles.
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A bandwidth allocation mechanism to efficiently handle the multi-service provision-

ing in EPON uplink traffic is proposed in [61]. In this algorithm, bandwidth requirements

of multiple services are embedded into a REPORT message sent from each ONU. Hence,

the OLT uses a class based bandwidth allocation mechanism to grant bandwidth for each

CoS separately.

In this chapter, we propose a series of dynamic bandwidth allocation algorithms to

improve video-on-demand delivery over PONs. In the next section, we discuss the most

commonly used VoD system architectures.

2.3 Video-on-Demand Architectures

Data communications forecasts have highlighted that global Internet video related traf-

fic from all services such as VoD, peer-to-peer (P2P), etc., will be as high as 80% of all

consumer Internet traffic by 2019 [35]. The same report also estimates that in 2019, it

would take an individual over 5 million years to watch the amount of video that will

cross global IP networks each month. That is, every second, nearly a million minutes of

video content will cross the network. Due to the combination of demand growth for VoD,

and size of videos getting larger considering the new developments such as high defini-

tion (HD) audio/video and 3D features, the current network capabilities will clearly be

insufficient in the future. As a solution, several network architectures and algorithms

have been proposed to meet this impending growth in bandwidth.

In this section, we discuss architectural concepts that have been considered for VoD

systems. A single or combination of these architectures can be used in practice. More-

over, while these concepts are not completely independent and may have some overlap

amongst each other, we discuss the concepts separately for the sake of clarity.

A. Centralised Server based VoD Architecture

Figure 2.2 shows a centralised server based VoD system architecture. This is a simple

architecture in which a central server is responsible for serving all its users. The videos

are delivered from an origin server to the requesters using unicast. This architecture is
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Figure 2.2: Centralised server based VoD system architecture.

straightforward and simple to implement. However, it is not scalable. VoD systems based

on this architecture are unable to sustain against the expected future growth without

significant equipment upgrades. Moreover, when this architecture is used for a VoD

system, the load on the VoD server as well as on the network will be significantly high.

Due to these shortcomings, the centralised server based architecture is not suitable for

large scale VoD deployments.

Figure 2.3: Distributed server based VoD system architecture.
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B. Distribute Server based VoD Architecture

The distributed server based VoD system architecture is shown in Fig. 2.3. Currently,

this architecture is widely used for large scale VoD deployments. In this architecture,

distributed servers are installed in strategic locations across the network to optimise VoD

delivery to the users. These storages can be either proxy servers installed at locations

close to the users [62,63], or a hierarchical network of distributed content storages [64–68].

Moreover, these storages may either store a subset of popular videos in full [64, 66], or

only portions of videos [69–71]. When a user requests a video, the request is served by the

nearest server if it has the requested content, or else, the request is served from a different

server, generally, located at a higher level in the distribution tree. Consequently, the use

of distributed server architecture reduces the load on the origin server and improves the

bandwidth efficiency of the VoD system.

C. Peer-to-peer (P2P) based VoD Architecture

The peer-to-peer paradigm has recently drawn a lot of attention as one of the strategies

that can be used to reduce the load from distributed VoD servers and to increase the

capacity of VoD systems. Many efforts have been made to exploit P2P for VoD services

[72–74]. Fig. 2.4 shows a simplified high level architecture of a P2P based VoD system.

In such a system, users participate in the video content delivery by re-distributing video

content that they have previously downloaded.

D. Cloud based VoD Architecture

The cloud computing paradigm is increasingly becoming popular amongst VoD service

providers as a promising alternative to actually deploying physical servers and building

privately owned data centres. Cloud computing allows multiple applications to run on

the same physical server so that those applications can share resources such as process-

ing, storage and bandwidth. Commercial cloud platforms such as Amazon AWS [75]

and Microsoft Azure [76], are established cloud platforms today. Moreover, VoD service

providers such as Netflix, are leveraging on resources from the cloud service providers
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[77]. As a result, cloud based VoD systems have drawn significant attention from both

academia and industry [78–81]. Fig. 2.5 shows a simplified high-level architecture of a

cloud based VoD system. In such a system, VoD service providers usually have their

own data centres and servers in addition to the cloud based infrastructure. These self-

owned infrastructure store video content and serve a fraction of the total video requests.

Additionally, these self-owned servers upload video to the cloud storages. In turn, these

videos are pushed towards the servers located at the edge of the network via the cloud. In

studies reported in [80, 81], the authors show that multiplexing can be used to optimise

the resource utilisation of VoD since multiple virtual machines can be run on a single

server using virtualisation.

2.4 Optimising Video-on-Demand Delivery - Related Work

Currently, on-demand video already accounts for a bulk of Internet traffic [35]. Its traffic

growth is expected to continue in the coming years, as the number of users, streaming

rates and library sizes grow. As a result, VoD traffic volume is estimated to increase by a

few orders of magnitude in the next few years [35]. Therefore, implementing bandwidth

efficient VoD delivery techniques has become an important requirement for future VoD

systems. Many studies have been published, aiming at optimising the delivery of VoD.

Figure 2.4: Peer-to-peer based VoD system architecture.
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Figure 2.5: Cloud based VoD system architecture.

In this section, we review some of the most notable work related to our work.

A. Exploitation of Multicast

Typical VoD systems deliver unicast video streams from server to users. This approach

is very expensive since a separate unicast stream is required to serve each request. More-

over, using unicast for VoD delivery is less scalable since bandwidth consumption in-

creases linearly with the number of users watching videos simultaneously. The main

bottlenecks here are the server streaming capacity1, and the bandwidth capacity of the

delivery network.

On the other hand, if multicast is used instead of unicast, then a group of users can

share a single stream to receive video content from the server. Use of multicast has many

benefits including but not limited that listed below:

• Use of multicast decreases the load on servers. This is due to the fact that a single

stream transmitted from the server can serve multiple users simultaneously.

• Multicast reduces network bandwidth consumption significantly. This is because

when multicast is used, only one stream is delivered to a location close to the user

i.e. central office whereby the stream is replicated to multiple receiving users.

1Streaming capacity is the number of simultaneous streams that the VoD server can support



2.4 Optimising Video-on-Demand Delivery - Related Work 27

• Since the constrained system resources such as server capacity and network band-

width are efficiently utilised when multicast is used, overall operational cost is re-

duced. This increases profitability for the VoD service provider.

• Multicast provides excellent scalability for VoD systems enabling them to sustain

well against expected future growth. This also reduces the overall capital costs as

the VoD systems can support increased numbers of users without requiring equip-

ment upgrades.

While multicast is enabled by default in most modern IPTV and transport networks,

some challenges arise when it comes to VoD delivery due to the underlying character-

istics of VoD. This is because, multicast is applicable only in scenarios where multiple

users watch the same part of the same video at the same time, which is highly unlikely in

VoD. However, there are many studies attempting to enable multicast in VoD systems at

the expense of a slight reduction of user interactivity and/or user quality of experience

[82, 83].

However, these multicast approaches are considered out of scope for the work in this

thesis as our aim is to optimise VoD delivery by strategic content placement close to end

users. The related work on strategic content placement approaches for optimising VoD

are discussed next.

B. Strategic Content Placement

Strategic placement of video content in content storages servers deployed at different

locations within the network is one of the most promising and most popular approach

that is used to improve the efficiency of VoD systems. The most intuitive and common

approach is to replicate the popular items in multiple content storages located closer

to users while keeping the less popular items in centralised data centres. Despite being

simple and straightforward, such approach has the potential to not only reduce the server

and network bandwidth consumption, but also to improve the QoS, QoE, and energy-

efficiency of the VoD system.

Recent advances in storage technologies have made disk space plentiful and afford-
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able. Moreover, these storage technologies together with advances in network technolo-

gies have facilitated the placement of content very close to users, for example, in optical

line terminals (OLTs) in passive optical networks (PONs), base stations in mobile net-

works, or even in the end user’s equipment itself. Thus, placement of content in a wide

range of possible storage locations [63] from customer set-top-boxes (STBs) or residen-

tial gateways (RGs) [84–86], to external proxy servers located closer to users [64] to cen-

tralised pool of servers [87], have been studied in the literature. In general, the content

placement is carried out by actively pushing the content, e.g. pre-population, or dynam-

ically storing the content on the fly, e.g. caching. In this subsection, we review some of

the most notable work aimed at optimising VoD delivery through strategic placement of

video content.

Proxy-based Content Placement

Strategic placement of video content in proxy servers installed at locations close to users,

is one of the most popular approaches widely used to improve the efficiency of VoD

delivery. Typically, proxy servers are installed in the same local network within the same

access network segment as the clients since communications within the local network is

more reliable and cheap. Unlike web services for which the proxies are initially used,

the video file sizes and the data rates required by VoD systems are tremendously high.

Consequently, implementing proxies in VoD systems have many distinct challenges.

In [69], the authors proposed a proxy prefix caching technique. In this scheme, the

proxy stores only the prefixes of popular videos. When a request for a video is received,

the proxy server immediately starts sending out the prefix of that video to the user while

requesting the rest of the video (i.e. the suffix of the video) from the VoD server. This

suffix is relayed to the user through the proxy, as it streams from the server. Since proxy

servers absorb the delay, throughput, and loss variations in the paths between the VoD

server and the proxy servers, service providers can guarantee good QoS even if the paths

between the proxy servers and the VoD server has a weak service level agreement (SLA).

In addition, proxy servers also perform work-ahead smoothing into client’s playback buffer

for variable bit rate traffic. Work-ahead smoothing reduces the network resource require-
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ments between the proxies and the clients by transmitting large frames in advance of

each burst.

A more generalised class of schemes that exploits the idea of storing only portions of

videos in the proxy servers, is segment caching [70, 71, 88, 89]. Unlike in prefix caching,

the portions stored at the proxy servers under segment caching are not necessarily the

initial portions. These segments of videos stored in caches are dynamically determined

by a cache admission policy and a cache replacement policy. In [88], authors consider

the caching of uniform size segments in layer encoded videos. On the other hand, an

exponential segmentation method is used in [70]. In this method, the size of a segment is

determined based on the distance from the beginning of the video, i.e. the closer it is to

the beginning, the smaller the size of the segment. This strategy is based on the assump-

tion that the probabilities of accessing later segments of videos are less than that of the

initial segments. Such a strategy allows the cache manager to quickly discard a big chunk

of cached items. An adaptive and lazy segmentation based caching strategy is proposed

in [71]. The proposed segmentation strategy dynamically adapts to real time access pat-

terns and subsequently segments the videos as late as possible. The lazy segmentation

policy is further improved in [89], such that it effectively addresses the conflicting interest

between reducing the start-up latencies and improving the byte hit ratio.

In [62, 90], a proxy based delivery technique called video staging is proposed for end-

to-end VoD delivery over wide area networks (WANs). The objective of the proposed

scheme is to reduce the bandwidth consumption in the backbone WAN. In the VoD ar-

chitecture considered for this study, videos are streamed from a centralised VoD server

to multiple requesting users through a WAN. Moreover, a proxy server is installed in

each local area network (LAN). In the video staging approach, each video is partitioned

along the rate axis in contrast to the segment and the prefix caching, where the parti-

tioning is carried out along the time axis. More specifically, each video is divided into

two parts: an upper part with more variability in the bandwidth requirement, and a lower

part with less variability in the bandwidth requirement. The upper part is pre-fetched

and delivered from the proxy servers whereas the lower part is retrieved from the central

server in which the entire video is stored. Consequently, only a part of the video data
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is delivered from the VoD server through the WAN whereas the rest of the data is re-

trieved from the proxy server located inside the LAN. While the video staging approach

efficiently reduces bandwidth requirements, there are difficulties from the practical im-

plementation point of view. For example, two portions of the video stored at the proxy

and central server, need to be synchronised during the playback of a video. This adds

extra processing and buffering requirements. Moreover, signalling messages from the

user need to be delivered to both the proxy server and central VoD server, which also

further increases the complexity of the system. Another framework that uses the concept

of staging portions of videos in proxy servers, is proposed in [91]. This scheme reduces

the bandwidth requirement in WAN by using proxy servers to facilitate a constant bit

rate for the video streaming over WAN. The authors propose algorithms that select video

frames for staging at the proxy servers, such that a given constant bit rate transmission is

achievable.

A frame-wise proxy caching technique called selective caching is proposed in [92]. In

this method, the proxy servers store only certain parts of videos. Unlike video stag-

ing approaches, the selective caching schemes are frame-wise in that a given frame is

either not available in the cache or stored in its entirety. The authors propose two selec-

tive caching algorithms, selective caching for QoS networks (SCQ) and selective caching

for best-effort networks (SCB). These algorithms are designed for caching a single video

with a preallocated cache space. Moreover, these algorithms may select a group of non-

consecutive frames to store at the proxies. The proposed SCQ algorithm can reduce the

network cost of bandwidth reservation using a small client buffer. On the other hand, the

SCB algorithm can increase the playback robustness without violating the client buffer

budget.

One of the main challenges in caching only portions of videos in proxy servers is the

in-time delivery of different portions. That is, the portions stored in the proxies and the

VoD server need to be delivered to the users without delays in order to ensure a smooth

continuous playback. Since proxy servers are located within the same local network as

the users, timely delivery of cached portions is not a significant concern. However, there

can be delays in fetching the segments that are not cached, which can result in discontin-
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uous playback. Such delays are also known as proxy jitters. In [89], an active pre-fetching

strategy that reduces the proxy jitters is proposed. To this end, authors present an op-

timisation model that minimises the proxy jitter subject to the requirements on start-up

latencies and byte hit ratios.

Another class of much researched proxy based content placement schemes is collabo-

rative proxy caching. In collaborative proxy caching schemes, a group of proxies typically

in the same Intranet, collaborate with each other so that aggregated resources such as

network bandwidth and storage space can be used more efficiently. In the Middleman col-

laborative proxy caching architecture proposed in [93], the proxy servers are arranged as

a peer group, and a centralised coordinator coordinates the caching decisions and redirects

the requests.

In [94], a set of light-weight cooperative cache management algorithms are proposed.

These algorithms are aimed at maximising the traffic volumes served from the caches

and minimising the bandwidth costs. The authors consider a cluster of distributed caches

connected directly or through a parent node and use linear programming to determine

the content placement solution that achieves the optimal performance. In [95], a novel

collaborative caching mechanism based on real-world network topologies is proposed.

The authors consider a heterogeneous system in which the request patterns and avail-

able storage capacities are different across different locations, and design a content place-

ment strategy and a request routing rule that take the request patterns, cache sizes, link

capacities and the topology of the system into account. They use an optimisation based

approach for this purpose. The objective of their optimisation problem is to maximise the

amount of requests that can be supported using the existing system infrastructures. They

solve this problem by dividing it into sub-problems that focus on cache cooperation in

different levels.

Other Content Placement Schemes

There are many studies in literature where VoD is optimised through content placement,

but not necessarily using proxy caches. In this subsection, we discuss some of these

works.
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Video content placement in hierarchical VoD distribution networks is a widely stud-

ied area. In [96], a three-level hierarchical network storage architecture for VoD is pre-

sented. In their proposed scheme, a few videos with highest request probabilities are

stored in the first level. An increased number of videos with relatively higher request

probabilities are then stored at the second level, with all remaining videos stored at the

third level. If a video is stored near the root of a hierarchical network, storage cost can

be reduced since fewer copies will be stored. However, this will adversely affect the

bandwidth cost since video data must travel further through the network to reach its

destination. On the other hand, if video content is stored in a lower level of the hierarchy,

then bandwidth cost is low but storage costs is high. Hence, there is a trade-off between

bandwidth costs and storage costs when placing videos in a hierarchical network. This

trade-off is studied in [64]. Moreover, models for video placements in hierarchical VoD

distribution networks are developed in [97]. In [98], a video placement strategy that de-

termines the optimal number of video copies that should be stored at each server of a

hierarchical VoD system in studied. The objective of the proposed strategy is to minimise

costs arising from storage and transport, while a lower bound for the probability of reject-

ing a request is guaranteed. The authors also study the implications of different system

parameters such as video request probability and arrival patterns, on the performance

of their placement strategy. In a subsequent publication [99], the same authors propose

fast heuristic algorithms for video placement in hierarchical VoD networks, which can

achieve near optimal operating costs.

Considering the advances in network technologies and rapidly decreasing storage

costs, placement of video content much closer to customers has been highlighted as a

viable approach for the future. There have been many studies that attempted to store

videos in locations very close to the users, such as in residential gateways (RGs) [85, 100]

or in set-top-boxes (STBs) [72]. In [85], the authors propose a VoD system architecture

based on nano data centres (NaDa). The objective of this NaDa based architecture is to

reduce the energy consumption arising from VoD systems. In this method, RGs located

at the customer premises are used to store some of the video content. More specifically,

each RG is pre-loaded with a subset of video content, which will be subsequently re-



2.4 Optimising Video-on-Demand Delivery - Related Work 33

distributed to the other gateways. The content pre-loaded to the gateways can be full

or partial replicas of videos, which are split into smaller segments to increase manage-

ability. The authors formulate an optimisation problem that determines the number of

replicas for each of the videos, which in turn yields the number of segments that will be

stored in the system. Using a large set of empirical data, the authors show that the NaDa

based architecture can save 20% - 30% of the energy, in comparison to conventional data

centre based architecture. However, NaDa based architectures have its own limitations.

Managing a very large number of nano data centres at each customer location requires

complicated protocols considering the privacy of the content, which makes the imple-

mentation of such systems difficult. Further, due to the addition of a NaDa server at each

customer location results in high initial capital cost.

An interesting solution for VoD delivery exploiting both multicast and strategic place-

ment of videos closer to the customers is proposed in [3]. In [3], the authors propose a

PON architecture where the PON architecture is modified to fit a local video storage

server within the local access network. This local storage (LS) consists of an additional

light source, and hence a wavelength channel which is used to deliver video data to the

users simultaneously without consuming the upstream or downstream bandwidth of the

standard PON. Moreover, the LS also consists of storage arrays that is used to store the

video content. Considering the enabling high bandwidth efficiency and simplicity of

management when compared to having a data centre at each customer location as dis-

cussed above, we believe introducing a LS into the access network to be a viable solution

for future VoD delivery and is considered in our work in this chapter. In the next subsec-

tion, the local storage (LS) based PON architecture is discussed in detail.

Local Storage based PON Architecture for VoD

The typical operation of a passive optical network (PON) was discussed previously in

Section 2.2. In this section, the modified PON architecture with the local storage (LS) is

discussed. We consider this architecture for the VoD delivery approaches proposed in

this thesis.

In [3], the authors proposed an enhanced architecture of a conventional PON with
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Figure 2.6: Enhanced PON architecture with LS [3].

efficient VoD delivery. As illustrated in Fig. 2.6, the authors introduce a local storage (LS)

server with an additional light source which allows an additional wavelength channel

transmission on a separate wavelength (λS). In Fig. 2.6, λD and λU denote the down-

stream and upstream wavelength channels, respectively. The objective of LS is to store a

subset of videos within the PON and transmit the video content locally to the customers

at the event of a receiving a video request. As shown in the figure, this LS is connected to

a 2xN passive splitter using two fibres.

Popular videos are stored locally in the LS once they are transmitted from the central

office (CO) on λD, where as subsequent requests for stored videos are served by a second

data stream to the customer using a separate wavelength channel on λS from the LS.

VoD requests sent by the optical network units (ONUs) on λU are received by the LS

and if the requested video is available in its local library, the LS responds to the request.

The authors also suggest that for best results, the LS can be housed closer to the nearest

possible power source to the passive splitter.

Caching algorithm for the local storage (LS)

Various cache replacement algorithms have been proposed to determine which content

should be stored and likewise evicted from the cache servers [101]. Due to the large size
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of cached video content, the decision of which content to be retained or removed from

the server is crucial for the performance. Least recently used (LRU)2 and least frequently

used (LFU)3 algorithms are considered as the most straight forward and widely used

caching algorithms. However, for the purpose of VoD delivery, both are reported to have

algorithm specific drawbacks adversely effecting VoD delivery performance. As a result,

a popularity-aware Last-k algorithm has been proposed [4]. The authors show that Last-

k algorithm can reduce the number of active video streams by 40% during peek hours

by caching less than 5% of the videos stored at the CO. In the context of this thesis, we

consider the Last-k algorithm in order to determine the subset of most popular videos.

The Last-k algorithm is discussed next.

Last-k Algorithm

The Last-k algorithm tracks the popularity of video contents using the most recent statis-

tics and facilitates intelligent cache decisions that store the most popular content pre-

cisely at the time of update. Here, the relationship between the movie popularity and the

inter-arrival times, which is the time between two consecutive video request arrivals for

a specific video, is taken into account to estimate the popularity of a video. Generally, the

inter-arrival time of a popular video should be lower than the inter-arrival time of a less

popular video. In Fig. 2.7, backward distance in time ti,j is defined as the time since last

k backward distances of the movie i so that,

Ti,j =
k

∑
j=1

ti,j (2.1)

Ti,j is used as the estimation parameter, which increases with decreasing popularity.

Ti,j is calculated for all videos in the library and the LS cache is updated with videos with

least Ti,j values. Here, k denotes the number of past arrivals considered when estimating

the popularity.

2Least recently used (LRU) caching algorithm discards the least recently used items first. This algorithm
requires keeping historical access statistics for each video, which is expensive if one wants to ensure the
algorithm always discards the least recently used item.

3Least frequently used (LFU) caching algorithm calculates how often an item is needed. Items that are
used least often are discarded first.
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Figure 2.7: Video request arrivals at the VoD server [4].

The above approach is simulated using discrete time simulations using MATLAB in

[3], the authors show that 40% of downstream bandwidth could be saved by storing only

less than 5 % of videos at the LS. In our work, we exploit the ability of the LS to deliver

high downstream bandwidth using an additional light source at the LS as discussed pre-

viously. We consider several receiver configurations at the ONU in order to maintain

continuous reception of data/videos from both λD (from the CO) and λS (from the LS)

simultaneously. Unlike in [3], we present several novel DBA algorithms to utilise the

proposed receiver configurations to perform a packet level simulation to further anal-

yse VoD delivery over PONs with high accuracy in the packet-specific level. In the next

section, we will discuss the considered VoD system over the local storage based PON ar-

chitecture, and the proposed dynamic bandwidth allocation algorithms and their receiver

configurations.

2.5 VoD Delivery Over Local Storage based PONs

Video content is generally distributed using unicast video streams from central IPTV

servers or intermediate cache servers upon customer request. Due to the downstream

broadcast nature of the PON, copies of the content are transmitted to every customer

connected to the network, thus resulting in very inefficient downstream bandwidth util-

isation. Multiple customers requesting a popular video at different times will cause the

same content to be distributed repeatedly, maximising downstream bandwidth wastage

in an exponential manner. Each customer connects to the PON using an ONU which
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is located at the customer premises. In the illustrative example used in our analysis in

this thesis, we consider a PON to service 32 ONUs or equivalently 32 customers. This

number can be increased to 64 or 128 depending on the power budget of the network.

Fig. 2.8 shows the local storage based PON architecture that is considered in this work.

The LS is placed at the remote node location of the optical distribution network. At the

remote node, the LS is strategically connected to a 2 x 32 splitter enabling the LS to re-

ceive a copy of all content distributed from the OLT which is located at the CO. The LS

also receives a copy of all video requests and content uploaded by the ONUs towards the

OLT. As such, the LS has the advantage of knowing the exact downstream and upstream

statuses of the PON at all times. Most importantly, the LS can broadcast content within

the PON in a localised manner. It is equipped with a transmitter allowing it to broadcast

video on a separate wavelength, denoted λS. Correspondingly, the ONUs are equipped

with an additional photodetector to receive content on λS. Downstream communication

is a broadcast amongst all connected ONUs on λD. Time division multiplexing is used to

efficiently and equally share downstream bandwidth. Upstream communication is gov-

erned by the IEEE 802.3ah standard Multi-Point Control Protocol that uses REPORT and

GATE control frames for bandwidth request and allocation [102]. During operation, the

ONU sends a request to the OLT on λU requesting for a specific video, Video h. The LS re-

ceives a copy of this request on λU . If Video h is available in its library, the LS will deliver

Video h on λS. During operation, the OLT will keep track of the videos that are stored in

the LS and will ignore a request on the knowledge that the LS will service that particular

request. If the requested video, e.g. Video j, is not available in the LS, the LS will ignore

the request and will allow the OLT to deliver Video j on λD. In this case, if Video j is

recognised as a new popular movie by the Last-k caching algorithm at the LS, the LS will

store the contents of Video j it receives on λD in its storage array. Subsequently, when

another ONU requests for the same video, the LS can service this request locally without

utilising additional bandwidth on λD. As a result of this continuous process, bandwidth

usage for video delivery of popular moves is limited to λS, thus allowing bandwidth on

λD to be made available for other downstream services.

In the next section, we propose a novel DBA algorithm termed as the dual-receiver
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Figure 2.8: Local Storage based PON architecture for VoD delivery [4].

dynamic bandwidth allocation (DR-DBA) algorithm. This algorithm optimises the LS based

VoD delivery scheme in the PON.

2.5.1 Dual-Receiver Dynamic Bandwidth Allocation (DR-DBA) Algorithm

In this section, we present the dual-receiver dynamic bandwidth allocation (DR-DBA)

algorithm that optimises packet delivery in a PON with LS. The time division multi-

ple access (TDMA) scheme is used in downstream direction on λD to effectively share

the bandwidth amongst the ONUs. Upstream communication is managed by the cen-

tralised OLT granting time windows for each ONU to upload its content based on the

reported queue sizes. The proposed architecture in Fig. 2.8 uses REPORT and GATE con-

trol frames to manage upstream communication within the PON as suggested by IEEE

802.3ah standard [102]. REPORT control frames are sent upstream on λU by each ONU to

communicate its bandwidth requirement to the OLT. The OLT collects all REPORT frames

and allocates bandwidth as required for the next cycle according to the DBA. These allo-

cations are then communicated downstream to the ONUs using GATE control frames on

λD. According to the IEEE 802.3ah standard, the DBA is left open for vendor implemen-

tation. The formats of control frames are adjustable to suit the services delivered by the

PON. Here, we modify the frame format of both GATE and REPORT multi-point control

protocol (MPCP) control frames. In the REPORT control frame message, one octet is allo-
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Figure 2.9: Format of the REPORT control frame with a modified field for the Requested
Video ID.

cated to carry the requested video identity number from the ONU to the OLT. The format

of the REPORT control frame is adjusted to accommodate the VoD service parameter, the

Requested Video ID, as highlighted in Fig. 2.9. The opcode specific fields, which can

carry a multiple number of report bitmaps and queue sizes, depending on the number

of queue sets, are generally allocated 40 octets by the standard. One octet is taken out

from this set to be used as the Requested Video ID carrier to the OLT. This adjustment

will eliminate one cycle from the initial request communication between the ONU and

OLT, which in return will directly help improve the delay performance of the network.

Similarly, in the GATE control frame, one octet is allocated to carry VoD content in-

formation from the OLT to the LS, as highlighted in Fig. 2.10. This information is used

to communicate the popularity information derived by the Last-k algorithm at the OLT,

to the LS. If the transmitted video is recognised by the caching algorithm to be a popular

video, LS will store a copy of the video in its storage arrays during the first downstream

delivery on λD. Maintenance of the most popular set of videos in the LS is thus op-

timised since it does not require additional bandwidth on λD other than what will be

already utilised for the first downstream delivery of that video. This improvement is

only possible due to the above mentioned format adjustment.
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Figure 2.10: Format of the GATE control frame with a modified field for the VoD content
information.

The algorithm by which the VoD service is delivered is illustrated further using the

timing diagrams shown in Fig. 2.11. Figure 2.11 (a) illustrates how a video request is

handled in the PON when the requested video is not available in the LS video library.

Figure 2.11 (b) shows how the same request is handled when the LS library contains the

requested video. When a video is requested, the ONU will add the Requested Video

ID to the REPORT control frame to be sent next. This frame is then uploaded to the

OLT in the next transmission window. Therefore, the initial waiting time for a request

at the ONU is limited to at most one cycle. This enhancement is only possible because

of the proposed format for the REPORT frame which consists of a field dedicated to

accommodate the video ID. Without the format adjustment highlighted earlier in Fig.

2.9, sending the Requested Video ID to the OLT will extend over two cycles, i.e. one cycle

for requesting for a timeslot to upload the data portion carrying the Requested Video

ID and another cycle for the actual transmission of the Video ID. Once the OLT receives

the REPORT frame with the Requested Video ID, it will search for the requested video

in the LS content index which the OLT manages for reference. If the requested video is

unavailable in the LS library, the OLT will begin to broadcast the video packets in the next

cycle as shown in Fig. 2.11 (a). In the case where the LS library contains the requested

video, the OLT ignores the request allowing the LS to service the request on λS. The
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(a)

(b)

Figure 2.11: Timing diagrams to illustrate communication between the OLT, LS, and
ONU when the (a) central office services the request and (b) local storage services the
request.

OLT continues its transmissions from the next cycle as shown in Fig. 2.11 (b). The LS

transmission differs from that of the OLT mainly because the time division multiplexed

bandwidth on λS is shared amongst only those ONUs which are receiving video from the

LS. In comparison, the OLT will allocate downstream timeslots for each and every ONU

irrespective of their active or idle status. The generic steps of the above mentioned DBA

algorithm is represented in the flow chart shown in Fig. 2.13.

Algorithm 1 illustrates the basic operational steps of the LS based VoD delivery us-

ing the DR-DBA algorithm. The DR-DBA algorithm exploits the capability to utilise two

separate wavelength streams (λD and λS) simultaneously. However, this requires a dual

receiver configuration at each ONU. Fig. 2.12 illustrates the dual receiver configuration

considered for the DR-DBA algorithm. As shown in Fig. 2.12, each ONU is equipped

with two photodetectors that are connected to two fixed-tuned filters that are then cou-

pled by a 3dB coupler. The two filters are tuned to λD and λS wavelength channels to
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Figure 2.12: DR-DBA receiver configuration with dual receivers.

maintain simultaneous data and video reception.

The main drawback of DR-DBA algorithm is the increased power consumption at

the ONU due to the use of two receivers to facilitate the continuous and simultane-

ous receiving of data on λS and λD. Therefore, in an attempt to counter this increased

power consumption, in the next section, we further extended DR-DBA algorithm to op-

erate with a single, but dynamically tunable receiver configuration at the ONU end. The

single-receiver dynamic bandwidth allocation (SR-DBA) algorithm is discussed in the

next section.

2.5.2 Single-Receiver Dynamic Bandwidth Allocation (SR-DBA) Algorithm

The SR-DBA algorithm exploits the use of a tunable single receiver module at the ONU

to receive data on both λD and λS wavelength channels. This receiver configuration is

shown in Fig. 2.14. The receiver module includes a wide-band receiver along with a

tunable wavelength filter that tunes between λD and λS as required. We consider the

use of a high speed liquid crystal filter for the wavelength filtering due to its high-speed

switching capabilities. Currently, liquid crystal wavelength filters record a switching

speed of approximately 10 µs and consumes low power on the mW scale [103]. Such

a tunable receiver module at the ONU eliminates the need for a second receiver at the

ONU, thus reducing network power consumption.
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Figure 2.13: Flow chart of the DR-DBA algorithm.



44 Video-on-Demand over Passive Optical Networks

Algorithm 1 Pseudo code for DR-DBA algorithm

1: ONUi gets request for video V in cycle j
2: ONUi updates Requested Vid ID in REPORTi frame
3: ONUi sends REPORTi on λU in cycle j + 1
4: CO and LS receive the REPORTi
5: if V is available in LS then
6: repeat
7: LS transmits V on λS from cycle j + 2
8: until ONUi is VoD active
9: ONU returns to normal operation

10: else
11: CO calculates popularity of V
12: if V is popular then
13: CO updates next GATEi frame with popularity rating
14: CO sends adjusted GATEi frame in cycle j + 1
15: CO transmits V from cycle j + 2
16: LS retains a copy of V
17: else
18: CO transmits V from cycle j + 1 on λD

Algorithm 2 illustrates the pseudo code explaining the functions of SR-DBA algo-

rithm. The MPCP is used to govern communication between the CO and ONUs as speci-

fied by the IEEE 802.3ah standard [102]. Here, the formats of REPORT and GATE control

frames are adjusted to communicate VoD related instructions as previously discussed in

subsection 2.5.1. When a customer requests a video, the requested video ID is sent to

the CO using the immediate REPORT control frame (lines 1-3 in Algorithm 2). Then, if

the video is available in the LS, the CO instructs the ONU to re-tune its receiver to λS

using flag bits allocated for VoD control in the GATE frame of the following cycle (line 6

of Algorithm 2). The ONU acknowledges the received instructions and tunes its receiver

to λS from the third cycle (line 9 of Algorithm 2). The ONU continues receiving content

on λS until the VoD stream is finished, as presented by lines 10 - 12 of the algorithm. The

ONU is considered to be in VoD active state while it is receiving VoD content on λS as

mentioned in the algorithm.

Conversely, if the requested video is not present in the LS library, the CO will dis-

tribute the VoD content following similar steps to CO based VoD delivery, as discussed

previously in subsection 2.5.1. These steps include calculating the video popularity rat-
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Figure 2.14: Single receiver configuration for SR-DBA algorithm.

ing using the Last-k caching algorithm [4] and if the video is a popular video, the CO

instructs the LS to create a copy in its library for future use.

The main drawback of the SR-DBA algorithm lies in the fact that while an ONU is

actively receiving a VoD stream from the LS, the communication between the CO and the

receiving ONU is disrupted. That is, the CO extracts the Ack activate λS flag bit informa-

tion from the received REPORT control frame (line 8 in Algorithm 2) and considers the

ONU to be inactive on λD. When the ONU is finished with its VoD usage on λS, it will

follow auto discovery MPCP protocols to reactivate its presence on λD thus receiving a

GATE frame. During the assigned window by this GATE frame, the ONU communicates

finishing of VoD download with the CO by setting the Finish VoD flag of the next RE-

PORT frame. The additional time taken for EPON auto discovery protocols is another

limitation of the algorithm.

2.5.3 Single-Receiver Dual-Channel Dynamic Bandwidth Allocation (SRDC-
DBA) Algorithm

The SRDC-DBA algorithm is aimed at addressing the above-mentioned limitations of

SR-DBA while maintaining the previously explained single receiver based architecture

shown in Fig. 2.14. Here, we consider tuning the receiver rapidly between both wave-

lengths within each cycle time thus making it possible to stay active on both wavelengths.
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Algorithm 2 Pseudo code for SR-DBA algorithm

1: ONUi gets request for video V in cycle j
2: ONUi updates Requested Vid ID in REPORTi frame
3: ONUi sends REPORTi on λU in cycle j + 1
4: CO and LS receive the REPORTi
5: if V is available in LS then
6: CO updates Activate λS flag of next GATEi frame
7: ONUi receives GATEi in cycle j + 1
8: ONUi updates Ack activate λS flag in REPORTi frame (cycle j + 1)
9: ONUi tunes receiver to λS from cycle j + 2

10: repeat LS transmits V on λS from cycle j + 2
11: until ONUi is VoD active
12: ONUi follows auto discovery protocols
13: ONUi updates Finish VoD flag of next REPORTi frame
14: CO returns to normal operation
15: else
16: CO calculates popularity of V
17: if V is popular then
18: CO updates next GATEi frame with popularity rating
19: CO sends adjusted GATEi frame in cycle j + 1
20: CO transmits V from cycle j + 2
21: LS retains a copy of V
22: else
23: CO transmits V from cycle j + 1 on λD

Therefore, the SRDC-DBA algorithm effectively allows the ONU to receive data and VoD

contents on the two wavelengths, λD and λS, respectively. The algorithm calculates the

time duration that each ONU is tuned to λS in each cycle in order to receive the trans-

mitted VoD data segment on λS. More importantly, the SRDC-DBA algorithm ensures

the two data blocks addressed to a specific ONU on λD and λS do not overlap with each

other.

Algorithm 3 illustrates the pseudo code explaining the functions of the SRDC-DBA

algorithm. Similarly to the SR-DBA algorithm, SRDC-DBA uses the standardised control

frames of GATE and REPORT to allocate and request bandwidth in the network, respec-

tively. When a user requests a video, the ONU will adjust its next REPORT frame to carry

the Requested Video ID to the CO. Once the REPORT frame is received at the CO and LS,

the CO checks the requested video with the available videos in the LS. In the instance

where the requested video is available in the LS library, the duration of time (Tidle) that



2.5 VoD Delivery Over Local Storage based PONs 47

Algorithm 3 Pseudo code for SRDC-DBA algorithm

1: ONUi requests for video V in cycle j
2: ONUi updates Requested Vid ID in REPORTi frame
3: ONUi sends REPORTi on λU in cycle j + 1
4: CO and LS receive the REPORTi
5: if V is available in LS then
6: CO calculates Tidle i
7: repeat
8: CO updates GATEi frame with Tidle i
9: CO transmits DATAi

10: CO transmits GATEi frame
11: ONUi tunes to λS for Tidle i duration
12: LS transmits V during Tidle i
13: until ONUi is VoD active
14: ONUi updates Finish flag of next REPORTi
15: CO returns to normal operation
16: else
17: CO calculates popularity of V
18: if V is popular then
19: CO updates next GATEi with popularity rating
20: CO sends adjusted GATEi in cycle j + 1
21: CO transmits V from cycle j + 2
22: LS retains a copy of V
23: else
24: CO transmits V from cycle j + 1 on λD

the receiver spends idle on λD within a cycle is calculated at the CO server (line 6 of Al-

gorithm 3). Let Twin be the time duration that a specific ONU receives data addressed to

itself. Then, the idle time can be calculated by subtracting the downstream time window

(Twin) and tuning delay (Ttuning) of the tunable wavelength filter by the full cycle time as

presented in Eq. 2.2 below.

Tidle = Tcycle − Twin − 2 ∗ Ttuning (2.2)

Once Tidle is obtained, the CO updates the next GATE control frame with the idle time

and transmits it to the ONU in the next cycle. The ONU, thus receiving the Tidle value

will re-tune its receivers to λD immediately after it finishes receiving the downstream

VoD content on λS for a duration of Tidle. This will enable the ONU to receive VoD data

on λS during the idle time of the receiver (lines 8 - 12 of Algorithm 3).
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When compared with the DR-DBA and SR-DBA algorithms, the main difference of

SRDC-DBA is the use of a single receiver to receive data and video on both λD and λS

simultaneously. However, similar to SR-DBA, SRDC-DBA will also utilise an extra cycle

when initialising the VoD downstream to communicate the channel details from CO to

the ONU.

2.5.4 Model Evaluation

This section presents the methods used to evaluate the performance of the proposed VoD

delivery algorithms. We measure QoS attributes such as delay, jitter and throughput,

the network power requirements, and the deployment cost of the network considering

the proposed algorithm variants and their respective receiver configurations. The QoS

attributes were measured using packet level simulations while the network power re-

quirement and deployment costs were estimated with formulated mathematical models.

We compare the above mentioned attributes of LS based VoD delivery against a base-

line architecture where VoD is delivered without a local storage server to evaluate the

performance of the proposed algorithm variants.

A. Simulation

A packet level simulator was developed using C# and executed on a computer which

runs .NET Framework 3.5 as the run-time environment. The network and protocol pa-

rameters used in the simulations are listed in Table 2.2. Simulations were carried out

to measure the QoS performance of the VoD delivery. Packet delay, jitter, and network

throughput parameters were measured for the four main cases of our study, namely the

SR-DBA case, SRDC-DBA case, DR-DBA case, and the case where the CO delivers VoD

without the presence of a LS in the PON. Further, to improve the granularity of the re-

sults, the number of active ONUs using the VoD service at a given time is varied from 1

to 32. The results thus represent how packet delay varies under different load conditions.

The simulation time for each run is chosen to be 5 seconds which covers 2500 cycles (cycle

time = 2ms). This duration is sufficient for delay values to reach final average values. We

assume that the VoD requests to the VoD server follow a Poisson distribution model in
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Parameter Value
No. of ONUs in PON 32
Length from ONU to Splitter 1 km
Length from CO to Splitter 20 km
PON Bandwidth 10 Gbps
Cycle time 2 ms
Simulation time 5 s
Inter-frame Gap Time 12 bytes
Maximum Ethernet packet
size

1518 bytes

Minimum Ethernet packet
size

64 bytes

Table 2.2: Network and Protocol Parameters.

order to simulate the request bursts of a typical requesting service. Further, we consider

data and video packet sizes to be uniformly distributed between the standard Ethernet

packet size of 64 to 1518 bytes.

B. Power Consumption Model

In [104], authors have presented the energy savings achievable at the ONU by the use of

10 Gbps vertical cavity surface emitting lasers (VCSELs). They propose sleep and doze

mode operations where transmitter (TX) and receiver (RX) blocks are powered down

to save the power consumption at the ONU. It is shown that a 15% power saving is

achieved when ONU is equipped with a VCSEL transmitter compared to a traditional

DFB based ONU. Further, the authors have formulated a power consumption model for

a distributed storage solution for VoD delivery whereby videos are stored at the CO.

Equation 2.3 describes the power consumption per customer for downstream VoD deliv-

ery over a PON.

Pcustomer(W) =
Pstorage

N
+

Pserver

N
+

KPOLT
N

+ PONU

Pcustomer(W) =

(
V ×M× 17pW/bit

N

)
+

(
B× Nactive × 70W/Gbps

N

)
+

KPOLT
N

+ PONU (2.3)
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In Eq. 2.3, parameter V = 28.8 Gbit is the HD video size assuming an average length

of 60 minutes per video. Parameter M is the number of videos stored where parameter N

represents the number of ONUs supported. Parameter K is the number of OLT line cards

required to support N ONUs and B = 0.008 Gbps is the bit rate for HD video stream. The

terms on the right hand side of the equation represents the power requirement of the CO

storage arrays, CO video server, OLT chassis and ONU, respectively.

The LS equipment placed within the PON comprises a video server and the storage

arrays that contain video data. Due to different equipment requirements and receiver

configurations of considered cases as mentioned in previously, the power requirement of

the PON may vary depending on the size of the network. An overview of the considered

receiver configurations for the three proposed DBAs is shown in Fig. 2.15. Here, we for-

mulate a generic mathematical model to estimate power consumption per customer for

different network sizes. Table 2.3 lists the equipment specifications used for formulat-

ing power consumption models. The power consumption per customer of the proposed

PON architecture (see Fig. 2.15) is given by:

Pcustomer(W) =
PCstorage

N
+

PCserver
N

+
KPLstorage

N
+

KPLserver
N

+
KPOLT

N
+ PONU

Pcustomer(W) =

(
V ×Mcentral × 17pW/bit

N

)
+

(
B× Ncentral × 70W/Gbps

N

)
+

K
(

V ×Mlocal × 17pW/bit
N

)
+ K

(
B× Nlocal × 70W/Gbps

N

)
+

KPOLT
N

+ PONU (2.4)

Equipment Power/ Capacity

Video server ( Nexus 5010, 2 x UCS 6100 Fabric Interconnect, 70 W/Gbps
UCS 5108 Blade server chassis) (Pserver)

Storage arrays (EMC vMax SE) (Pstorage) 17 pW/bit

OLT line card (Alloptic edge 10) (POLT) 80 W

VCSEL-ONU (PONU) 3.984 W

Table 2.3: Equipment Specifications.

In Eq. 2.4, parameter V is the average size of a HD video. We consider this value to
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be 28.8 Gbit assuming an average duration of 60 minutes. The parameters Mcentral and

Mlocal are the numbers of videos stored in storage arrays at CO and LS. The parameter K

is the number of 10 Gbps optical line terminal (OLT) line cards used at the CO (maximum

32 line cards). The parameter N is the number of ONUs supported (maximum N =1024

= 32 OLT line cards × 32 ONUs). The parameters Ncentral and Nlocal are number of active

ONUs using video downstream from CO and from LS respectively. The parameter B =

0.008 Gbps is the bit-rate for the HD video stream. The terms on the right hand side of the

equation account for different components of power consumption per customer arising

from CO storage arrays, CO video server, LS storage arrays, LS video server, OLT chassis

and VCSEL-ONU [104], respectively.

The parameter PONU includes the power consumed by the transmitter and the re-

ceiver at the ONU. The power consumed for the tunable liquid crystal filter is considered

marginal and hence ignored in the power calculations as the filter operates in lower mW

scale (<100 mW) [103]. Further, we consider the LS to be dynamically updated with the

most popular video content. As discussed previously, the Last-k caching algorithm [4] is

used to determine the most popular set of videos based on the past video request arrival

statistics recorded at the CO . In our analysis, we consider Mlocal as 5% of the Mcentral

value to maintain simplicity. That is, we consider 1000 videos are to be stored at CO

(Mcentral = 1000) and 50 most popular videos( 5% out of 1000 videos) are continuously

maintained at LS. Comparative results amongst different cases are less dependent on the

chosen base value for Mcentral since it is common across the three considered cases.

C. Cost Model

In this subsection, we develop a network cost model to estimate the cost of LS-based

passive optical network deployment from a network providers standpoint. The model is

used to estimate the total network cost in two deployment scenarios, namely duct reuse

scenario, and greenfield scenario. The duct reuse scenario assumes reusing of already

available ducts and only considers costs that include blowing fibre into such already

installed ducts. Conversely, the greenfield scenario assumes the network to be deployed

from scratch, thus includes fibre costs related to trenching, laying, and blowing of fibre
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into new ducts. The total deployment cost per customer of the LS based PON is calculated

by:

Ccustomer =
CCO

N
+

KCLS

N
+

C f ibre

N
+

KCsplitter

N
+ C′ONU (2.5)

In Eq.2.5, parameters CCO , CLS, and C′ONU represent the cost contributions arising

from the network equipment at the central office, local storage, and optical network unit

at the customer location, respectively. The parameter C f ibre represents the fibre deploy-

ment costs depending on the considered deployment scenario (i.e. duct reuse or green-

field) in each case. The parameter Csplitter accounts for the cost of the power splitter which

connects the ONUs and the LS to the central office. Further, the parameter N represents

the number of ONUs supported, and the parameter K is the number of OLT line cards

required to support N ONUs. The parameters in the right hand side of the Eq.2.5 are

further elaborated as shown next.

The costs arising from the equipment at the central office (CCO) is calculated by:

CCO = K× COLT + Cserver + Cstorage (2.6)

where, parameters COLT, Cserver, and Cstorage account for the cost contribution from the

OLT line cards, the VoD server machine, and the VoD storage arrays located at the central

office.

The costs arising from the equipment at the local storage (CLS) is calculated by:

CLS = CLSserver + CLSstorage + CTX + 2× CRX (2.7)

where, parameters CLSserver and CLSstorage account for the cost contributions from the VoD

server machine, and the storage arrays, which are located at the LS, respectively. Further,

the parameters CTX and CRX represent the costs arising from the additional light source

(transmitting on λS), and the receiver module, respectively. Here, two photo-detectors

have been considered to facilitate receiving on both upstream and downstream transmis-

sions of the PON simultaneously.

The costs arising from the equipment at the ONU (C′ONU) depends on the considered
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receiver configuration due to additional equipment (RX blocks, couplers, filters, etc.) be-

ing used (as shown in Fig. 2.15). Eq. 2.8 presents the adjusted cost calculation for the

considered two receiver configurations.

C′ONU =


CONU + Ccoupler + 2× CRX + 2× Csta f ilter, for dual-receiver configuration

CONU + CRX + Ctun f ilter, for single-receiver configuration

CONU no LS case
(2.8)

In Eq. 2.8, the parameter CONU account for the cost of the ONU equipment located at the

customer premises. The parameters CRX, represents the cost arising from the additional

photo-detectors at the ONU. Futher, parameters Ccoupler, Csta f ilter, and Ctun f ilter account

for the cost contribution from the optical couplers, static filters, and tunable filters, re-

spectively.

We use the above formulated network cost models to estimate the deployment costs

of a LS based PON for the network provider. Here, we consider a network of 32 PONs

each supporting 32 ONUs each (1024 ONUs). In our analysis, we consider all equipment

costs with respect to the cost of a GPON ONU, which is considered as a cost unit (CU).

The considered equipment and infrastructure deployment costs are listed in Table 2.4.

The proposed LS based VoD delivery algorithms are evaluated using the discussed

packet level simulations, power consumption models and cost models. Results are pre-

sented in the next section.

2.5.5 Results and Discussion

This section presents the results from the packet-level simulations, power consumption

models, and cost models to study the performance of LS based VoD delivery. Fig. 2.16

plots the average VoD packet delays against different network load conditions. The ob-

served sudden increment of delay in the SRDC-DBA curve where the number of active

ONUs is one, could be explained by the dynamic nature of the DBA. When a single ONU

is active, the DBA assigns the bandwidth on λS entirely to the active ONU. However, the
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Figure 2.15: Receiver configurations used for DR-DBA, SR-DBA, and SRDC-DBA.

Component Cost [CU]
OLT (COLT) 463
ONU (CONU) 3.1
VoD server
(Cserver, CLSserver)

288

Storage arrays
- 12TB (at CO) (Cstorage) 55.6
- 1TB (at LS) (CLSstorage) 6.5
Power splitter (Csplitter)
- 1:32 6.6
- 2:32 6.8
Filter
- static (Csta f ilter) 1.5
- tunable (Ctun f ilter) 3
Coupler (Ccoupler) 1
TX block (CTX) 1.5
RX block (CRX) 1.5
Fibre (CU/km) (C f ibre)
- duct reuse 300
- greenfield 904

Table 2.4: Costs of considered components.
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Figure 2.16: Delay as a function of number of active ONUs.

full assigned time window of the entire cycle cannot be used because the receiver should

be re-tuning to λD in each cycle to receive its downstream data from the CO. This will

introduce additional queuing delay for the VoD data packets. Also, all three algorithms

SR-DBA, SRDC-DBA and DR-DBA show delay increments with increase of number of

active ONUS. This is due to the packet delay introduced when the LS time window size

dynamically varies with the change of active ONUs. Delay values in SR-DBA and SRDC-

DBA curves indicate marginally higher delays compared to the DR-DBA case irrespective

of the network load. This is due to the utilisation of an extra time cycle at the VoD de-

livery initialisation of the both SR-DBA and SRDC-DBA algorithms. More importantly,

results in Fig. 2.16 indicate that all SR-DBA, SRDC-DBA and DR-DBA cases show lower

delays than the architecture without LS due to the use of a LS to cache VoD data closer to

the end user. The observed improvement in delay performance is marginal ( 4% to 5% )

with respect to the no LS case since the VoD server is considered to be placed at the CO

which is only 20 kms from the ONUs. Comparatively, better delay performances could be

expected where the VoD server is placed farther away from the end user in architectures

such as long-reach PONs [105].

Fig. 2.17 shows average packet jitter curves against different network loads. Jitter
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Figure 2.17: Jitter as a function of number of active ONUs.

is considered as the variation of packet delays. For cases SR-DBA, SRDC-DBA and DR-

DBA, jitter levels increase with the number of active ONUs due to the additional packet

delay variations caused by the change of LS window cycle every time an ONU joins or

leaves. Jitter levels are indicated to be lower than that of no LS case when the number

of active ONUs are very low. This is due to the low number of ONU additions, which

in turn will cause less packet delay volatility on λS. Jitter values in the architecture with-

out LS are constant around 0.16 ms irrespective of the network load. This is due to the

time division multiple access (TDMA) nature of the λD transmission. Curves indicate

that when the number of active ONUs increases beyond 3 ONUs, average jitter levels of

SRDC-DBA and DR-DBA increase above the jitter value of the without LS case. However,

we can use jitter buffers at the ONUs to offset such delay variations, even in the worst

case where the jitter is still <0.3 ms.

Fig. 2.18 plots the maximum achievable aggregated throughput levels. Aggregated

throughput is considered as the total combined throughput received on both λD and λS.

As illustrated in Fig. 2.18, the achievable throughput levels in architectures with the LS

are higher than that of the architecture with no LS. This is due to the use of the additional

wavelength λD to transport the high priority VoD traffic to the ONUs. Further, since λS is
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Figure 2.18: Maximum achievable aggregated throughput on λD and λS.

Figure 2.19: Power consumption per customer and percentage power increment as a
function of number of active ONUs.
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shared only amongst the active VoD ONUs in the PON, high throughput could be main-

tained throughout different network loads. Due to the TDMA nature of downstream

transmission on λD, achievable bandwidth will depend on the number of active ONUs.

This behaviour is exhibited by the aggregated throughput curve of the architecture with-

out LS in Fig. 2.18. The throughput values for the SR-DBA algorithm are maintained

around half of the throughput levels achieved by SRDC-DBA and DR-DBA algorithms.

This is due to the mentioned limitation of the SR-DBA algorithm where data could only

be received on a single wavelength at a given time (either on λS or λD). Our results

clearly suggest that both SRDC-DBA and DR-DBA both show similar maximum achiev-

able throughput levels. Results also show that the penalty in utilising two receivers in the

DR-DBA algorithm compared to a single receiver in SRDC-DBA algorithm is negligible.

This is due to the relatively fast switching speed of the liquid crystal wavelength filter (≈

10 µs) with respect to the cycle time (2 ms) of the simulation.

The power consumption per customer values estimated from the mathematical mod-

els discussed in Section 2.5.4 are plotted in Fig. 2.19. Here, we consider a network that

connects 1024 ONUs (CO housing 32 OLT line cards that connect 32 ONUs per line card)

to estimate the power consumption per customer in a large scale VoD system. Results

show that the power consumption per customer for all three cases reduces as the num-

ber of ONUs increases. This is due to the equipment power requirement being shared

amongst more ONUs as the network scales. Both architectures in SR-DBA and SRDC-

DBA are similar in terms of the equipment considered. According to our power con-

sumption model, the power estimation curves for SR-DBA and SRDC-DBA is identical

due to the use of identical equipment. Therefore, both SR-DBA and SRDC-DBA cases

are represented by the curve (in red) which is labelled as SR/SRDC-DBA in Fig. 2.19.

The architecture without LS shows the lowest power consumption values. The DR-DBA

architecture shows the highest power consumption values as two receivers are used to

receive on λD and λS. This increment of power consumption is attributed to the power

consumed by the additional receiver at each ONU. Therefore, the power consumption

for SR/SRDC-DBA case lies in between the power consumption of DR-DBA and the no

LS cases. Further, Fig. 2.19 also plots the percentage of power increment for the two
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Figure 2.20: Power consumption per ONU. Equipment-based contribution break-down
for 1 OLT line card servicing 32 ONUs and 32 OLT line cards servicing 1024 ONUs.

proposed algorithms as compared to the architecture without LS. The SR/SRDC-DBA

algorithms show a 4% increment over the no LS case where the DR-DBA records a 54%

increment in power consumption per ONU.

Fig. 2.20 illustrates the power consumption estimations for each of the four architec-

tures as a composition of equipment contributions. The power consumption per ONU

from each portion of the architecture at two network sizes, namely 1 OLT line card ser-

vicing 32 ONUs and 32 OLT line cards servicing 1024 ONUs, are plotted. The results on

Fig. 2.20 show that the power consumption per ONU decreases as the network size is

increased. This is due to the power consumed by common equipment i.e, central storage,

central server etc., being shared amongst more ONUs. Amongst the four architectures,

the DR-DBA architecture consumes the most power due to the use of two receivers at

the ONU. Further, results clearly show that as the network scales, the power consump-

tion per ONU is mainly contributed by the power requirement of the ONU itself. This

value is significantly contributed by the power drawn by the receiver. Therefore, when

a network size of 1024 ONUs with 32 OLT line cards is considered, results suggest that

single-receiver based algorithms present minimum power consumption per ONU.
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Figure 2.21: Cost per ONU. Equipment-based cost breakdown for 32 OLT line cards ser-
vicing 1024 ONUs.

Fig. 2.21 presents a breakdown of network deployment cost based on the considered

equipment and network infrastructure in each algorithm. We considered a deployment

of a LS based PON network to support VoD delivery for 1024 ONUs (32 OLT line cards

at the CO, supporting 32 ONUs each), under two deployment scenarios (greenfield and

duct reuse). The greenfield scenario considered deployment of the network in a area

where current network infrastructure is not available. The duct reuse scenario considered

blowing fibre into already installed ducts, thus reducing the fibre-related costs compared

to the greenfield scenario. Results clearly highlight that in both greenfield and duct reuse

deployment scenarios, the network cost is mainly dominated by the fibre deployment

costs accounting for at least >93% of the total deployment cost in all considered cases.

Further, comparing the duct reuse deployment against greenfield deployment, duct reuse

scenario records significantly lower deployment cost due to reduced fibre-related costs,

that is 300 CU/km compared to 903 CU/km in the greenfield scenario. Comparing the

algorithm variants against the baseline architecture, the DR-DBA algorithm shows the

highest deployment cost per ONU due to the considered additional equipment at the

ONU. The SR-DBA and SRDC-DBA algorithms present slightly lower deployment costs

compared to the DR-DBA algorithm thanks to the use of a single tunable receiver. The

lowest deployment cost is recorded for the baseline architecture where the local storage is

not considered in the PON. However, irrespective of the algorithm variant or the deploy-
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Algorithm Greenfield Duct Reuse
SR-DBA 1.07% 3.13%
SRDC-DBA 1.07% 3.13%
DR-DBA 1.1% 3.23%

Table 2.5: Percentage of incremental deployment cost considering duct reuse and green-
field deployment of LS based PON.

ment scenario considered, the contribution from the local storage equipment towards the

network deployment cost is relatively insignificant. This is mainly due to high cost of

the fibre-based infrastructure deployment. Another reason is the LS-related cost being

shared amongst multiple connected ONUs.

Table 2.5 presents the percentage of incremental deployment cost of LS based VoD de-

livery with respect to the baseline architecture considering the two deployment scenarios.

The incremental costs are attributed to introduced LS equipment and receiver configura-

tions considered for each proposed algorithm variant. The results clearly show that the

incremental cost of LS based VoD delivery is marginal, that is approximately 1% and

3% increments in deployment cost in greenfield and duct reuse deployment scenarios,

respectively. The SR-DBA and SRDC-DBA algorithms record slightly lower deployment

cost increments compared to DR-DBA algorithm. This is due to the use of a single tunable

receiver at the ONU. This incremental deployment cost is the cost trade-off of enabling

improved VoD delivery over PONs using the LS.

2.6 Summary

In this chapter, we proposed three dynamic bandwidth allocation algorithms to opti-

mise VoD delivery over passive optical networks by exploiting a strategically placed lo-

cal storage server maintaining the set of most popular video content closer to the cus-

tomer. The three algorithms, DR-DBA, SR-DBA, and SRDC-DBA are compared against

the CO-based VoD delivery. The simulation results show that the delay and achievable

throughput levels are improved when a LS is utilised. Nonetheless, jitter levels are in-

creased with the use of the LS. However, the increment could be easily alleviated by

using jitter buffers at the ONUs. Comparing the single receiver based algorithms (SR-
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DBA and SRDC-DBA) against the dual receiver based DR-DBA algorithm, results show

that both algorithms produce almost similar delay improvements and jitter variations.

However, when throughput is considered, both DR-DBA and SRDC-DBA algorithms

outperforms SR-DBA through the use of dual channel downstream transmission. With

the introduction of active elements (local storage server and storage arrays) to the access

network, an increase in network power consumption and deployment cost is inevitable.

The results from the power consumption models show that the single receiver based al-

gorithms, namely, SR-DBA and SRDC-DBA, only result in a power increment of 4% per

ONU where as DR-DBA shows a high power increment of 54% per ONU compared to

the no LS case. Therefore, comparatively, the SRDC-DBA algorithm delivers similar QoS

and throughput improvements as the dual receiver based DR-DBA algorithm, but con-

sumes a substantially less amount of power. Moreover, when the deployment cost is

considered, the results from the cost model shows that the deployment cost of the local

storage based PON is mainly contributed by the fibre-related costs and the cost spent for

LS equipments is comparatively insignificant (<2% of total deployment cost per ONU).

In the next chapter, we take our discussion towards the wireless mobile access net-

works. We propose two approaches, a heuristic-based algorithm and a linear program to

solve the transmit power control problem in an effort to improve the energy-efficiency of

the wireless mobile access network.



Chapter 3

Green Heterogeneous Cellular
Networks

This chapter focuses on the wireless mobile access network. We propose an energy-efficient transmit

power control mechanism which dynamically adjusts the transmit power of base stations of a heteroge-

neous cellular network. Power saving is achieved by exploiting cell zooming techniques for the small

cell base stations based on their hourly demand variations. The chapter proposes a heuristic-based al-

gorithm and a linear program to solve the transmit power control problem and discusses power saving

opportunities using simulation results.

3.1 Introduction

I
N this chapter, we focus on the energy-efficient power control solutions for wireless

mobile access networks. The wireless mobile access networks use radio waves in the

ultra high frequency (UHF) spectrum of the electromagnetic spectrum to connect mobile

users to the cellular base stations (BSs). Reports on mobile data traffic highlight that mo-

bile data traffic has grown 4,000-fold over the past 10 years and almost 400-million-fold

in 15 years [106]. The same report also highlights that global mobile data traffic will in-

crease nearly eight-fold between 2015 and 2020. For these reasons, network providers

are beginning to deploy large scale mobile access network infrastructure to meet the im-

pending growth in mobile traffic. However, due to large numbers of BSs being deployed,

the increasing operational network power consumption has become a challenge for net-

work operators. The power consumption of BSs is identified as the main contributor to

the network power consumption, contributing to about 60% of the network power us-

age [5]. Therefore, energy-efficiency becomes an important parameter in the design of

63
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next-generation wireless mobile access networks.

In general, the energy-efficiency of wireless mobile access networks is a well-studied

and researched subject. Out of the many approaches proposed, a relatively novel con-

cept named cell zooming (also known as cell size breathing) is considered in detail in this

chapter. Cell zooming involves dynamically adjusting the cell coverage radius by control-

ling the transmission power of the small cell BSs. Our aim in this chapter is to propose

a novel approach that exploits dynamic transmit power control based on the temporal

variations of the hourly mobile traffic demand during a day to design an energy-efficient

wireless mobile access network. In particular, we present two methods to solve the op-

timal transmit power control problem considering a heterogeneous wireless access net-

work architecture.

The chapter is organised as follows. In Section 3.2, we discuss the wireless access net-

work and the most commonly recognised state-of-the-art wireless access network tech-

nologies. We then discuss the heterogeneous networks architecture followed by a dis-

cussion on the key challenges of heterogeneous network deployments such as the coex-

istence of small cell BSs with existing macro cell networks in a heterogeneous network,

self-organising capability and backhauling of the small cells. Then, in the Section 3.3,

we discuss the energy-efficiency of heterogeneous networks with a classification of com-

monly used approaches to improve energy-efficiency of heterogeneous access networks.

The concept of cell zooming is also discussed in detail here. Next, in the Section 3.4, a

comprehensive review of the most notable efforts towards energy-efficiency of heteroge-

neous networks is presented. In Section 3.5, we present a heuristic-based transmit power

control algorithm to solve the optimal power control problem of the heterogeneous mo-

bile access network. Then, in Section 3.6 we take on a different approach to solve the

same problem by formulating a linear program (LP).

The LP approach produces a global optimal solution whereas the heuristic-based

algorithm produces a sub-optimal solution. However, the heuristic-based approach is

computationally straightforward compared to the LP. As a result, the heuristic approach

is able to model larger network segments than the LP. A network operator could ini-

tially model a large wireless mobile access network scenario to gain an insight of the
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network operational power consumption with the heuristic-based sub-optimal solution.

Subsequently, the LP could be used to model smaller and more specific segments of the

network for a more detailed and optimal transmit power solution. The heuristic-based

algorithm and the optimisation program proposed in this chapter present opportunities

to save energy in heterogeneous wireless access networks. The chapter concludes with a

summary of the results gathered from both approaches in Section 3.7.

3.2 Wireless Access Networks

Standardising bodies such as the Institute of Electrical and Electronics Engineers (IEEE)

and the Third Generation Partnership Project (3GPP) have set forth various wireless ac-

cess technologies towards effective operation of wireless access networks. A typical wire-

less access network architecture is shown in Fig. 3.1. In the wireless access network seg-

ment, wireless end users are connected to BSs which are in turn connected to the wireless

core network through a wireless backhaul network. The wireless core network consists

of gateways that provide connections to other networks, and the management entities

that are responsible for managing the wireless users connected to the network.

Figure 3.1: Wireless access network architecture.
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3.2.1 Wireless Access Network Technologies

Different wireless technologies use different sets of operations and QoS mechanisms to

efficiently serve its end users. Next, we elaborate on these aspects focusing on three state-

of-the-art wireless broadband access network technologies namely long-term evolution

(LTE), mobile WiMAX and WiFi. In particular, our discussion will be focusing on the

LTE network, the most preferred wireless broadband access network technology today

[107]. However, irrespective of the technology in use, carriers are still striving to find a

cost-effective solution to serve the ever-increasing bandwidth demand in their wireless

access networks.

A. Long-Term Evolution (LTE)

LTE is an all-IP network [108]. The core network segment of the LTE is referred to as

evolved packet core (EPC) which consists of packet gateways and a mobility manage-

ment entity (MME). The access network of LTE consists of BSs (which are termed as

evolved-nodeBs (eNBs)), and user equipment. The eNBs are capable of allocating radio

resources to its connected users without the help of the EPC [108]. An interface referred

to as a S1 is used to manage communications between the eNBs and EPC. Further, LTE

facilitates communication amongst neighbouring eNBs by introducing an additional in-

terface referred to as X2. The X2 interface is a fairly new concept in relation to the wireless

access technologies. Therefore, the implementation of a backhaul network that can effi-

ciently facilitate both the S1 and X2 interfaces has been considered a crucial requirement

for the deployment of LTE and also for its future releases.

Orthogonal-frequency division multiplexing (OFDM) is used as the multiple access

technology in the downlink of the LTE network. However, in the uplink, the single-

carrier frequency division multiplexing (SC-FDMA) scheme is used [109]. The LTE uses

a concept called evolved packet system bearer to facilitate recommended QoS parameters

for diverse next-generation broadband services [110]. These LTE bearers can be mainly

classified into two types: guaranteed bit rate (GBR) and non-GBR. In GBR bearers, a

specific set of parameters are maintained for the entire duration of the bearer’s lifetime

[111]. Each of these bearers is accompanied by a unique QoS class identifier (QCI) and
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Type QCI Priority Delay budget Example services

GBR

1 2 100ms Conversational voice
2 4 150ms Conversational video (live streaming)
3 3 50ms Real time gaming
4 5 300ms Non-conversational video

non-GBR

5 1 100ms IMS signaling
6 6 300ms Buffered streaming
7 7 100ms Voice, Live streaming video, Interactive gaming
8 8

300ms
Video (buffered streaming), TCP-based

9 9 applications (e.g., www, e-mail, chat)

Table 3.1: LTE quality of service (QoS) classes.

an allocation and retention priority (ARP). While the ARP is used for the call admission

control purposes, nine different QCIs are used to facilitate required QoS for different

services. Each of these QCIs is characterised by its priority, packet delay budget and

acceptable packet loss rate. These parameters of QCIs and their example services are

listed in Table 3.1.

B. Mobile WiMAX

WiMAX is based on the IEEE 802.16 family of standards. Similar to the LTE, WiMAX

is also an emerging wireless broadband access technology for high speed mobility ac-

cess. Mobile WiMAX was first standardised as IEEE 802.16e [112] and the latest release

is standardised as 802.16m. Mobile WiMAX uses orthogonal frequency division multi-

ple access (OFDMA) in both the uplink and downlink [113]. Moreover, this technology

supports two architectural models, namely point-to-multi-point (PMP) mode and mesh

mode [114]. In PMP mode, the BS acts as a centralised controller to handle the wireless

channel allocations for its active subscriber stations (SSs). In the mesh mode, traffic can

be routed via SSs and bandwidth allocation decisions are also distributed amongst SSs.

In WiMAX, the medium access control packet data unit (MACPDU) is used to en-

capsulate data that traverses within the network. The QoS classes supported by WiMAX

are connection-oriented where five different QoS classes are defined to support diverse

broadband services [115]. These classes of services are universal grant service (UGS), ex-

tended real time pooling service (ertPS), real time pooling service (rtPS), non-real time

pooling service (nrtPS), and best effort (BE). Depending on the latency, jitter, and band-

width requirements of a service, one of these QoS classes can be selected. Similar to the
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LTE, the resource scheduling mechanisms in the WiMAX play a major role in guarantee-

ing required QoS for the end users and hence, many studies have investigated methods

to improve the resource handling in the WiMAX [116].

C. WiFi

WiFi is a wireless local area network (WLAN) technology which is based on the IEEE

802.11 family of standards [117]. Even though WiFi was introduced to facilitate wire-

less access in private environments such as in a house or in an office, now it is used

in public places to provide broadband access [118]. The integration of WiFi and pre-

viously discussed wireless access network technologies are proposed in many studies,

e.g., [119, 120]. Moreover, despite the fact that the reach of a WiFi network is small in

comparison to the LTE and WiMAX networks, it is identified as an efficient solution to

provide higher bandwidth to the end users [121]. The latest version of WiFi uses the

OFDM-based transmission scheme. The WiFi network supports QoS differentiations for

diverse services by classifying the traffic into eight different priorities. Depending on the

network requirements, WiFi has the ability to facilitate different implementation archi-

tectures such as independent basic service set and infrastructure basic service set [122].

These architectures define how the WiFi stations communicate with each other in the

network.

3.2.2 Heterogeneous Networks and Their Challenges

The evolution of mobile communication technologies is currently progressing towards

the fifth-generation [123–125]. Each wireless access technology uses different multiplex-

ing, modulation and coding techniques to improve the efficiency of radio channels [126–

128]. Moreover, to increase the bandwidth by utilising available spectrum more effi-

ciently, a mechanism called dynamic spectrum management is also investigated [129]. In

order to facilitate this operation, a new intelligent radio network called cognitive radio in

which the radio can change its parameters according to the channel conditions, is intro-

duced in [130].

However, these approaches do not solve the problems arising from the bandwidth
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requirements completely as the radio spectrum is a finite resource. Therefore, the growth

rate of technology lags behind the massive growth of the mobile traffic. However, tech-

nology upgrades alone cannot fulfil the requirements in relation to ubiquitous access. In

order to facilitate both high bandwidth and ubiquitous access, the deployment of hetero-

geneous network is considered as an effective strategy today [131,132]. In this approach,

small cells are deployed to supplement existing macro cell network. A small cell is ba-

sically a BS that provides lower reach compared to typical macro-cellular BS and hence

uses a lower transmission power. These small cells are expected to be deployed inexpen-

sively in light poles or sides of buildings. Such heterogeneous network architecture is

considered in our work and presented in this chapter.

A typical macro cellular network and a heterogeneous network that has both macro

and small cells are shown in Fig. 3.2 (a) and (b), respectively. As shown, some of the

areas that were not properly covered by the macro cellular network can be covered by

deploying small cells. Moreover, in comparison to the network shown in Fig. 3.2(a), the

number of users per cell is lower in the heterogeneous network shown in Fig. 3.2(b),

which increases the per user capacity. It is clear that the deployment of inexpensive

small cells can be used to increase per user bandwidth and also the network coverage.

In addition to these major benefits, another advantage from a small cell network (SCN)

from the end user’s point of view is that it can improve the battery life of mobile devices.

This is because mobile devices can be operated in low transmit power mode as the BSs

are now closer to the end users. When transmit power is decreased, the battery life of a

mobile communication device is increased.

Despite these benefits, due to the high number of small cell deployments, a new set of

challenges are introduced [131]. In the following subsections, we will discuss these major

challenges and the approaches proposed to overcome those.

A. Coexistence of Small Cells with Existing Macro Cellular Networks

One of the key challenges of deploying small cell deployment is the method in which

the small cells cooperate with the already existing macro cell BSs in a heterogeneous

network. In particular, the most challenging aspect of this is when the same set of users
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(a)

(b)

Figure 3.2: (a) Macrocellular network (b) Heterogeneous network.

is serviced by both macro and small cells. The aforementioned scenario is graphically

presented in Fig. 3.2(b). As shown, the network consists of two tiers of cells. In this

case, the coordination between the two tiers of cells is important to mitigate interference

[133]. This is due to the typical mobile devices being set to communicate with the BS from

which it can receive the highest signal strength. In a general environment, this would be

the high power macro cell. As a result, most users will tend to connect with the macro

cells. Thus, even distribution of load amongst the multiple tiers to take advantage of the

full capacity provided by the heterogeneous network becomes an important challenge.

Interference cancellation techniques in the user equipment and the coordination between
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two tiers have been studied in order to overcome this challenge [133].

Another challenge is the usage of a single frequency spectrum amongst different tiers

of heterogeneous networks [134]. The authors of [134] discussed different approaches

such as frequency planning and implementation of power control mechanism to mitigate

cross-tier interferences in the heterogeneous network. Their simulation results indicated

that the frequency planning techniques can potentially be one of the most effective ap-

proaches to reduced interference issues in data channels. Moreover, a theoretical frame-

work to analyse the performance of a multi-tier heterogeneous network that consists of

macro and pico cells is discussed in [132]. In particular, its authors use a random spacial

model to analyse the coverage performance. Their simulation results showed that the

user experience can be significantly increased by introducing the multi-tier network in

the wireless access domain.

Furthermore, the standardisation bodies have also taken heterogeneous network op-

erations into account when standardising wireless technologies. These bodies have in-

cluded different mechanisms in their latest releases to cope with the interference issues

related to the SCN deployment. For example, 3GPP included the enhanced inter-cell in-

terference coordination (ICIC) mechanism for the heterogeneous network operation in

their LTE standard [135].

B. Self-Organising Capability

As large numbers of small cells are expected to be deployed, managing each and ev-

ery small cell individually would be a complex task. The capability of self-configuring,

planning and optimising the parameters up to some extent is important in reducing the

operational costs of large scale deployments. Therefore, the self-organising capability

of SCNs is considered an important deployment requirement. Depending on the traffic

load, channel conditions, and the performance of neighbouring cells, a small cell BS is ex-

pected to independently optimise its parameters such as transmit power and frequency

channels. In [136], the authors described how different techniques can be implemented

to overcome some of the challenges related to small cell deployments. These techniques

include self-organising network (SON), multi-input multi-output (MIMO), carrier aggre-
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gation, and inter-cell interference coordination (ICIC). The authors further described the

SON by categorising it into two types: distributed and centralised.

The importance of using self-organising to overcome complications related to small

cell planning is discussed in [131]. The same study reviews the issues arising from fre-

quent handovers due to the low radii of small cell BSs. In a subsequent publication [137],

the authors further investigate how large scale SCNs could be efficiently analysed con-

sidering parameters such as path loss, BS cooperation, inter-cell interference, and limited

backhaul. In their work, the authors used random matrix theory to analyse the perfor-

mance of SCNs.

C. Backhauling Small Cells

In a hierarchical telecommunications network, the backhaul portion of the network com-

prises the intermediate links between the core network and the small cells. Backhaul cost

is estimated to be 30% of the overall mobile network cost [138]. With the deployment

of high numbers of small cells, the cost of backhaul links is predicted to further increase

rapidly. Therefore, providing a cost-effective backhaul that also satisfies the requirements

of the diverse mobile services become a challenge in realising the SCN [139].

Different backhaul technologies for SCNs are discussed in [140, 141]. These technolo-

gies can be mainly categorised into two types: wired and wireless. Direct fibre, xDSL, and

passive optical networks (PONs) are examples of wired access technologies discussed in

these studies. However, microwave (6 - 60 GHz), millimetre wave (60 - 80 GHz) and satel-

lite technologies are considered as wireless backhaul options. These millimetre wave and

microwave radio frequency (RF)-based backhaul technologies can be again categorised

into line of sight (LOS), non line of sight (NLOS), and near line of sight (nLOS) technolo-

gies, depending on their propagation capabilities. In [141], the authors proposed the use

of a combination of different technologies for backhauling small cells where they focus

on the delay, reach, and bandwidth that can be achieved through each of these different

options.

Amongst the backhaul technologies studied for SCNs, optical fibre technology is

identified as the most suitable for the cellular networks as it provides high bandwidth
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and fault tolerant access [142]. However, due to the high initial costs and longer roll-out

times in greenfield scenarios, deploying new fibre networks to backhaul small cell is still

questionable. Nevertheless, to provide cost-effective fibre backhaul for small cells de-

ployment, several solutions have been investigated in literature. The work reported in

[142] pointed out that the backhauling cost can be saved by deploying wireless backhaul

links as an interim solution, until fibre infrastructure is in place.

In addition, leveraging existing wire-line networks is another smart approach to pro-

vide fibre backhaul closer to the small cells. The usage of VDSL2 and Gigabit passive opti-

cal network (GPON) for small cell backhauling is discussed in [143]. The authors pointed

out that using these two most popular wire-line access networks, service providers will

be able to provide proper backhaul for small cells while reducing the total cost of owner-

ship. In particular, PON is considered as a long-term solution for small cell backhauling

as per the higher bandwidths offered by PON technologies. This is because, depending

on the bandwidth requirement of a small cell or any other user, the split ratio of a PON

can be adjusted. Therefore, approaches to leverage existing fibre resources and to use

PON for the purpose of backhauling small cell warrant comprehensive research investi-

gations.

3.3 Energy-Efficiency of Heterogeneous Networks

With increasing awareness of global warming and environmental consequences of in-

formation and communications technology (ICT), researchers have been seeking solu-

tions to reduce energy consumption [144, 145]. Cellular networks, as the main contribu-

tor to the network power consumption, have drawn considerable attention in literature

[146–150]. The deployment of heterogeneous network with low power small cells is con-

sidered to be a potential approach to reduce the overall power consumption of the radio

access network (RAN) [151, 152]. However, as an abundant number of small cells are

expected to be deployed, the energy consumption arising from a SCN can be signifi-

cant although it is lower than a typical macro cell deployment. Therefore, improving the

energy-efficiency of the heterogeneous networks is considered as one of the most impor-
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tant aspects. As a result, an innovative new research area called green cellular networks

concentrating on environmental influences of cellular networks has been formed and has

attracted considerable research interest. For mobile operators in particular, another mo-

tivation and objective of green approaches is to gain extra commercial benefits, mainly by

reducing operating expenses that arise from energy costs [148, 150]. Various distinctive

approaches to reduce energy consumption in a mobile cellular network have been pro-

posed. Next, we classify these approaches broadly into five different domains, as detailed

below.

A. Green Hardware Components

This approach aims to improve hardware components (e.g., power amplifiers) with more

energy-efficient designs. In [153], the authors present an envelope tracking wideband

code division multiple access (WCDMA)/ WiMAX BS amplifier based on high-voltage

heterojunction bipolar transistors (HV-HBTs) that satisfies the linearity requirements of

WCDMA and WiMAX standards. In [154], the authors propose a highly efficient feed-

forward amplifier using a RF high power Doherty amplifier which utilises a single push-

pull packaged LDMOS FET, which generally has a low power added efficiency (PAE) of

6 - 10%. In [155], the authors developed a broadband class-AB GaAs HBT power ampli-

fier that demonstrates high linear output power and low distortion at very low operating

currents for the third-generation CDMA and fourth generation LTE applications. How-

ever, the performance of most components used in current cellular network architecture

is unsatisfactory from the energy-efficiency stand point. Considering, for example, the

power amplifier, the component consuming the largest amount of energy in a typical cel-

lular BS, more than 80% of the input energy is dissipated as heat. Generally, the useful

output power is only around 5 - 20% of the input power [151]. The authors in [151] also

showed that the potentially optimised ratio of output power to input power for power

amplifiers (power efficiency) could be as high as 70%. Accordingly, a substantial amount

of energy savings can be achieved if more energy-efficient components are adopted in

the cellular networks. However, the implementation costs of these approaches are high

when considering larger coverage and the need for high power efficiency. Therefore,
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Figure 3.3: Breakdown of energy consumption in cellular networks (Source: Vodafone
[5]).

careful consideration in both operational and economical aspects by network operators

is required before decisions on hardware replacement are made.

B. Sleep-mode for BSs

Sleep-mode approaches aim to selectively turn off some resources in existing network ar-

chitecture during non-peak traffic hours [156–160]. Approaches in this category generally

try to save energy by monitoring the traffic load in the network and then decide whether

to turn off (or switch to sleep-mode, also referred to as low power mode or deep idle mode in

some literature), or turn on (or switch to active mode, ready mode, or awake mode) certain

elements in the network. Unnecessary energy consumption contributed by, for example,

air conditioning under-loaded BSs, can be avoided by adopting such sleep-mode mech-

anisms. These approaches generally involve switching certain elements including (but

not limited to) power amplifiers, signal processing unit, cooling equipment, the entire

BS, or the whole network between sleep-mode and active mode [161]. Most often, sleep-

mode techniques focus on turning off BSs during the off-peak traffic hours. This is due to

the fact that BSs contribute to the highest proportion of energy in wireless networks [5].

Fig. 3.3 presents a breakdown of energy consumption in cellular networks.

We will now discuss some of the most effective sleep-mode mechanisms that have
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been proposed in the literature. In order to reduce the energy required to transport a sin-

gle bit, the authors in [156] introduced sleep-mode operation to the small cell network. In

sleep-mode operation, the cells that do not have any active users are switched off. Their

simulation results indicated that using these methods a significant amount of energy can

be saved in the RAN. Moreover, authors also studied the implications of cell size reduc-

tion on the energy consumption of the RAN. Their results showed that the reduction of

cell size leads to low energy consumption in comparison to typical macro cell network.

In [157], the authors adopt an analytical approach towards designing optimal sleep-

ing parameter and transmit power (and thus service rate) jointly for energy-delay trade-

offs considering non-real time user requests arrival at the BSs. In [159], the authors intro-

duce sleep-mode transmission for BSs in a LTE cellular network, termed as discontinuous

transmission (DTX). The simulation results show that cell DTX is most efficient when the

traffic load is low in a cell. The technology potential for a metropolitan area is shown to

be 90% reduced energy consumption compared to no use of cell DTX [159].

Furthermore, a new class of sleep-mode algorithms was introduced to improve energy-

efficiency of SCNs in [160]. In these algorithms, the hardware components of the BSs are

completely switched off in the idle mode. Additionally, the BSs enter to the sleep-mode

depending on their traffic conditions. The authors further discussed three different strate-

gies to control sleep-mode operation. These strategies are core network driven, small cell

driven and user equipment driven operations. With the help of simulations, authors

showed that these algorithms can be said to effectively reduce the energy consumption

of the heterogeneous wireless access network.

In [162], the authors investigate the energy savings that are possible for existing mo-

bile networks by exploiting daily variations in network traffic. This saving is obtained

by introducing a feature that dynamically puts low loaded cells into sleep-mode, during

which radio equipment is effectively powered down, reducing the networks energy con-

sumption. Throughout this investigation, the variation in network traffic is achieved by

changing the number of users being simulated.
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C. Radio Transmission Process Optimisation

Radio transmission process optimisation approaches work on the physical or MAC layer.

Advanced techniques including MIMO technique, cognitive radio transmission, coop-

erative relaying, channel coding, and resource allocation for signalling have been stud-

ied to improve energy-efficiency of telecommunication networks (e.g., [5, 163–167]). A

variety of approaches have been proposed to efficiently utilise resources in time, fre-

quency, and spatial domains to achieve energy saving. Similar to approaches based on

sleep-mode, this family of approaches does not generally require upgrade of hardware

components in the system. However, trade-offs between energy-efficiency and other per-

formance metrics, such as delay and jitter of the network are inevitable. Based on infor-

mation theory, four fundamental trade-offs related to energy-efficiency on wireless net-

works have been acknowledged, namely deployment efficiency-energy efficiency, spec-

trum efficiency-energy efficiency, bandwidth-power, and delay-power [168, 169].

D. Planning and Deployment of Cells

As the title implies, these approaches aim to increase energy-efficiency by deploying

small cells, including micro, pico, and femto cells, in the cellular network [170]. As dis-

cussed previously in Section 3.2.2, these smaller cells serve small areas with dense traffic

with low power consuming cellular BSs, which are affordable for user-deployment and

usually support plug-and-play feature. In contrast to conventional homogeneous macro

cell deployment, such heterogeneous deployments reduce energy consumption in the

network by shortening the propagation distance between nodes in the network and util-

ising higher frequency bands to support higher data rates. The major constraint of these

approaches is that the extra small cells incur additional radio interferences as compared

to conventional homogeneous macro cell networks, which might negatively affect user

experience. Meanwhile, if too many micro, pico or femto cells are deployed, the benefit

of energy savings may even be reversed because of extra embodied energy consumed

by newly deployed cells as well as overhead introduced in transmission. Therefore, the

number of extra smaller cells, as well as their locations, needs to be carefully planned

in order to reduce total energy consumption. It has also been noticed that integrating
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heterogeneous network deployment with previously discussed sleep-mode schemes can

potentially achieve significant gains in terms of energy saving [171–173].

In [171], the authors propose a vertical sector antenna deployment scheme and demon-

strate that this approach can yield significant operational energy and transmission effi-

ciency savings. The authors also present a comprehensive performance sensitivity anal-

ysis considering a traditional hexagonal homogeneous cell deployment scenario, which

yields insight into both the validity of results and the parameters which can significantly

influence future development. In [173], the authors propose a clustering-based power

saving algorithm (CPSA) for self-organised sleep-mode in femto cell networks. The

CPSA algorithm first builds a leader-member cluster framework, in which each femto

cell BS (FBS) is either a FBS leader (FL) or a FBS member (FM). Then, the FL acts as an

autonomous entity and is responsible for detecting active calls in the cluster coverage,

whilst the FMs without the active user can entirely shut down pilot transmissions and

the related processing all the time. Furthermore, the authors provide some guidelines for

deploying energy-efficient femto cell networks.

E. Renewable Energy Powered Cells

Compared to current widely used energy resources such as hydrocarbon which pro-

duces greenhouse gases (GHGs), renewable resources such as hydro, wind, and solar

power stand out for their sustainability and environmental friendliness [174]. In under-

developed areas, solar power operated cellular BSs have been deployed by the network

providers. For example, in Nigeria, where roads are in poor condition and unsafe, de-

livering traditional energy resources such as diesel for off-grid BSs cannot be guaranteed

[175]. Energy harvesting techniques, namely exploiting available energy from such re-

newable resources to complement existing electric-operated infrastructure, would prob-

ably be the long-term environmental solution for the mobile cellular network industry.

Especially for those areas without mature network infrastructure, deploying energy har-

vesting networks would be ideal. For developed countries with completed infrastructure,

however, the same question of embodied and replacement cost arises as the component-

based approaches, as discussed previously in subsection A. When service migrates from
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the obsolete electric-operated BSs to the new energy harvesting BSs, it becomes techni-

cally challenging to preserve fault tolerance and data security without any service inter-

ruption.

A comparison of advantages and disadvantages of the above discussed energy saving

approaches is summarised in Table 3.2. Out of the five commonly investigated energy

saving approaches, we recognise sleep-mode techniques as the best way forward due low

cost and ease of implementation (as no hardware upgrades are required). Therefore, our

work in this chapter is mainly focused on introducing sleep-mode techniques to the BSs.

Cell zooming is a relatively novel sleep-mode technique whereby the BSs are enabled to

self-configure their configuration including the coverage radius. In the next subsection,

we discuss the cell zooming concept in detail.

Approach Advantages Disadvantages
Green hardware
components

Largest reported savings, di-
rect and intuitive

Upper limit for improvements,
high cost for hardware replace-
ment

Sleep-mode tech-
niques

Easier and less costly for test-
ing and implementation

Trade-off between perfor-
mance and saving, current
modelling not accurate enough

Radio trans-
mission process
optimisation

Low cost, various applications Trade-off between perfor-
mance and saving, errors due
to uncertainty issues

Planning and De-
ployment of Cells

Low cost to implement, user-
oriented, high potential sav-
ings

Introduces new issues such as
radio interference

Renewable en-
ergy powered
cells

Long-term solution for off-grid
BSs

High replacement cost and
limited gain for existing on-
grid BSs

Table 3.2: Comparison of green cellular network approaches.

Cell Zooming for Heterogeneous Networks

In this section, an overview of the concept called cell zooming (also referred to as cell

breathing) is presented. A technique named self-organising network (SON) is introduced

in the 3GPP standard (refer 3GPP TS 32.521 for definition and 3GPP TS 36.902 for cases

and solutions) [176], to be gradually implemented in BSs along with the fourth genera-

tion standards including LTE and WiMAX. It introduces automatic network management
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as well as intelligence features to the system and thus reduces costs, improves perfor-

mance and increases flexibility of the cellular system through network optimisation and

reconfiguration process. SON enables the BSs to adjust their own configuration when

necessary without human intervention. Therefore, automated operations such as timed

sleep-mode, user location prediction, and reverse channel sensing are possible in the sys-

tem [177]. Sleep-mode in BSs is one of the various applications of SON, where BSs are

enabled to act collectively to save energy by redistributing traffic and sharing traffic in-

formation amongst BSs.

Cell zooming or cell size breathing is a similar concept to SON but provides a higher level

of flexibility. Cell zooming is a network layer technique adaptively adjusting the cell size

according to traffic conditions by adjusting antenna tilt angles, height, or transmit power

[162, 178]. It is much simpler than switching a BS off entirely from an implementation

perspective [178]. It can be applied to balance the traffic load and reduce the energy

consumption. When the traffic load in a certain cell increases, the cell will zoom in to

reduce the coverage area and therefore avoid possible congestion. The service hole created

by this will be taken care of by the neighbouring cells with less traffic, which are supposed

to zoom out. A cell zooming server, which can be implemented virtually at the gateway

, or distributed in the BSs, controls the procedure of cell zooming. It sets the zooming

parameters based on the traffic load distribution, user requirements, as well as channel

state information. In fact, zooming the cell coverage to zero is equal to switching off the

entire BS. Therefore, cell zooming can be perceived as a generalisation of BS sleep-mode.

In our work, we exploit the use of cell zooming capability of the small cell BSs to achieve

optimal transmit power control throughout the day.

3.4 Related Work

In this section, we discuss the related work in literature that focuses on energy-efficient

BS sleep-mode techniques for heterogeneous networks. As discussed in Section 3.2.2, het-

erogeneous network deployment schemes were originally designed to improve the spec-

tral efficiency in the cellular networks by offloading traffic from macro cells to smaller
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and easier to handle cells, and may lead to increase in energy consumption because of the

large number of small cells deployed. Nevertheless, with the introduction of the sleep-

mode in BSs, heterogeneous cellular networks can now outperform traditional macro

cell-only counterparts in terms of energy-efficiency. During peak traffic hours, more

energy-efficient smaller cells can be deployed, replacing some of the macro cells in the

macro cell-only network. Then, those smaller cells are transitioned to sleep during light

traffic hours with the remaining macro cells being able to maintain throughput and cov-

erage.

In [160], the authors studied the application of dynamic sleep-mode in BSs with pico-

cell deployment. A pico-cell is a small mobile BS connected to the cellular network via the

Internet, typically used to improve coverage indoors and considered to be smaller than a

small cell BS. Heterogeneous network planning can improve the coverage of the cellular

network, but will likely result in even more severe over-provisioning, thus consuming

more energy if the cells are unable to adapt to traffic load. The solution proposed in

[160] is to introduce the dynamic sleep and wake modes in pico cells. The result shows

that a network with both macro and pico cells, where dynamic sleep-mode algorithm is

applied in pico cells, consumes less amount of energy than the network with only macro

cells. In [179], the authors proposed an energy model for heterogeneous cellular network

and a cross layer optimisation method. Several pico cell BSs (lower layer) are in the

coverage area of one macro cell BS (upper layer). The authors solve the problem of how

to associate users to the group of macro cell and pico cells, so that energy consumption

is minimised after lightly loaded pico cells are switched to sleep-mode. Another similar

model is presented in [180].

In [181], the authors particularly addressed the inter-tier interference amongst multi-

tier heterogeneous cells. In their work, macro BSs are modelled by a Poisson point pro-

cess (PPP) whilest users are distributed according to different stationary point processes.

A Bernoulli trail-based random sleeping technique and a strategic sleeping technique

aimed at maintaining coverage are examined for both homogeneous and heterogeneous

network architectures. The strategic sleeping based on activity of macro cell users is de-

signed to maintain or improve coverage probability of users as in the non-sleeping case.
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Numerical results presented in [181] showed that random sleeping is detrimental to the

energy-efficiency. The authors also showed that the gain in energy-efficiency saturates as

the density of smaller cells reaches a certain level.

In [182], the authors investigated how small cell access points (SAPs) can play a role

in enhancing energy-efficiency of heterogeneous cellular networks. Sleep-mode of SAPs

corresponds to the trade-off between energy consumption and false alarm rate. The au-

thors note that bursty traffic from macro cell traffic, due to mobility of users, makes duty

cycling of sleep-mode in smaller cells more complicated. Similar to [181], a PPP is also

used to model the locations of SAPs and macro BSs.

In [183], the authors proposed a similar sleeping strategy by which the small cells

are switched off when the cell is not heavily loaded and the macro cell can serve the

overall traffic without deteriorating the QoS. Based mainly on queuing theory, the work

utilises a continuous time markov decision process (CT-MDP), in which states represent

load status of each BS. Every user brings a certain load to its connected BS. Each possible

action for the state and transition probabilities is assigned a value of rewards/cost. The

cost function is defined as an increasing function of energy consumption and a decreas-

ing function of target throughput, a QoS measure. The switching operation is added to

the state space as a new dimension. Apart from the straightforward case that BSs have

complete information of its associated traffic, optimal solutions have also been found

for partial traffic information and delayed information (by transforming their MDPs into

equivalent MDPs without delay).

In another study [173], the authors proposed a clustering-based power saving algo-

rithm for self-organised sleep-mode in femtocell networks. Femtocells are semi-autonomous

thus they sense the best frequency and radio parameters to use from the immediate en-

vironment. They are installed, powered and connected by the end user or business with

less active remote management by the network operator. In the cluster construction pro-

cess in [173], the leader of each cluster is first elected based on the sum of received pilot

signal power and the distribution density, and then other femto BSs determine whether

they are to be attached to the leader on the basis of the pilot signal power. The leader

and members in the same cluster will then exchange information collected by a sniffer
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installed with each femtocell BS. The member will only turn on the pilot transmission

and the processing if notified by the leader and the received signal energy rise above a

certain threshold within a predefined period of time.

The locations of BSs, either macro or micro, in heterogeneous networks are often as-

sumed to follow a Poisson point process (PPP) [181, 184, 185]. In this regard, capacity

extension by additional micro cells (increase density of BSs) and energy saving by BS

sleeping (decrease density of BSs) can be generalised into a single optimisation problem

on BS density based on the cost per micro BS. In [184], the authors illustrated numerical

calculation to obtain the optimal BS density for both homogeneous and heterogeneous

networks.

In another study [185], the authors considered a scenario where users in macro and

micro cells have different traffic patterns. They assume that micro cells serve hotspots

with higher traffic volume. The authors investigated three energy saving approaches in-

cluding micro cell BS sleeping and expansion/shrinking coverage of micro cells (similar

to cell zooming). The coverage and power consumption of macro cells are held constant.

It is shown that each approach is effective under different traffic conditions. The crucial

factor affecting the performances of different approaches is highlighted as the traffic rate

ratio, namely the ratio of traffic rate per unit area in hotspots to that in non-hotspots.

The above mentioned approaches all use simulations or stochastic geometry methods

which are computationally complex to model the energy-efficient heterogeneous network

with cell zooming capabilities. In our work, we take a novel and a relatively straightfor-

ward approach in solving this problem. Our aim is to calculate the optimal power levels

mathematically using two approaches: a heuristic-based algorithm, and an optimisation

problem. In both these approaches, we focus on dynamically changing the transmission

power of small cell BSs in accordance with the required capacity variations during the

24-hour span of a day. Such an investigation had never been performed in the above

mentioned energy saving approaches.

In the next section, we present a novel heuristic-based transmit power control algo-

rithm to estimate the optimal transmission powers for the small cell BSs in a heteroge-

neous network environment.
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Figure 3.4: Considered single macro cell access network segment.

3.5 Heuristic-based Transmit Power Estimation for Small Cell
Networks

This section presents a heuristic approach to solve the transmit power control problem

for heterogeneous networks. In this work, we consider a single macro cell system in a

cellular network, which contains a single macro cell BS and a set of N small cell BSs as

shown in Fig. 3.4. However, the heuristic transmit power control algorithm presented

is easily scalable to model a larger wireless access network segment which consists of

multiple macro cell systems.

The heuristic-based power control algorithm presented in this section aims to derive

the optimal transmission power for the small cells ensuring a data rate threshold and a

signal strength. Note that the proposed approach controls the transmit powers of the

small cell base stations of the SCN and makes no adjustments to the functionality of user

equipment, thus can be implemented in the current heterogeneous network environment.

Generally, user equipment is designed to identify and connect to the base station that

provides the highest SINR at the user location. Moreover, we assume the user locations

to be static to maintain the simplicity of the transmit power calculations. The algorithm

estimates the optimal operational transmit power by following an iterative process. We

will now discuss the centralised small cell power control algorithm in detail.
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3.5.1 Centralised Small Cell Power Control Algorithm

The heuristic-based centralised power control algorithm is presented in this section. The

algorithm takes the location coordinates of users, small cells, and macro cell as inputs and

produces the estimated optimal operational transmit powers of the small cells in order

to ensure a capacity threshold and a signal to interference and noise ratio (SINR) for the

user.

As shown in Fig. 3.4, we consider a single macro cell system in a cellular network,

which consists of a set of N small cells. The macro BS is considered to be located at the

centre of the considered 1 km x 1 km area where the small cells are randomly placed in the

region. The algorithm operates in a centralised manner, where the macro BS calculates

the set of optimal transmit powers for the small cells to maximise the energy-efficiency.

These values are then communicated to the small cells periodically. Here, we consider

that all BSs transmit a reference signal in both a working state and a sleep state so that a

sleeping cell could be activated on demand by the macro cell BS [186]. When a BS is in

sleep-mode, it transmits its reference signal and system information less frequently than

during regular operation, thus maintaining the sleep-mode until an wake up indication is

received.

The heuristic-based power control algorithm consists of three steps as listed below.

• Step 1: User assignment and load balance

• Step 2: Iterative cell zooming

• Step 3: Toggle cells to sleep-mode

Step 1: User assignment and load balance

In this step, the algorithm considers all users to be assigned to their nearest small cell.

Here, we do not assign any users to the macro cell. Second, a load balancing sequence

is run in order to check if the small cells have enough resources to transmit to all the as-

signed users. In the case where a particular small cell is over-loaded with more users than

it can serve, the users are handed over to the next nearest cell with available resources.

The pseudocode of this step is presented in Algorithm 4.
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Algorithm 4 Initial user assignment and load balance

1: user assignment:
2: for each user u ε U do
3: Find nearest small cell sc
4: Assign u to sc
5: load balancing:
6: for each small cell sc ε S do
7: Set Pt to Psc,max
8: if number of assigned users > available resource blocks then
9: while number of assigned users ≥ available resource blocks do

10: Find furthest user u f
11: Assign u f to next nearest small cell with available resources

12: for each assigned user usc do
13: Calculate received data rate (RDR)
14: if received data rate < threshold data rate then
15: Assign usc to next nearest small cell with resources
16: if RDR requirement not satisfied with any small cell then
17: Assign usc to macro cell

Algorithm 5 Iterative cell zooming

1: Sort small cells by distance to macro cell (ascending)
2: repeat
3: for each small cell sc ε S do
4: Find furthest connected user u f
5: Calculate transmit power that ensures threshold data rate (PRDRth,u f )
6: Set small cell transmit power to PRDRth,u f

7: until Pt of all small cells are converged

Step 2: Iterative Cell Zooming

The pseudocode of the iterative cell zooming phase of the algorithm is presented in Algo-

rithm 5. In this step, the algorithm iteratively adjusts the transmit power of the small cells

to ensure that the received data rate (RDR) for each connected user is maintained above

the received data rate threshold (RDRth). The aim is to derive the minimum transmission

power required to serve the assigned users. Optimally, when the optimal transmit power

of a small cell is reached, the user that is located the furthest from the cell receives exactly

the threshold data rate (RDRth).

In Algorithm 5, first, the set of small cell BSs are sorted according to their distance
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Algorithm 6 Toggle cells to sleep-mode

1: Sort small cells by the number of connected users (ascending)
2: for each small cell sc ε C in sorted list do
3: if number of users < number of available resource blocks in macro cell then
4: Check if RDRth is ensured from macro cell for all users
5: if RDRth is ensured then
6: Assign users to macro cell
7: Switch sc to sleep-mode

from the macro cell BS. Second, starting from the small cell which is located closest to the

macro cell, the algorithm reduces the transmission power of the small cell such that all the

users assigned to that particular small cell receives at least the threshold data rate. Here,

we assume that when the furthest connected user is ensured a threshold data rate, other

users who are located closer to the BS are also guaranteed to receive the threshold data

rate. When the transmit power of a particular BS is changed, that will in turn affect the

signal noise for the users connected to the neighbouring small cells. As a result, the SINR

for the users connected to the neighbouring cells is changed. Therefore, the algorithm

will repeat the transmit power adjustment process until the change in transmit powers

of all small cells between two iterations is negligible. The transmit power of the BSs

are considered to have been converged to their final values at this point. This way, the

sub-optimal transmit power that guarantees the threshold data rate for all the connected

users is calculated for each of the small cells.

Step 3: Toggle cells to sleep-mode

In this step, the algorithm searches for small cells serving a low number of users in an

attempt to determine if a small cell could be switched to sleep-mode to improve energy-

efficiency of the heterogeneous network. The small cells with low loads (fewer number

of assigned users) are considered first. If all the users can be reassigned to either a nearby

small cell or the macro cell, the algorithm determines that small cell as a candidate to

be turned to sleep-mode. Here, we assume that the macro cell BS is able to maintain

coverage throughout the entire considered area even when a set of small cell BSs are

toggled to sleep-mode. A pseudocode of this step is presented in Algorithm 6.
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Here, the algorithm aims to toggle as many small cell BSs as possible to derive the

most energy-efficient cell configuration. The small cells are first sorted by the number of

connected users in an ascending order. Then, starting from the least loaded small cell,

the algorithm reassigns the users from the SCN to the macro cell BS. The small cell BSs

are then toggled to sleep-mode. These optimal transmit power values generated from the

algorithm are then communicated to the set of small cells via a power control reference

signal by the macro cell station. In the following section, we evaluate the performance of

the presented algorithm.

3.5.2 Model Evaluation

We evaluate the heuristic-based centralised power control algorithm proposed above us-

ing a C# simulation. We simulate a heterogeneous network segment of one macro cell

BS with multiple small cell BSs deployed around it. The simulated area is 1 km x 1 km.

The macro cell BS is located in the centre of the area of concern. The small cell locations

are derived from a uniform random variable sequence. The users are considered to be

scattered through the area and their locations are also derived from a uniform random

variable sequence. Population density of the simulated area is controlled by adjusting

the considered number of users in the fixed geographical area of 1 km2. It is also ensured

that two neighbouring small cells are at least 50 m away from each other and at least 100

m away from the macro cell.

Further, as we consider LTE technology in our heterogeneous network simulations,

we consider orthogonal frequency division multiple access (OFDMA)1 and single carrier

frequency division multiple access (SC-FDMA)2 to be used for downlink and uplink mul-

tiple access schemes, respectively. The macro cell station and each small cell station are

considered to have NM and NS resource blocks, respectively. Each user can be allocated

1OFDMA is a multi-user version of a digital modulation scheme orthogonal frequency division multi-
plexing (OFDM). OFDMA is a modulation and access technique that combines both time division multiple
access (TDMA) and frequency division multiple access (FDMA) technologies. In OFDM, the signal is first
split into independent sub-carriers and these closely spaced orthogonal sub-carriers are used to carry the
data. The data is divided into several parallel data streams or channels, one for each sub-carrier. [187, 188]

2SC-FDMA is a hybrid modulation format that combines the low peak to average ratio offered by single
carrier systems with the multipath interference resilience and flexible sub-carrier frequency allocation that
OFDM provides.
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Figure 3.5: Hourly capacity demand variation per user during a day [6].

only one resource block. The macro cell station is considered to be always in a working

state, while each small cell BS can regulate it,s transmit power to adjust the coverage

provided according to the control messages received from the macro BS. The capacity de-

mand threshold (Cth) is considered to vary with the time of the day as presented in Fig.

3.5. This data was derived from a study that estimated network load of voice calls and

data demands over a mobile access network with traffic data from a mobile operator [6].

Furthermore, in this study, we consider the users to be static, thus not accounting for cell

handovers. Movement of the users would increase the computational complexity of the

algorithms and is therefore considered out of scope in this work. The other model param-

eters used for the simulations are listed in Table 3.3. We define three simulation scenarios

whereby urban, sub-urban, and rural environments are modelled by considering various

population densities (as listed in Table 3.3) in order to evaluate the performance of the

proposed heuristic-based algorithm.

Total transmission power

We define a performance parameter, total transmission power, in order to evaluate the algo-

rithm performance. Here, the total transmission power consists of individual transmis-

sion powers of all BSs considered in our access network segment. The total transmission

power is defined as follows.
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Parameter Values
Area 1 km x 1 km
Bandwidth (B) 1.5x106 Hz
Antenna gain and carrier frequency factor (K0) 103

Path loss exponent (η)
4 (urban)
3 (sub-urban)
2 (rural)

Population density (inhabitants per km2) [189]
>400 (urban)
150 - 400 (sub-urban)
<150 (rural)

Interference noise power (σ2) 10−10 W
Psc,max , Pmc,max [190] 6.3 W, 80 W
Psc,avg 5W
Resource blocks in macro cell (NM) 100
Resource blocks per small cell (NS) 25
Number of iterations 100

Table 3.3: Parameters considered in the evaluation of the heuristic-based algorithm.

Total transmission power = PMC + ∑
iεN

Pi (3.1)

where PMC is the power of the macro cell BS and Pi represents the power of the ith small

cell. Note that in this model, only the transmitting powers of the BSs are considered in the

problem formulation. Other power consuming elements such as power amplifiers and

digital signal processing are not considered. Our focus is on the energy savings derived

by optimising the small cell transmit power. We present the results obtained from the

simulations in the next section. All result values are average values from 100 simulation

cycles for each instance.

3.5.3 Results and Discussion

In this section, we present the results gathered from the simulations. First, we evaluate

the proposed centralised small cell power control algorithm under various user densities

in an effort to model a central business district (CBD) environment, where a high number

of users come into the metropolitan area (to work during the daytime), and leave the area

during the later hours of the day. Second, we classify three scenarios; urban, sub-urban,



3.5 Heuristic-based Transmit Power Estimation for Small Cell Networks 91

Figure 3.6: Total transmit power versus number of users under varying capacity demand
throughout the day.

and rural environments to evaluate the solution for residential purposes. Further, we

present results where the number of small cell BSs deployed in a unit area is varied in an

effort to investigate the impact on the energy-efficiency from the deployed cell density.

Fig. 3.6 presents the total transmission power of the considered wireless access net-

work segment under varying loads throughout the day. The network load is varied by

adjusting the number of users connected to the network at a given time. The capacity de-

mand per user is modelled as shown previously in Fig. 3.5. In the case shown in Fig. 3.6,

the number of deployed small cell BSs is fixed at 20. The results show the highest trans-

mission power recorded at the peak traffic hour (at 1600 hours) for all the user densities

considered. When the network load is increased by increasing the number of connected

users, the transmit power also increases, thus increasing the coverage of the network.

However, when the number of users is low, the required transmission power has also

reduced considerably allowing space for realisation of power savings. This could be ex-

ploited to send small cells to sleep-mode during the low traffic hours, and also in a CBD

environment where the number of users vary considerably when users go home after

work.

Fig. 3.7 shows the transmission power variations during peak traffic hour (at 1600



92 Green Heterogeneous Cellular Networks

Figure 3.7: Total transmission power versus number of users and number of deployed
small cells during peak traffic hour.

hours) as a function of number of users and number of deployed small cell BSs in the

considered area. Results clearly suggest that the total transmission power increases grad-

ually when the number of users is increased. This is due to more traffic being offloaded

to the SCN. Moreover, when the number of deployed small cell BSs in the 1 km x 1 km

area is increased, the total transmission power has also increased. When the user density

is low, the transmission power remains low irrespective of the number of deployed small

cells. This is due to the switching of the small cell BSs with low traffic load to sleep-mode.

Fig. 3.8 shows the total transmit power of small cells against the hourly capacity

demand variations throughout the day. Here, we consider a network segment with 20

small cell BSs. Results indicate peak transmit power corresponding to the peak capacity

demand at 1600 hours. Amongst the three scenarios, urban, and sub-urban environments

indicate increased transmit power compared to the rural environment. This is due to

more users being served by the small cells. The trend of the transmission power variation

correlates to the required capacity thresholds enforced. The dotted horizontal lines in
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Figure 3.8: Total transmission power under urban, sub-urban and rural cases during the
day.

Fig. 3.8 indicate the peak transmit power in each scenario. Similar to the case of the

linear problem, we consider this power level as a baseline where the small cells operate

continuously at this peak transmit power throughout the day. We evaluate the power

savings of the considered heterogeneous network segment with respect to this baseline

in Fig. 3.9. The power savings are averaged over the three population density cases.

Results show maximum savings during low traffic periods and minimum savings during

the peak traffic hour. The results show a 12% power saving compared to the baseline

throughout the day.

Fig. 3.10 presents the average transmit power per small cell as a function of number

of small cells deployed at the peak traffic hour (1600 hours). Results show that as the

number of small cells increases, the average transmit power decreases due to users be-

ing shared amongst more cells and the increased freedom to choose a cell with higher

signal strength. The average transmission power per small cell tends to saturate when

the number of deployed small cells increases due to the total transmission power being

shared amongst many small cells. This is evidence that over-densification of cells does

not improve power savings though bandwidth capacity per user is increased. Further, we
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Figure 3.9: Percentage transmission power saving.

observe that the increase in population density will increase transmit powers. However,

as the population density is increased, the average power per small cell becomes less

dependent on it, as observed by the small difference between the urban and sub-urban

curves.

Due to the iterative nature of the algorithm, we are able to derive a near-optimal solu-

tion for the problem considered. Further, due to the simplicity of the heuristic algorithm,

we are able to simulate larger network segments. However, an optimisation program

could be formulated to solve the same problem to find a global optimal solution.

In the next section, we formulate an optimisation program to solve the individual

power levels that small cells should operate in order to ensure a minimum data rate to

users with acceptable SINR. We will simplify the problem to mathematically model the

problem in a LP. We will then discuss the results obtained from the heuristic algorithm

and the LP, and summarise the findings in Section 3.7.
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Figure 3.10: Average transmit power per small cell as a function of number of cells de-
ployed.

3.6 Transmit Power Estimation for Small Cell Networks: Linear
Program

In this section, we present our formulation of a linear program (LP) to obtain the optimal

operating power of small cells while constrained by the power and capacity require-

ments. We calculate the optimal transmit power for the small cell antenna while guaran-

teeing a threshold data capacity for each user. We will now discuss the formulation of

the LP along with the considered network structure and the assumptions made.

3.6.1 Problem Formulation

In the formulation of the LP, we focus on a segment of the wireless access network which

includes one macro cell BS and multiple randomly distributed small cell BSs.

Objective Function

Our objective is to minimise the total transmitting power of the considered network seg-

ment. Let N be the set of small cells in the network segment. Then, the objective function

can be expressed as:
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minPMC + ∑
iεN

Pi (3.2)

where PMC is the power of the MC BS and Pi represents the power of the ith small cell.

Note that in this model, only the transmitting powers of the BSs are considered in the

problem formulation. Other power consuming elements such as power amplifiers and

digital signal processing are not considered. In this work, our focus is on the energy

savings derived by optimising the transmit power.

Constraints

The following capacity and transmit power constraints are enforced on the model.

(a) Capacity demand constraint

We enforce a capacity constraint to ensure that the capacity demand requirements of

the users connected to a specific BS are met. Let Mi be the set of users connected to the

BS i, then the capacity constraint can be shown as:

∑
mεMi

Cm,i ≥ niCth ∀iεN (3.3)

where Cm,i denotes the capacity from the ith small cell to the mth user, Cth denotes the

capacity demand threshold per user and ni denotes the number of users connected to the

ith cell.

For an additive white Gaussian noise channel, the capacity of the channel is given by

Shannon Hartley capacity formulae [191]. Shannons formula is shown in 3.4.

C = Blog2(1 + SINR) (3.4)

where C denotes the channel capacity, B denotes the bandwidth of the channel and SINR

is the signal to interference and noise ratio observed at the receiver. When SINR is much

larger than 1, 3.4 could be further approximated to:

C = Blog2(SINR) (3.5)
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In this work, we use 3.5 in order to represent channel capacities in terms of bandwidth

and received SINRs. Let n, oεN and mεM, then the SINR received at the mth user is given

by:

SINRm =
Pn Gn,m

∑oεN,o 6=n Po Go + σ2 (3.6)

where, Pn is the transmitting power of the BS that the user m is connected to and Po

denotes transmitting power of any other surrounding BS. Gn,m denotes the slow fading

gain between the mth user and the nth BS. σ2 represents the interference noise power.

The slow fading gain for the SINR calculation in Eq. 3.6, is modelled as in [192], and

is given by:

Gn,m = K0 × 10
βn,m

10 × d−η
n,m (3.7)

where, K0 is a factor accounting for the effects of antenna gain and carrier frequency, βn,m

is a Gaussian random variable with zero mean and standard deviation of 4 dB to account

for log-normal shadowing effects, dn,m is the distance between the mth user and the nth

BS, and η is the path loss exponent.

We calculate the SINR received at the user equipment to determine the cell that offers

the best signal strength to the user. When doing so, the noise at the receiver is dependent

on the transmitting powers of surrounding BSs making the optimisation problem hard to

solve. Therefore, in order to simplify the constraint to a linear constraint, we assume that

the surrounding BSs operate at an average transmitting power (Psc,avg) in the noise cal-

culation. This assumption is discussed later in the formulation. This modified constraint

could be shown as:

Pi ≥ 2

[
Cth

B −
1

Ni
log2

[
∏mεMi

Gi,m

∏mεMi [∑jεN,j 6=i Pavg×Gj,m+σ2]

]]
(3.8)

where Ni is the number of users connected to the ith small cell. Note that the revised

constraint will now also enforce a lower bound on the transmitting powers. If Ni becomes

zero for a certain cell, as we consider the lower bound of transmitting power to be zero,
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hence representing a cell which is turned off.

(b) Power constraint

Transmit power of the small cell antenna is bounded by a maximum threshold due to

physical equipment limitations. Therefore, we enforce a maximum power constraint as

shown below:

Pi 6 Psc,max (3.9)

where Psc,max is the maximum allowable transmit power for a small cell. Further, we

consider the macro cell BS to operate at a constant transmit power level of Pmc,max contin-

uously.

Assumptions

In the problem formulation, since the noise at the receiver is dependent on the transmit-

ting powers of surrounding BSs, the capacity constraint becomes a DC constraint (differ-

ence of convex functions) thus making the problem non-convex and complex to solve.

Here, we assume that the surrounding BSs operate at an average transmitting power

(Psc,avg) in the noise calculation. The effect on this assumption is minimal because for a

specific user, gains from the surrounding BSs except for the one which it is connected to

are in the order of 10−6, thus making the SINR value relatively insensitive to the trans-

mitting powers of surrounding cells. The assumption allows us to simplify the capacity

demand constraint into a linear constraint.

Further, we assume the small cells and users are randomly distributed in the area

considered. Therefore, the coordinates of small cells as well as the users are derived from

a uniform random variable sequence.

The main limitation of the LP approach is the computational complexity. As the mod-

elled network size increases to consider multiple macro cell BSs, the optimisation prob-

lem becomes complex and hard to solve using optimisation methods. In particular, this is

due to the noise calculation involving the increased set of neighbouring cells. However,

the optimisation program approach is effective to model a smaller network segment to
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Parameter Values
Area 1 km x 1 km
Bandwidth (B) 1.5x106 Hz
Antenna gain and carrier frequency factor (K0) 103

Path loss exponent (η)
4 (urban)
3 (sub-urban)
2 (rural)

Population density (inhabitants per km2) [189]
>400 (urban)
150 - 400 (sub-urban)
<150 (rural)

Interference noise power (σ2) 10−10 W
Psc,max , Pmc,max [190] 6.3 W, 80 W
Psc,avg 5W

Table 3.4: Parameters considered in the evaluation of the linear program.

obtain a more accurate and optimal solution. Therefore, the LP can be used in conjunc-

tion with the previously proposed heuristic-based algorithm to thoroughly investigate

the energy-efficient transmission power control for heterogeneous wireless access net-

works.

3.6.2 Model Evaluation

In this section, we evaluate our model to obtain the optimal power levels considering

a segment of the wireless access network. In order to maintain comparability with the

heuristic-based approach, we consider a network segment which includes one macro cell

BS surrounded by several randomly placed small cell BSs. Parameters considered in our

evaluation are listed in Table 3.4.

Further, we derive small cell BS locations from a uniform random sequence with the

condition that they are placed at least 100 m away from the macro cell BS and 50 m

apart from each other. Users’ locations are obtained from a uniform random sequence to

satisfy different user densities to simulate dense and sparse populated scenarios. Each

user is considered to be connected to the BS which records the highest SINR. The capac-

ity demand threshold (Cth) is considered to vary with the time of the day as presented

previously in Fig. 3.5 in Section 3.5.2.
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3.6.3 Results and Discussion

In this section, we present the results obtained from the above formulated LP. Similar

to the evaluation of previously discussed heuristic algorithm, first, we evaluate the LP

under various user densities in an effort to model a CBD environment, where a high

number of users come into the metropolitan area (to work during the daytime), and leave

the area during the later hours of the day. Second, we classify three scenarios; urban, sub-

urban, and rural environments to evaluate the solution for residential purposes. Further,

we present results where the number of small cell BSs deployed in a unit area is varied in

an effort to investigate the impact on the energy-efficiency from the deployed cell density.

Fig. 3.11 showed the total transmission power of the small cell BSs and how it varies

as the guaranteed capacity threshold (Cth) varies with time and subjected to different user

densities. The number of small cells is fixed at 20 in this instance. As the results show,

the highest transmission power is recorded at the peak traffic hour (at 1600 hours) for

any user density considered. When the number of users is increased, the transmission

power increases, correspondingly increasing the small cell coverage area. However, it is

observed that when the number of users is low (<400) the required transmission power

tends to reduce considerably. This allows room for power savings in terms of transmis-

sion power in the network where the number of users varies, e.g., in a CBD where users

go home after work.

We compare the results generated from the LP against the results from the previously

proposed heuristic-based approach, presented in Section 3.5.3. Comparing the resulting

total transmission power shown in Fig. 3.11 against that of the heuristic approach (Fig.

3.6 in Section 3.5.3), the results clearly show that the LP presents a more energy-efficient

solution. For example, in the presented case where 20 small cell BSs are considered, at

the peak traffic hour (1600 hours), when 800 users are connected to the network, the LP

shows a total transmission power of 112 W where the heuristic-based approach shows a

total transmission power of 140 W. The average gap observed between the two surface

graphs in Fig. 3.11 and Fig. 3.6 is 14 W. That is, in an average instance, the LP will

present a transmission power control solution that consumes 14 W less power than the

heuristic-based algorithm generated solution.
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Figure 3.11: Total transmission power versus number of users under varying capacity
demand throughout the day.

Fig. 3.12 shows the transmission power variations during peak traffic hour as a func-

tion of number of users and number of deployed small cells in the considered area. Re-

sults suggest that the total transmission power gradually increases when the deployed

small cell density is increased. However, the transmission powers tend to be insensitive

to the number of users above a certain value of approximately 400, because once the small

cell coverage is wide enough to cover the entire area, the cells can cater for the increased

capacity demand while operating at the same power levels. Therefore, in order to derive

the best power savings, such a power control scheme could be most suited to an area

with a wide variation in the number of users. Further, when the number of users is in-

creased, the total transmission power increases linearly. This suggests a linear correlation

between the transmission powers of the SCN and the traffic load of the network.

Comparing the results in Fig. 3.12 against the results derived from the heuristic-based

algorithm (Fig. 3.7), we observe that there is a clear resemblance between the two graphs.

However, the LP presents lower transmission power requirements for the small cell BSs

compared to the heuristic approach irrespective of the number of small cell BSs, or the

number of users considered. This is due to the near-optimal nature of the heuristic-based

algorithm solution.
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Figure 3.12: Total transmission power versus number of users and number of deployed
small cells during peak traffic hour.

Next, we evaluate the LP in three scenarios, namely, urban, sub-urban and rural de-

pending on the number of users connected to the network. Fig. 3.13 shows the total trans-

mission power of small cells against the hourly capacity demand variations throughout

the day. Here, to maintain comparability with the similar results from the heuristic (pre-

viously shown in Section 3.5.3, Fig. 3.8), we consider a network segment with 20 small

cell BSs. Results indicate peak transmission power corresponding to the peak capacity

demand at 1600 hours. Amongst the three scenarios, urban, and sub-urban environ-

ments indicate increased transmit power compared to the rural environment. This is

due to more users being served by the small cells. The trend of the transmission power

variation correlates to the required capacity thresholds enforced. Comparing the results

against the results from the heuristic-based algorithm (in Fig. 3.8, we observe that when

the rural environments are considered, both methods approach similar solutions. How-

ever, when the population density is increased (when considering the sub-urban and ur-

ban environments), the resulting total transmission power increment from the heuristic

approach is larger than the increment observed in the LP. This is due to the sub-optimality
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Figure 3.13: Total transmission power under urban, sub-urban, and rural cases during
the day.

of the heuristic-based approach. However, in rural environments, the sub-optimality is

shown to be insignificant.

The dotted horizontal lines in Fig. 3.13 indicate the peak transmit power in each

scenario. We consider this power level as a baseline where the small cells operate contin-

uously at this peak transmit power throughout the day. We evaluate the power savings of

the considered heterogeneous network segment with respect to this baseline in Fig. 3.14.

Figure 3.14: Percentage transmission power savings.
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Figure 3.15: Average transmit power per small cell as a function of number of cells de-
ployed.

The power savings are averaged over the three population density cases. Results show

maximum savings during low traffic periods and minimum savings the peak traffic hour.

The LP approach presents a 14% power saving on average throughout the day compared

to the 12% power saving observed from the heuristic-based approach in Fig. 3.9.

Fig. 3.15 presents the average transmit power per small cell as a function of number

of small cells deployed at the peak traffic hour. Results show that as the number of small

cells increases, the average transmit power decreases due to users being shared amongst

more cells and the increased freedom to choose a cell with higher signal strength. We ob-

serve that the average transmit power per small cell tends to saturate when the number

of small cells increases due to the total transmission power being shared amongst many

small cells. This trend suggests that over-densification of cells does not improve power

savings though bandwidth capacity per user is increased. Further, we observe that the

increase in population density will increase transmit powers. However, note that as pop-

ulation density is increased, the average power per small cell becomes less dependent on

it, as observed by the small difference between the urban and sub-urban curves. We will

now summarise the findings from the proposed transmission power control approaches
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for the heterogeneous wireless access network presented in this chapter.

3.7 Summary

In this chapter, we presented two approaches for energy-efficient power control of het-

erogeneous networks. Our approaches mainly focused on adjusting the transmission

power of the small cell BS antenna such that the overall power consumption of the het-

erogeneous network is minimised. In the first approach, we developed a heuristic-based

transmit power control algorithm to estimate the optimal transmission power for the

small cell BSs considering the traffic variations during a day. In the second approach,

we presented the formulation of an optimisation problem to derive the optimal trans-

mit power for the small cell BSs. The main difference between the two approaches is

the scalability of the approach towards different network sizes. Due to the complexity

of the optimisation problem, modelling large networks becomes computationally infea-

sible. However, the relatively straightforward heuristic-based algorithm could easily be

scaled to model large network segments. The two methods could be used subsequently

(use heuristic-based approach to model a large network first and then, use optimisa-

tion program to further model smaller segments) for a thorough analysis of traffic-based

transmission power control of heterogeneous wireless access networks.

When the two approaches were simulated considering a single macro cell system, re-

sults showed opportunities to improve energy-efficiency of the wireless access network

by considering transmission power control for the small cell BSs. In the heuristic ap-

proach, results presented a near-optimal solution for transmit powers of the small cell

BSs. The total transmission power of the network was reduced by 12% on average dur-

ing the 24-hour time span of a day whereas the LP showed a 14% reduction of total

transmission power on average. As far as the optimality of the solutions is concerned,

the LP presents a highly accurate and globally optimal solution, however, it has greater

computational complexity. In the heuristic-based approach, even though the results are

sub-optimal, due to the simplicity of the heuristic-based approach, it could model com-

plicated network architectures with more flexibility. However, considering the results,
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we can conclude that effective transmission power control which considers traffic de-

mand variations of the network, can improve the energy-efficiency of the future wireless

access networks.

In the next chapter, we take our discussion towards the core network segment. We

propose a series of path protection schemes that exploit an architectural feature of the

access network segment, referred to as the dual-homing capability. The next chapter is

an effort to increase the core network survivability against probable failures in fibre links

and network hardware, while identifying opportunities to increase the energy-efficiency

of the optical core networks.



Chapter 4

Survivable Core Networks

This chapter focuses on the core network segment of next generation telecommunication networks.

We propose a series of dedicated path protection schemes that exploits dual-homing architecture in the

access network to improve the core network survivability against fibre link and/or network hardware

failures. The chapter also proposes a power consumption model that estimates the core network power

consumption followed by a detailed discussion of power saving opportunities from dual-homing based

core network survivability.

4.1 Introduction

I
N this chapter we discuss the core segment of telecommunications networks and their

survivability against possible failures in fibre links and networking hardware. The

topic of survivable core networks has become a crucial area of study within the research

community, especially due to large amounts of data that could potentially be failed to

be delivered in an event such as network equipment failure. For the network service

providers, even a small down time of the network could result in huge data loss, as well

as financial liabilities that could arise from not being able to uphold the service level

agreements (SLAs) made with the clients.

At present, with the emergence of bandwidth intensive Internet based services such

as video-on-demand (VoD), internet protocol television (IPTV) and voice-over-IP (VoIP)

services the network traffic over core networks has risen sharply. Forecasts published

by Cisco visual networking index (VNI) on global traffic highlight that globally, Internet

traffic will grow 3.2 fold from 2014 to 2019, at a compound annual growth rate (CAGR)

of 26%. The same forecast also highlight that, the metro-only traffic will account for 66%

of all IP traffic in 2019, up from 52% in 2014. The metro-only traffic reports a compound

107
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annual growth rate of 29%, where the core traffic report a 14.4% of CAGR [35].

Optical wavelength division multiplexing (WDM) networks have been identified as

a solution to cater for this booming traffic demand. WDM networks have been widely

deployed especially due to their capacity to deliver high data rates, high capacities, and

most importantly, long reach making it possible to deliver services over a large geograph-

ical area. However, delivering high data rates over the core network gives rise to other

concerns such as effective resource utilisation and reliability of the data transmission.

When dealing with high data rates, reliability becomes an important concern for the net-

work operators. A failure of a link or a node which could translate into a network mal-

function and even a small down time of a single fibre link could result in loss of a massive

amount of data. That would ultimately translate into financial liabilities from a network

operators’ point of view. Therefore, ensuring uninterrupted service even in the event of

failure has become increasingly important. Thus we focus our attention in this chapter

towards network survivability.

In this chapter, we propose a series of routing and wavelength assignment (RWA)

algorithms to provide dedicated path protection for data communication through the

core networks while utilising core network resources effectively. These algorithms are

designed to exploit the dual-homing capability of access networks to provide protection

to the data transmission through the core segment of the network. In a dual-homed

optical access network architecture, a local exchange (LE) is connected to two different

metro/core (M/C) nodes, protecting the access network against feeder fibre failures. This

concept is illustrated in Fig. 4.1. The end-to-end primary connection thorough the core

network is protected by provisioning network resources to another end-to-end backup

path between the source and destination LEs. Due to the dual-homing architecture in the

access network, we have several options for the backup path as shown in Fig. 4.1. The

RWA algorithms presented in this chapter solve the routing and wavelength assignment

problem considering the dual-homing capabilities at the access network to improve core

network survivability.

The remainder of the chapter is organised as follows. First, we discuss WDM net-

works in detail in Section 4.2. In particular, in this section, we comprehensively dis-
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Figure 4.1: An example of dedicated path protection over a dual-homed network.

cuss WDM mesh networks focussing on the network architecture, technologies used, and

commonly practised fault management techniques. The dual-homing concept and archi-

tecture is discussed next in Section 4.3. Then, we present a literature review of related

work that focuses on protection based core network survivability in Section 4.4. Next,

in Section 4.5, we propose a series of heuristics algorithms to solve the RWA problem in

core networks where the dual-homing capability is available in the access segment, fol-

lowed by a discussion of the simulation results gathered. Further, we analyse the impact

to the energy-efficiency of the core network and present an analysis highlighting the en-

ergy trade-off of our proposed protection approach. Finally, Section 4.6 summarises the

chapter.

4.2 Wavelength Division Multiplexing (WDM) Networks

Wavelength division multiplexing (WDM) is an approach that can drastically increase

bandwidth capacity of a transmission channel by multiplexing multiple wavelengths

onto a single fibre. In WDM, the optical transmission spectrum is separated into a num-

ber of non-overlapping distinct wavelength bands (or frequency bands), with each wave-

length supporting a single communication channel operating at whatever rate one de-

sires, e.g., peak electronic speed. Thus, by allowing multiple WDM channels to coexist

on a single fibre, one can tap into a huge fibre bandwidth, with corresponding challenges

being the design and development of appropriate network architectures, protocols, and

algorithms.
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Figure 4.2: The ITU wavelength grid with 100 GHz channel spacing [7].

Research and development on optical WDM networks have matured considerably

over the past decade. These are networks widely deployed by telecom network opera-

tors all over the world. Currently, the Internet employs WDM-based optical backbone.

In such a network, end users connect to the network through a wavelength sensitive

switching/routing node (the details of which will be discussed later in the chapter). An

end user in this context need not necessarily be a terminal equipment, but the aggregate

activity from a collection of terminals including those that may possibly be aggregating

traffic from other regional and/or local sub-networks. Therefore, the end user’s aggre-

gate activity on any of its transmitters is close to the peak electronic transmission rate.

4.2.1 ITU Wavelength Grid

There is a strong requirement for the standardisation of WDM systems so that WDM

components and equipments from different vendors can inter-operate with one another.

Thus, industry standards for wavelengths have been developed under the leadership of

International Telecommunications Union (ITU) [7]. A standard set of wavelengths, called

the ITU grid, has been defined to coincide with the 1550 nm low-loss region of the fibre.

Specifically, this grid is anchored at a frequency of 193.1 THz (which corresponds to a

wavelength of 1552.52 nm). There is a 100 GHz grid, which means that spacing between

adjacent channels is 100 GHz, which corresponds approximately to 0.8 nm wavelength

channel spacing around the anchor frequency. A few channels of this grid around the

anchor channel are shown in Fig. 4.2.

For denser packing of channels, a 50 GHz grid has also been defined around the same

reference frequency of 193.1 THz [7]. The 50 GHz grid is obtained by adding a channel

exactly half way between two adjacent channels of the 100 GHz grid. Continuing this
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process, a 25 GHz grid can also be defined, and it can support up to 600 wavelengths [7].

4.2.2 The Evolution of WDM Networks

The first-generation of WDM networks provides only the point-to-point physical links,

which are either static or manually configured. Fig. 4.3 presents a four-channel point-

to-point WDM transmission system with amplifiers. The technical issues of the first

generation WDM networks include design and development of WDM lasers and opti-

cal amplifiers [193].

The second-generation of WDM is capable of establishing connection-oriented end-

to-end lightpaths in the optical layer by introducing optical add/drop elements (WADM

or OADM) and optical crossconnects (OXC). The ring and mesh topologies can be imple-

mented using these OADMs and OXCs. The lightpaths are operated and managed based

on a virtual topology over the physical fibre topology, and the virtual topology can be

reconfigured dynamically in response to traffic changes. The technical issues of second

generation WDM includes the development of OADM and OXC, wavelength conversion,

routing and wavelength assignment (RWA), interoperability amongst WDM networks,

network control and management and so on.

The third-generation of WDM supports connectionless optical networks. The key

issues include the development of optical access network such as passive optical network

(PON), and optical switching technologies, referred to as optical ”X” switching (OXS),

Figure 4.3: A four-channel point-to-point WDM transmission system [8].
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where X can represent P (for packet), B (for burst), L (for label), F (for flow), C (for cluster

or circuit), etc.

There are mainly three switching schemes for WDM networks: wavelength routing

(or switching), packet switching, and burst switching. Wavelength routing (WR) is quite

popular in today’s WDM networks. However, as the data traffic requirements continue

to grow, WR by itself might not the best WDM strategy. A long-term strategy for the net-

work evolution is explored in optical packet switching (OPS) and optical burst switching

(OBS) technologies.

The main idea of OPS is the migration of certain switching functionalities from elec-

tronics to optics to remove the incumbent layers that impose unnecessary optical-electrical-

optical (O-E-O) conversions and unnecessary signal processing. Incoming packets are

switched all-optically without being converted to electrical signals. This technology has

been considered as the most flexible and also the most demanding switching scheme [8].

One of the main challenges for OPS is that there is no practical and cost-effective opti-

cal equivalent of the random access memory (RAM) and logic devices for optical signal

processing. Optical burst switching has been proposed as a compromise between optical

circuit switching and optical packet switching, while avoiding their shortcomings [194].

The latest WDM networks combine the most advanced optical transmission technolo-

gies with the switching of lightpaths and creating packets of information into a multi-

functional packet-optical transport network. Its principal elements are the (a) transpon-

ders and muxponders that allow traffic to enter and leave the optical network, and (b)

the optical filters, multiplexers/demultiplexers and reconfigurable optical add drop mul-

tiplexers that multiplex and send wavelengths of light in different directions as directed

by the controlling management system. Fig. 4.4 shows a typical WDM optical network

covering the access network to the long haul.

A WDM optical network provides circuit-switched end-to-end optical channels or

lightpaths between network nodes and their users, the clients. A lightpath is made up

of a wavelength between two network nodes that can be routed through multiple inter-

mediate nodes. As we progress our discussion towards the core network survivability, it

is important to discuss lightpath communication, WDM mesh network architecture, and
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Figure 4.4: A typical WDM optical network covering access to long haul.

the routing and wavelength assignment. These topics are discussed in the next subsec-

tions.

4.2.3 Lightpaths

A lightpath is the basic communication approach in a wavelength-routed network [195].

Lightpaths in a WDM network are end-to-end connections, and should be considered

as the equivalents of uninterrupted wires, stretching from one point in the network to

another while passing one or several nodes. This is a significant difference from the prin-

ciples of classical TDM optical transport networks, such as SDH and SONET, where the

signals are regenerated at each node. The equivalent uninterrupted wire stretches only

between two nodes. Hence, a WDM network requires careful wavelength planning to

define where each wavelength starts and ends, in comparison, a SDH/SONET network

makes all signals available in every node passed. The end-to-end aspect also affects how

the power budget (i.e. signal attenuation) is calculated. In a WDM network, the opti-

cal transmission characteristics for a wavelength has to be calculated for the complete

distance the light path traverses. In a SDH/SONET network, a new power budget is

calculated for each hop between two adjacent nodes.

Figures 4.5 (a) and (b) show the layout of a SDH/SONET node and WDM node, re-

spectively. In the SDH/SONET node (Fig. 4.5 (a)), all traffic signals are regenerated and

switched, making them available for add and drop. In the WDM node (Fig. 4.5 (b)), only
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(a) (b)

Figure 4.5: (a) SDH/SONET node (b) WDM node (adapted from [8]).

selected signals (wavelengths) are available for add and drop, the rest are passed through

(glassed through) without change.

The lightpaths of the WDM optical network have several important characteristics.

• The lightpaths are transparent, i.e. they can carry data at various rates, with differ-

ent protocols etc. This enables the optical layer to support a variety of higher layer

protocols concurrently.

• Wavelength and data rate used are set by the terminating nodes. Hence an individ-

ual lightpath may be updated to higher capacity by simply changing traffic units

in the start and end nodes, without affecting any equipment in the intermediate

nodes. This is a fundamental difference to SDH/SONET networks as well as net-

works of interconnected Ethernet switches.

• Lightpaths can be set up and taken down on demand, equivalent to the establish-

ment of circuits in a circuit switched network.

• Alternative lightpaths can be configured and kept in standby mode so that in the

event of a failure, traffic may be re-routed and the service maintained.

• Wavelengths can be reused. If a lightpath which uses a particular wavelength ends

in one node, the same wavelength can be reused in another lightpath heading in

another direction.
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• The concept of WDM and lightpaths is based on analog optical transmission tech-

niques, making parameters such as dispersion, signal attenuation, optical signal to

noise ratio and interference over the whole length of the path able to controlled as

required to optimise data transmission.

A lightpath could be unidirectional or bidirectional. Note that in the context of this thesis,

we have considered lightpaths to be unidirectional.

4.2.4 WDM Mesh Networks

Compared to traditional SONET-based networks [196] which usually takes the form of

rings or interconnected rings, OXC-based wavelength routed networks can have a gen-

eral mesh topology. A wavelength routed optical WDM mesh network is shown in Fig.

4.6. The network consists of ten OXCs connected by fibre links to form an arbitrary mesh

topology. Each access station is connected to an OXC via a fibre link. Further, each ac-

cess station is equipped with a set of transmitters and receivers, both of which may be

wavelength tunable.

Figure 4.6: A wavelength routed WDM mesh network.
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As discussed in the previous subsection, the basic mechanism of communication in

a wavelength-routed network is a lightpath. A lightpath is an all-optical communica-

tion channel between two nodes in the network, and it may span over more than one

physical fibre link. The intermediate nodes in the fibre path route the lightpath in the op-

tical domain using their switches. The source and destination nodes (or the end nodes)

of a lightpath access the lightpath with transmitters and receivers, respectively. If the

transmitters/receivers are tunable, they must be tuned to the wavelength on which the

lightpath operates. For example, in Fig. 4.6, lightpaths are established between nodes A

and C on wavelength channel λ1, between B and F on wavelength λ2, and between H and

G on wavelength channel λ1. The lightpath between access stations A and C is routed via

switches 1, 6, and 7.

In the absence of any wavelength conversion device, a lightpath is required to be on

the same wavelength channel throughout its path in the network. This requirement is re-

ferred to as the wavelength continuity property of the lightpath. This requirement may not

be necessary if we also have wavelength converters in the network. For example, in Fig.

4.6, the lightpath between the access stations D and E traverses the fiber link from access

station D to switch 10 on wavelength channel λ1, gets converted to wavelength channel

λ2 at switch 10, traverses the fibre link between switch 10 and switch 9 on wavelength

channel λ2, gets converted back to wavelength λ1 at switch 9, and traverses the fibre link

from switch 9 to access station E on wavelength channel λ1.

The problem of routing the lightpaths in a WDM network is known as the routing and

wavelength assignment (RWA) problem. A fundamental requirement in a wavelength-

routed optical network is that two or more lightpaths traversing the same fibre link must

be on different wavelength channels so that they do not interfere with one another. There-

fore, routing and wavelength assignment (RWA) methods are essential for the operation

of WDM mesh networks. In the next sub-section, we will discuss the RWA problem.

A. Routing and Wavelength Assignment

There are two main variants of the routing and wavelength assignment problem depend-

ing on the considered lightpath request method. If the lightpath requests are known in
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advance, the RWA problem is referred to as the static RWA problem, or the static light-

path establishment (SLE) problem. If the lightpath requests occur dynamically, that vari-

ant is called the dynamic RWA. Our main aims in this chapter are to first, investigate the

survivability improvements made possible by dual-homed access network architecture,

and then, conduct an availability analysis to compare the improved availability of the

connections. Our analysis focuses on a particular instant of the network where a prior

known connection matrix is solved for a primary path and a backup path, protecting

them over the core network. Therefore, in this chapter, we focus on the static routing and

wavelength assignment problem. The static RWA problem, is thus directly referred to

as the routing and wavelength assignment problem hereafter in this chapter. Formally,

the RWA problem can be stated as follows. Given a set of lightpath requests that need

to be established on the network, and given a constraint on the number of wavelengths,

the routes over which these lightpaths should be set up and also the wavelengths which

should be assigned to these lightpaths need to be determined so that the number of es-

tablished lightpaths is maximised. The RWA problem has been extensively studied in

literature [195, 197–200].

In this chapter, we propose a series of RWA algorithms to improve core network sur-

vivability against several types of failures. Our aim is to exploit the dual-homing archi-

tecture in the access network to find optimal primary and protection paths. In order to

compare the performance of the RWA algorithms, we conduct an availability analysis

using the simulation results. Next, we will discuss the availability parameter of a end-to-

end optical connection and how it is calculated in our analysis.

B. Availability Analysis in WDM Mesh Networks

The availability of a system (which could be a component, path, connection, etc.) is the

fraction of time the system is up during the entire service time. The availability of a

system in a mesh network is generally analysed with the following assumptions:

• A system is always either available (functional) or unavailable (experiencing fail-

ure).

• Failure of two network components are independent events.
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• For any component, the up time (or Time To Failure) and the down time (or Time To

Repair) are independent exponentially distributed stochastic variables with known

mean values. Therefore, we assume that mean time to failure (MTTF) and mean

time to repair (MTTR) are known.

If a connection t is carried by a single path, its availability (denoted by At) is equal

to the path availability. However, if t is dedicated or shared protected, At will be deter-

mined by both the primary and the backup paths. Here, note that the contribution of the

reconfiguration time for switching traffic from the primary path to backup path (includ-

ing signal propagation delay of control signals, processing time of control messages, and

switching time at each node) towards unavailability is disregarded since it is relatively

small, usually on the order of milliseconds, compared to the failure-repair time (usually

on the order of hours).

Availability of a Dedicated Path Protected Connection

In path protection, connection t is carried by one primary path p and protected by one

backup path b. The paths, p and b are link disjoint1. When a failure occurs in p, traffic

may be switched to backup path b (if 1:1) or b may already be carrying the same traffic,

and the receiver will switch its reception from path p to path b (if 1+1), as long as b is

available. Otherwise, the connection becomes unavailable until the failed component is

replaced or restored. t is down only when both paths p and b are unavailable. Availability

of the connection t (denoted as At) can be calculated as:

At = 1− (1− Ap)× (1− Ab) = Ap + (1− Ap)× Ab (4.1)

where, Ap and Ab denoted the availabilities of paths p and b, respectively. Note that a

connection may employ multiple backup paths to increase its availability. Assuming that

all backup paths are disjoint, the availability of a connection with multiple backup paths

can be derived following the similar principle in Eq. 4.1.

1By link disjoint, we mean that the backup path for a connection has no links in common with the primary
path for that connection. Node failures can also be accommodated by making the primary and the backup
paths node disjoint as well.
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End-to-End Path Availability

Given the route of path i, the availability of i (denoted as Ai) can be calculated based on

the known availabilities of the networks components along the route. Path i is available

only when all the network components along the path are available. Let aj denote the

availability of network component j. Let Gi denote the set of network components used

by the path i. Then, Ai can be computed as:

Ai = ∏
jεGi

aj (4.2)

Network Component Availability

The availability of a network component can be estimated based on its failure charac-

teristics. For a network component j, the availability (denoted as aj) can be calculated

as:

aj =
MTTF

MTTF + MTTR
(4.3)

In equation 4.3, the parameters MTTF and MTTR stand for the mean time to fail-

ure, and mean time to repair, respectively. These parameters can be derived from the

historical failure statistics of the components.

4.2.5 Fault Management in WDM Mesh Networks

In a wavelength-routed WDM network, the failure of a network element, such as optical-

layer hardware, fibre link, crossconnect, etc. can cause the failure of several lightpaths,

thereby leading to a large data and hence, revenue loss. Fault recovery mechanisms

can be classified into protection and restoration schemes, depending on there recovery

approach.
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Protection vs. Restoration

If backup network resources (routers and wavelengths) are pre-computed and reserved

prior to the occurrence of a failure, such schemes are referred to as protection schemes

[201–206]. Protection schemes, have a faster recovery time and can guarantee 100 per-

cent recovery from the failure scenario for which they were designed, but require more

energy in absolute terms. However, if another route and a free wavelength has to be

discovered dynamically for each disrupted connection after the detection of the failure,

such schemes are referred to as restoration schemes [207,208]. Generally, dynamic restora-

tion schemes are more efficient in utilising network capacity because they do not allocate

spare capacity in advance, and they provide resilience against different kinds of failures

(including multiple failures). However, restoration schemes have longer recovery times

and does not provide a 100 percent recovery guarantee against failure.

Protection schemes have faster recovery time and they can guarantee recovery from

disrupted services they are designed to protect against. On the contrary, restoration

schemes can not provide this guarantee. In the context of our work, we mainly discuss

protection schemes for WDM mesh network fault management due to the above reasons.

Protection schemes can be classified as ring protection and mesh protection. Both

ring protection and mesh protection can be further divided into two groups path protec-

tion and link protection. In path protection, the traffic is rerouted through a backup path

(also known as backup route or protection path) once a link failure occurs on its working

path (also known as the primary path). The primary and backup paths for a connec-

tion must be link-disjoint so that no single link failure can affect both of these paths. In

link protection, that traffic is rerouted only around the failed link. When comparing link

protection against path protection, link protection provides faster protection-switching

times, however, path protection is more efficient than line protection. Path protection

leads to efficient utilisation of backup resources and lower end-to-end propagation delay

for the recovered route [8]. As such, for the context of the work proposed in this chapter,

the main focus is on path protection schemes.
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Dedicated vs. Shared Protection

Path protection schemes can be further classified into two classes: dedicated path protection

and shared path protection. The two classes are briefly discussed below.

A. Dedicated Path Protection (DPP)

In dedicated path protection, spare resources are specifically allocated for a particular

end-to-end connection. When a connection is brought down by a failure, it is guaranteed

that there will be available resources to recover from the failure. Dedicated path protec-

tion schemes do not allow sharing of backup resources amongst multiple backup paths.

Dedicated protection schemes can be implemented in a 1+1 or 1:1 fashion.

In 1+1 dedicated path protection, the backup path is active, i.e., there are two live connec-

tions between the source and destination nodes. The destination node is equipped with

decision circuitry to select the better of the two paths.

In contrast, in 1:1 dedicated path protection, the backup path does not become active

until after a failure has occurred on the primary path. After the failure is repaired, the

connection may return to the primary path, which is called the revertive mode, or may

remain on the backup path (non-revertive mode).

There are several advantages to operating dedicated path protection in a 1+1 mode.

First, recovery from a failure can be almost immediate. As soon as the receiver detects

that the primary path has become unsatisfactory, it can switch over to using the backup

path. There is usually a small synchronisation delay due to the transmission latency of

the two paths being different. However, the 1:1 mode is slower, as the failure must first

be detected by the destination first. Then the source must be notified of the failure so that

it can begin to transmit over the backup path. Another advantage to 1+1 is that failures

on the backup path can be detected when they occur. With 1:1, a silent failure can occur

on the backup path, such that the failure is not detected until the backup path is actually

needed. One possible disadvantage to 1+1 dedicated protection is that it may require

more equipment at the source and destination, to support two active paths.

The downside of dedicated protection, whether 1+1 or 1:1, is the large amount of

spare capacity that it generally requires. In typical networks, the ratio of the dedicated
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backup capacity to the working capacity is often on the order of 2 to 1 [209].

B. Shared Path Protection

Shared path protection addresses the inefficiency in requiring a large amount of spare ca-

pacity by allowing spare capacity to be used as protection resources for multiple working

paths. The working path that share protection capacity should have no links or interme-

diate nodes in common so that a single network failures does not affect more than one of

the paths.

Whilest sharing protection resources improves the capacity efficiency, one drawback

is that contention for the resources may arise when where are multiple concurrent fail-

ures. Only one path can use the shared resources at a time, such that the other paths shar-

ing the resources are vulnerable if a second failure occurs. Shared protection also requires

greater coordination in the network so that the working paths are aware of whether the

shared protection capacity is available or not. Note that shared protection usually oper-

ates in a revertive mode, such that the protection resources are released by the connection

after the failures is repaired.

Shared protection is often referred to as 1:N protection, indicating there is one pro-

tection element for every N working elements (or more generally M:N protection). As N

increases, the protection efficiency increases. However, the vulnerability of the scheme

to multiple failures also increases. One study on shared path protection indicated that

limiting N to about five provides significant capacity savings without leaving the net-

work too vulnerable to multiple failures [210]. Ultimately, however, for a given network

failure rate, it is the required availability of a connection that determines whether shared

protection is suitable, and if so, what level of shearing is acceptable.

The different approaches taken to survive failures in WDM mesh networks (as dis-

cussed above) are illustrated in Fig. 4.7. As mentioned above, shared path protection

cannot guarantee protection in an instance of multiple fibre failures due to the shared

backup resources. However, dedicated path protection schemes (either 1+1 or 1:1) will

guarantee the recovery of each end-to-end connection. Due to this reason, we consider

the dedicated path protection approach when designing the dual-homing based dedi-
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Figure 4.7: Different schemes for surviving failures in WDM mesh networks [9].

cated path protection algorithms later in this chapter. Further, the proposed algorithms

exploit the dual-homing architecture of the access network to provide protection for the

core network data communications. Thus, the dual-homing architecture is discussed in

the next section.

4.3 Dual-Homing (DH) Architecture

Our aim is to exploit the dual-homing based architecture at the access network by propos-

ing a series of routing and wavelength assignment solutions to improve core network

survivability. We discuss the dual-homing architecture in detail in this sub-section. As

the name implies, dual-homing (DH) is when a local exchange (LE), which aggregates

end-user traffic from the access network, is connected to two nodes of the WDM mesh

network. Initially, the aim of dual-homing was to ensure survivable connectivity be-

tween the access network and the metro/core network [211]. In a dual-homed optical

access network, a LE is connected to two different metro/core (M/C) nodes, protecting

the access segment against feeder fibre and/or M/C node failures. This is for example

the architectural option envisaged by the FP7 project DISCUS [212], and also the network

architecture considered in our work.

Fig. 4.8 presents an example of this concept, i.e., two dual-homed LEs and a core net-

work comprising a number of M/C nodes interconnected by an optical circuit-switched
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wavelength layer. Typically, the M/C node closest to the LE is referred to as the primary

home for the LE in Fig. 4.8) and it is used during default operating conditions, while the

second closest M/C node is chosen as the secondary home and it is used at the event of

failure at the primary home.

Figure 4.8: Dual-homed architecture at the access segment.

The dual-homing architecture has been widely studied in self-healing ring networks

[211, 213, 214]. Some research has been conducted to provide protection for WDM mesh

network architectures. We will discuss these studies in the Related Work section (Section

4.4). A measurement based analysis for a performance of multi-homing solutions is given

in [215]. Further, dual-homing applications in wireless networks are also reported in

literature [216].

Dual-Homing for Core Network Survivability

When a source/destination LE is attached to two M/C nodes, there exists two paths from

the source LE to the destination LE. If these two paths are disjoint, they can provide 100

percent protection for the destination LE against a single link failure. Fig. 4.9 shows

an example protected end-to-end connection between two dual homed LEs. Also, the
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Figure 4.9: An example protected end-to-end connection showing different possible
working/backup path options through the metro/core network.

primary2 and backup path options are also presented in Fig. 4.9.

In this way, dual homing can be beneficial not only to protect from failures which

affect the feeder fibre and primary metro/core (M/C) node, but also to provide more

resource efficient resiliency against failures in the core part of the network. In the next

section, we briefly discuss the considered design of the M/C node for the work proposed

in this chapter.

Metro/Core (M/C) Node Design

In this section, the design specifications of the M/C node are presented. The design is

initially proposed by the DISCUS FP7 project in [217] and a more detailed report on the

architecture is later published in [10]. Fig. 4.10 shows the M/C node architecture. The

main principle of the node is to have a transparent optical layer in the form of an optical

switch that fibre links towards both access and core networks segments and electronic

layers, i.e. Layer 2/Layer 3 switches could flexibly connect to. The involved optical

switch does not necessarily distinguish between access ports and core connection ports

and also enables direct connection of optical paths between the access and core segments.

It could simplify the installation and operation, i.e. freely connecting the optical switch to

the interfaces of access/core segments. Further, Fig. 4.10 also shows Layer 2 and Layer 3

routers, i.e. Ethernet layer and IP layer respectively, as well as a block of functions called

2We have considered the primary path to traverse through the primary homes for the operation simplicity.
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Figure 4.10: The Metro/Core node architecture proposed by DISCUS FP7 project [10].

ancillary equipment, which could be wavelength conversion, regeneration, testing and

diagnostics, etc. as proposed in [10].

In the context of the our work in this chapter, we consider the DISCUS Metro/Core

node as the network node in the wavelength-routed WDM mesh architecture, and is

referred to as the M/C node for the remainder of this thesis. Our aim is to propose dual

homing based routing and wavelength assignment solutions to improve core network

survivability. In the next section, we discuss the related work published on this topic.

4.4 Related Work

In this section, we discuss the related work in the literature that studies survivability

techniques for the WDM mesh networks.

In [207, 218], the authors have compared different approaches to protect WDM mesh

networks against single link failures. In [218], three schemes, namely the dedicated path

protection, shared path protection, and shared link protection were examined. In their

work, the authors have assumed a static traffic demand and no wavelength conversion.

The study compared the wavelength capacity requirements (the sum of the number of

wavelengths required on each link) of the three approaches for 100 percent restoration.
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The results showed that shared path protection provides the most efficient capacity utili-

sation over the other two methods. For example, in a 15 node mesh network, their results

obtained by solving integer linear programs, showed that 59 wavelength links are suffi-

cient if no protection is required for a 25-connection demand. The number of wavelength

links required in dedicated path, shared path, and shared link protection schemes in the

same example were 163, 99, and 189, respectively. Many studies have been conducted

on shared path protection and restoration schemes for optical mesh networks [219–222].

In [219, 220], the authors propose efficient path selection algorithms for restoration of

connections over shared bandwidth in a optical mesh network system. In [221, 222], the

authors present a framework for service-guaranteed shared protection in WDM mesh

networks. However, in the context of our work, our consideration is on the dedicated

path protection.

In [223–225], the authors examined 1+1 protection and other WDM architectures with

optical protection. In [226], the authors proposed an analytical approach to estimate the

maximum capacity utilisation in optical networks that are resilient against single link

failures. In [227], the authors have reviewed various protection and restoration tech-

niques considering an IP-over-WDM network. In another study [203], the authors have

presented efficient routing algorithms for computing the primary and backup routes in

a WDM optical network. However, these studies do not consider the dual homing archi-

tecture in the access segment. Next, we will discuss some related studies where the dual

homing capabilities have being considered to provide core network survivability.

There have been several efforts on providing protection over dual-homed networks

in literature [228–231]. In [228], the authors integrated dual-homing and core network

protection to handle a single link failure by considering a dual-homed IP-over-WDM

architecture. In [229], Vokkarane et al. proposed a coordinated protection scheme for

dual-homed-based IP-over-WDM networks in which users (i.e., enterprises) connect to

IP routers of different service providers. The approach considered the presence of dual

homing only at the source node of each communication request. The aim was to estab-

lish a working and a backup path between any of the two homes at the source side and

the single home at the destination side, with the objective of minimising the total (i.e.,
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working plus backup) path length. In [230], the authors have extended their work in

[229], to consider dual-homing at both source and destination LEs to provide two pairs

of working and backup paths to each of source dual homes to destination dual homes.

The authors considered a generalised failure scenario in which independent failures may

occur in the source access network, the destination access network, and the optical core

network. Their work presented a wavelength cost analysis for the proposed coordinated

solution. In [231], a scalable scheme for partial multicast protection based on a dual-

homing architecture is presented. Their work investigated the use of dual homing to

protect against one-to-many communications without making any changes to the rout-

ing algorithm in the core network. In [230] and [231], the authors assume full-wavelength

conversion capability at each core node.

In our work, we investigate the benefits of utilising dual-homing at both the source

and the destination LE while protecting demands against different types of failure sce-

narios in the core network segment. Our work differs from previous dual-homing-based

survivable approaches in that it focuses on establishing a single path pair (i.e., one work-

ing path and one backup path) from/to either home (primary or secondary) of the source

and destination LEs. And also, our approach ensures wavelength continuity in all estab-

lished lightpaths, thus our algorithms do not require wavelength conversion capability

at the M/C nodes. Unlike other studies, our aim is to present a comprehensive availabil-

ity analysis, and an investigation on the network energy consumption for the proposed

algorithms.

We study the survivable routing and wavelength assignment (RWA) problem with

dual-homing to protect against either link and/or M/C node failures in the core seg-

ment. As discussed previously in subsection 4.2.4.A, the RWA problem is a key problem

in establishing a set of all-optical connections (i.e., lightpaths) between pairs of source-

destination M/C nodes over the fibre topology of the core network. The RWA problem is

solved by assigning a single pair of lightpaths to each connection demand. Each lightpath

consists of a physical route and a wavelength. The wavelength assignment (WA) part of

the solution is subject to two main constraints: the wavelength clash constraint, which

prohibits wavelength sharing amongst lightpaths traversing a common fibre; and the
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wavelength continuity constraint, which ensures that each lightpath uses the same wave-

length along its entire physical path. While the RWA problem itself has been shown to be

NP-complete [195], the incorporation of protection further increases the RWA problem

complexity, requiring heuristic approaches in order to solve realistic problem instances.

We consider two failure scenarios for the core network segment: (i) single link fail-

ures, and (ii) single failures of either a link or an intermediate node (i.e., a M/C node

that is neither the source or the destination node of the considered lightpath). For each of

the considered failure scenarios, we propose two heuristic algorithms to solve the RWA

problem with dedicated path protection for a static traffic demand matrix with two dif-

ferent objectives: (i) minimising the number of used wavelengths, or (ii) minimising the

total path length. Due to greater LE accessibility and to a higher number of alternatives

for the protection paths, our proposed approach significantly reduces the average path

length and the number of used wavelengths.

4.5 Dedicated Path Protection with Dual Homing (DPP-DH) Ap-
proach

In a dual-homed optical access network, a local exchange (LE) is connected to two differ-

ent metro/core (M/C) nodes, protecting the access segment against feeder fibre and/or

M/C node failures. This is for example the architectural option envisaged by the FP7

project DISCUS [212], and also the network architecture considered in this chapter. Fig.

4.11 presents an example of this concept where two dual-homed LEs and a core network

comprising a number of M/C nodes interconnected by an optical circuit-switched wave-

length layer. Typically, the M/C node closest to the LE is referred to as the primary home

(denoted as S pri home for the source LE in Fig. 4.11) and it is used during default op-

erating conditions, while the second closest M/C node represents the secondary home

(denoted as S sec home in Fig. 4.11) and it is used when a failure takes down the primary

home.

The survivable RWA problem with dedicated path protection in networks with a dual

homed access segment can be formally defined as follows. Given the physical topol-
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Figure 4.11: Core network architecture with dual-homed access network.

ogy of the network that comprises local exchanges and metro/core nodes interconnected

by physical links (as shown in Fig. 4.11), and given a static traffic demand matrix be-

tween LEs, we must solve the RWA problem for a pair of physically disjoint working

and backup paths between each source and destination M/C node pair that has traffic

between them.

The problem is solved considering two failure scenarios for the core network, i.e., (i)

link failures and (ii) M/C node or link failures. We assume only a single network element

(i.e., link or M/C node) can fail at any point in time. We then solve the above problem

considering two different optimisation objectives: (i) minimising the number of wave-

lengths used and (ii) minimising the total length of established lightpaths. We assume

that the working path is always established between the two primary homes at each

side, while the backup path can be established between any combination of the primary

and secondary homes at the source and destination side. Here, we assure wavelength

continuity for all established lightpaths and assume traffic grooming capability at each

M/C node. Further, to maintain simplicity of the heuristic, we assume that all lightpaths

to be detected at LE’s without transmission errors.

We propose four variants of survivable RWA algorithm in dual-homed networks,

each one considering a different failure scenario and a different optimisation objective.

While the general instance of the problem is referred to as dedicated path protection

with dual-homing (DPP-DH), each variant of the algorithm is denoted with an extension

specifying the failure scenario it refers to and the optimisation objective it considers. The

variants can be summarised as follows, where l stands for core link failures only, n for



4.5 Dedicated Path Protection with Dual Homing (DPP-DH) Approach 131

both node and link failures, W denotes the minimisation of the wavelength usage, and L

the minimisation of the lightpath length: Thus, the:

1. the DPP-DH-l-W algorithm considers core link failures only and minimises the

number of used wavelengths,

2. the DPP-DH-l-L algorithm considers core link failures only and minimises the total

path length,

3. the DPP-DH-n-W algorithm considers either core node or link failures and min-

imises the number of used wavelengths, and

4. the DPP-DH-n-L algorithm considers either core node or link failures and min-

imises the total path length.

4.5.1 Dedicated Path Protection with Dual Homing Considering Core Link
Failures (DPP-DH-l)

To provide protection against a single core link failure in networks with dual homing, we

propose two variants of the DPP-DH approach aimed at minimising the number of wave-

lengths used (denoted as DPP-DH-l-W), and minimising the total length of established

lightpaths (denoted as DPP-DH-l-L).

A. DPP-DH-l-W Algorithm

The pseudocode of the DPP-DH algorithm is presented in Algorithm 7. During the ini-

tialisation phase, traffic demands are sorted in the descending order of the product of

their capacity (C) and distance (D), i.e C x D. Here, the distance (D) is computed as the

length of the shortest path between the source and destination node pair of the demand.

This initial sorting makes sure that the demands with higher capacity requirements over

greater distances are given priority when assigning resources. The sorted demands are

then processed sequentially. In the first phase (steps 4-15), the algorithm finds a route

and a wavelength for the working path in the following way. First, the shortest phys-

ical path between the primary homes of the source and destination LE is computed on
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all of the wavelengths already in use, whose number is denoted as nActive Wavelengths

(steps 4-5). If all of the links on a computed shortest path do not have sufficient capacity

to accommodate the current demand, the algorithm removes the most congested links

of the path from consideration (step 7) and searches again by returning to step 5, thus

iteratively reaching the shortest path with sufficient available capacity. The initial value

of nActive Wavelengths is set to 1 and is incremented only if a working path cannot be

found on any of the already active wavelengths (step 11), in an effort to minimise the to-

tal number of wavelengths used. Once the shortest feasible (i.e., with sufficient available

capacity) path is found for the current demand, network resources for the working path

are reserved in step 15. Similarly, steps 16-27 find and reserve network resources for the

shortest link-disjoint backup path.

Algorithm 7 Pseudocode for DPP-DH-l-W algorithm

1: SORT demands by C x D (descending)
2: nActive Wavelengths = 1
3: for each demand do
4: for each nActive Wavelengths do
5: Find the shortest path between primary homes on current wavelength
6: if capacity unavailable in path then
7: Disconnect most congested link
8: go to step 5
9: if path not found then

10: nActive Wavelengths ++
11: go to step 4
12: Select the shortest path amongst all active wavelengths and assign resources
13: for each nActive Wavelengths do
14: Find shortest link-disjoint backup path on current wavelength
15: if capacity unavailable in path then
16: Disconnect most congested link
17: go to step 17
18: if backup path not found then
19: nActive Wavelengths ++
20: go to step 16
21: Select shortest path and assign resources
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B. DPP-DH-l-L Algorithm

The second variant of DPP-DH-l algorithm, denoted as DPP-DH-l-L, aims at minimising

the total length of the established primary and backup paths in an effort to improve the

utilisation of wavelength resources. The pseudocode of the DPP-DH-l-L algorithm is

shown in Algorithm 8. The DPP-DH-l-L algorithm is similar to DPP-DH-l-W, with the

exception of considering all wavelengths supported by the system when searching for

the shortest path pair for each demand. The goal is to minimise the total path length

even at the cost of greater wavelength utilisation.

4.5.2 Dedicated Path Protection with Dual Homing Considering Core Node
and Link Failures (DPP-DH-n)

The DPP-DH-l approach provides protection against core link failures, but it is not able to

guarantee protection in the event of a M/C node failure. Even if the working and backup

paths found by DPP-DH-l are link disjoint, they might share a common intermediate

node in the network which then represents a single point of failure affecting both paths.

An example of such scenario is shown in Fig. 4.12.

To provide protection in the presence of a single M/C node failure, we extend the

DPP-DH-l approach to account for node-disjointedness of the working and the backup

Algorithm 8 Pseudocode for DPP-DH-l-L algorithm

1: SORT demands by C x D (descending)
2: for each demand do
3: for each wavelength do
4: Find shortest path between primary homes
5: if capacity unavailable in path then
6: Disconnect most congested link
7: go to step 4
8: Select shortest path and assign resources
9: for each wavelength do

10: Find shortest link-disjoint backup path
11: if capacity unavailable in path then
12: Disconnect most congested link
13: go to step 12
14: Select shortest path and assign resources
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Figure 4.12: Dual-homed LE architecture with link disjoint paths and link/node disjoint
paths.

path of each connection. Here, note that the condition we enforced earlier in DPP-DH-

l approach, i.e. the primary paths are always considered to traverse through the pri-

mary homes for operational simplicity, is still enforced. Therefore, ensuring complete

node-disjointness would relate to restricting the backup paths to traverse through the

secondary homes at both source and destination ends. This increases the traffic conges-

tion in the network, thus affecting the effectiveness of network resource utilisation.

The solution is denoted as DPP-DH-n. As it was the case for DPP-DH-l, we develop

two variants of the DPP-DH-n approach aimed at minimising the number of wavelengths

and minimising the total path length.

A. DPP-DH-n-W Algorithm

The objective of the DPP-DH-n-W algorithm is to minimise the number of wavelengths

used in the network while establishing node-disjoint working and backup paths for each

connection requests. Algorithm 9 presents the pseudocode of DPP-DH-n-W. The basic

structure of the DPP-DH-n-W algorithm is similar to its counterpart which considers

only link failures, i.e. the DPP-DH-l-W algorithm, with a few additional steps added

to account for the node-disjointedness of the working and backup path pairs.

In the first phase, the DPP-DH-n-W algorithm searches for the shortest working path

from the source LE to the destination LE (steps 4-15 in Algorithm 9). Once the working

path is found, DPP-DH-n-W temporarily removes the intermediate M/C nodes included
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in the working path from the network (step 17) and searches for the backup path in the

resulting modified topology (steps 16-28). Finally, the shortest backup path is selected

amongst all backup path options on each wavelength, while network resources are as-

signed to the selected backup path in step 29.

B. DPP-DH-n-L Algorithm

The second variant of the node-disjoint DPP-DH approach, denoted as DPP-DH-n-L,

aims at minimising the total path length of the primary and backup paths allowing a

better utilisation of the wavelength resources. The DPP-DH-n-L algorithm is similar to

the DPP-DH-n-W, with the difference of considering all wavelengths when searching for

the shortest path pair for each demand, without attempting to minimise their usage but

minimising the total path length instead. The pseudocode of the DPP-DH-n-L algorithm

Algorithm 9 Pseudocode for DPP-DH-n-W algorithm

1: SORT demands by C x D (descending)
2: nActive Wavelengths = 1
3: for each demand do
4: for e doach nActive Wavelengths
5: Find the shortest path between primary homes on current wavelength
6: if capacity unavailable in path then
7: Disconnect most congested link
8: go to step 5
9: if path not found then

10: nActive Wavelengths ++
11: go to step 4
12: Select shortest path amongst all active wavelengths and assign resources
13: for each nActive Wavelengths do
14: Disconnect intermediate nodes of primary path
15: Find shortest backup path on current wavelength
16: if capacity unavailable in path then
17: Disconnect most congested link
18: go to step 17
19: Re-connect intermediate nodes from primary path
20: if backup path not found then
21: nActive Wavelengths ++
22: go to step 16
23: Select shortest path and assign resources
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is presented in Algorithm 10.

4.5.3 Model Evaluation of DPP-DH

In this section, we describe the traffic model and network parameters used in the simula-

tion. The DPP-DH algorithms exploit the increased accessibility of the LEs due to dual-

homing architecture in the access network to provide better survivability compared to

their baseline counterparts. Thus, the improvements provided by the algorithm variants

depend on the size of the considered network topology where better improvements are

expected in a larger network where more path options are available. In our analysis, we

consider a countrywide network topology representing the optical communication net-

work of Ireland comprising 20 M/C nodes. The M/C nodes are connected with 33 links

and 1204 LEs, locations of which are shown in Fig. 4.13. The proposed algorithms were

implemented in C# and evaluated via simulation on the countrywide network topology

of Ireland. The network parameters used in the simulation work is listed in Table 4.1.

Algorithm 10 Pseudocode for DPP-DH-n-L algorithm

1: SORT demands by C x D (descending)
2: for each demand do
3: for each wavelength do
4: Find the shortest path between primary homes on current wavelength
5: if capacity unavailable in path then
6: Disconnect most congested link
7: go to step 4
8: Select shortest path and assign resources
9: for each wavelength do

10: Disconnect intermediate nodes of primary path
11: Find shortest backup path
12: if capacity unavailable in path then
13: Disconnect most congested link
14: go to step 13
15: Re-connect intermediate nodes from primary path
16: Select shortest path and assign resources
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Figure 4.13: Network topology of Ireland.

4.5.3.1 Traffic Model

The traffic between each pair of LEs was generated based on the number of users served

by each LE. The traffic matrix was generated using the gravity model from [232], as

shown in Eq. 4.4.

TAB = (K× C× NA × NB)/(100× L2) (4.4)

In Eq. 4.4, TAB denotes the traffic between local exchanges A and B, each one serv-

ing NA and NB users, respectively. K is the traffic load factor used for tuning the total

traffic offered to the network, C is the peak capacity provided per user, while L denotes

the Euclidean distance between the two LEs. In our simulation, K is varied to model

total network traffic intensities at 68 Tbit/s (0.25 normalised traffic load), 135 Tbit/s (0.5

normalised traffic load) and 203 Tbit/s (0.75 normalised traffic load). Here, a static traffic

matrix of all traffic demands between all LEs is implemented representing the worst case

scenario. The physical topology of network comprising M/C nodes locations, LE loca-
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Table 4.1: Simulation parameters.

Parameter Value

Channel capacity 100 Gbps

Peak capacity per user (C) 10 Mbps

Number of wavelengths 80

Link capacity 8 Tbps (100 Gbps x 80 wavelengths)

Full network load 264 Tbps

(100 Gbps x 80 wavelengths x 33 links)

Load factor (K) 0.25 (68 Tbps - network load of 0.25)

0.5 (135 Tbps - network load of 0.51)

0.75 (203 Tbps - network load of 0.77)

tions, set of physical links and wavelength capacity, and the generated traffic matrix, are

then input to the proposed algorithms for simulation.

The proposed algorithms are compared against a baseline case, in which dual-homing

capability is considered absent in the access network, that is, each LE is connected to only

one (i.e., physically closest) M/C node with duplicated feeder fibres (to ensure function-

ality in case of a feeder fibre failure). For a fair comparison with their dual-homed coun-

terparts, we analyse several variants of the baseline approach. The baseline approaches

which consider only link failures while minimising wavelength usage, and minimising

path length, are denoted as DPP-l-W and DPP-l-L, respectively. Similarly, DPP-n-W and

DPP-n-L denote their respective node-disjoint variants. The obtained results are analysed

in the next section.

4.5.3.2 Power Consumption Model

In this section, the formulation of the numerical model to estimate power consumption of

the core network is described. In this work, we consider the total power consumption of

a core network to be the sum of the power consumptions of the individual transmission

links and M/C nodes. For the transmission links, we consider the use of an erbium doped

fibre amplifier (EDFA) that consumes 8 W to be placed every 80 km to compensate for

fibre losses [233]. Further, we consider the elements in the M/C node architecture design
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as presented by FP7 DISCUS [234]. The power consumption of a M/C node i, denoted as

PM/Cnodei, is calculated as follows:

PM/C node i = PO switch i + PIP router i + PE switch i + Ki × PEDFA line board i (4.5)

where PO switch i , PIP router i, and PE switch i represent the power consumption of the op-

tical switch, packet (IP) routers, and Ethernet switches, respectively. The parameter Ki

and PEDFA line board i represent the number of degrees of the ith M/C node and the power

consumption of the ith EDFA line board. The parameter PIP router i is further calculated as

follows:

PIP router i = Ni × Pelectronic processing + Mi × Ptransponder (4.6)

where Ni is the number of active IP routers in the M/C node, which is calculated based

on the number of active wavelengths. The parameter Pelectronic processing is the contribution

from the electronically processed traffic and fixed elements of the router, e.g. control

board, fans and fabric board. The parameter Mi is the number of active wavelengths and

the parameter Ptransponder denotes the power consumption of the configurable 100 Gbps

transponders.

The power consumption of the network is estimated by numerical evaluation of the

model. In our analysis, we consider the power consumption of the network components

as listed in Table 4.2. The obtained results from the analysis are presented and discussed

in the next section.

The above power consumption model is used to estimate the total power consump-

tion of the network for a given instant by aggregating individual power consumptions

of all network elements while all connection requests are provisioned with a primary and

backup path pair considering dual-homing in the access network (denoted as Ptotal,dual−homing).

Further, we also estimate the power consumption of the same demand matrix consider-

ing a baseline network architecture without dual-homing capability (denoted as Ptotal,baseline).

In order to compare results, we introduce the parameter, percentage of power saving as fol-

lows.
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Component Power
Optical Switch (PO switch i) [234]
• 2-degree ROADM 975 W
• 3-degree ROADM 1145 W
• 4-degree ROADM 1315 W
• 5-degree ROADM 1485 W
IP Router (MPLS-TP) (PIP router i) [234]
• Electronic processing (Pelectronic processing) 2840 W
• Configurable transponder (Ptransponder) 100 W
Ethernet Switch (PE switch i) [235] 2766 W
In-line EDFA [233] 8 W
EDFA line board (PEDFA line board i) [234] 110 W

Table 4.2: Considered power consumption values of the components/elements of the
core network.

Percentage power saving =
Ptotal,baseline − Ptotal,dual−homing

Ptotal,baseline
× 100 (4.7)

4.5.4 Results and Discussion

In our analysis, the proposed algorithms are compared to their respective baseline cases

in which dual homing is not implemented in the access network. As such, each LE is con-

nected to only the physically closest M/C node with a two feeder fibres to ensure fibre

protection in case of a feeder fibre failure. As with the proposed algorithms, four baseline

DPP variants where (a) only link failures while minimising wavelength usage, DPP-l-W,

(b) only link failures while minimising path length, DPP-l-L, (c) node or link failures

while minimising wavelength usage, DPP-n-W, and (d) node or link failures while min-

imising path length, DPP-n-L, are considered.

Allocation of Network Resources

Figs. 4.14 and Fig. 4.15 show the average total path length (working and backup paths)

obtained using the algorithm variants which minimise the number of used wavelengths

and path length, respectively. The total normalised network load considered is 0.5. Since

the virtual topology of the network is fully connected for all traffic loads and the net-
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Figure 4.14: Average path lengths for dual-homed and baseline architectures using DPP-
DH-l-W and DPP-DH-n-W (number of active wavelengths minimised) for normalised
total traffic load of 0.5.

work is dimensioned to support the highest traffic intensity, the average path lengths are

relatively insensitive to the enforced traffic intensity and are primarily dependent on the

physical network architecture itself, i.e. location of M/C nodes. Thus, path length results

for lower traffic loads are omitted in Fig. 4.14 and Fig. 4.15 to maintain simplicity and

avoid duplication. As the working paths are always forced to use the primary homes of

the source and destination LE, the length of the working path is the same for all algo-

rithms. Further, due to the higher number of alternative routes for establishing backup

paths, the selected routes are shorter compared to the baseline DPP cases with no dual

homing. Shorter paths result in a reduction of resource usage, which in turn reduce net-

work operator costs. When compared to the baseline DPP cases, the results in Fig. 4.14

and Fig. 4.15 show that utilising dual homing for protection reduces the backup path

lengths by 35% when considering link disjointness (for single link protection) and 32%

when considering node-disjointedness (for link or M/C node protection). When compar-

ing the DPP-DH-l and DPP-DH-n approaches, introducing node-disjointedness between

working and backup paths increases the average length of the backup paths by 9% in

both variants. Therefore, protection from M/C node failures is obtained with a trade-off

of a small increase in backup path length.

When comparing Fig. 4.14 against Fig. 4.15, we note that using the algorithm to op-
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Figure 4.15: Average path lengths for dual-homed and baseline architectures using DPP-
DH-l-L and DPP-DH-n-L (path length minimised) for normalised traffic load of 0.5.

timise path length (Fig. 4.14) does not significantly reduce the path lengths compared to

the wavelength optimising algorithm (Fig. 4.15). This is due to the results being average

values of a large number of connections (all-to-all connection matrix between 1204 LEs),

where connections are between source and destination LEs that are typically located very

far from each other (even 1000s of kms). Hence, the reduction is path length achieved by

selecting different route options is rather little compared to the end-to-end distance be-

tween the source and destination of the connection. This is the reason for the almost

non-existent difference between observed path lengths in Fig. 4.14 and Fig. 4.15.

Fig. 4.16 shows the number of active wavelengths used in the core network compar-

ing the dual-homed and baseline network architectures. Different network loads repre-

senting low (normalised total network load of 0.25), medium (normalised total network

load of 0.5), and high (normalised total network load of 0.75) traffic intensities are con-

sidered. In all variants, the number of active wavelengths used increases with the traffic

load in the network. However, in all cases, DPP-DH-l and DPP-DH-n obtain a lower

number of used wavelengths than the baseline DPP case, a beneficial feature which di-

rectly reduces the operational costs of the network. Comparing the variants of DPP-DH,

it is evident that DPP-DH-l-W and DPP-DH-n-W use fewer wavelengths than DPP-DH-

l-L and DPP-DH-n-L, respectively, which agrees with the respective optimisation objec-

tives. Comparing the DPP-DH approach against the baseline architectures, on average,
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Figure 4.16: Number of wavelengths used by algorithm variants on dual-homed and
baseline architecture under different network loads.

the number of used wavelengths is reduced by 22% in the path length minimising vari-

ants, and by 25% in the wavelength utilisation minimising variants. The results also

suggest that introducing node-disjointedness to the algorithms does not yield a signifi-

cant increase in the number of used wavelengths. On average, only a 4% increment of is

observed in the number of used wavelengths between the link-disjoint and node-disjoint

DPP-DH algorithm variants.

Availability Analysis

Using availability values reported in [236], we calculate the availability of dedicated path

protected connections and evaluate the percentages of connections satisfying different

availability categories for the network. A brief introduction to the availability calculation

was previously presented in subsection 4.2.4.B.

Fig. 4.17 and Fig. 4.18 show the percentages of connections satisfying different avail-

ability categories for the network traffic load of 0.5. All variants of DPP-DH obtain sig-

nificant improvements in the percentage of connections with high availability ( 99.999%

and 99.995%), due to the path length reduction enabled by dual homing. On average,

amongst all considered cases, results show a 77% and 13% improvement in the portion of

connections with 99.999% and 99.995% availability, respectively, compared to the baseline
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DPP approach.

Figure 4.17: Percentage of connections in different availability categories from DPP-DH-
l-W and DPP-DH-n-W.

Figure 4.18: Percentage of connections in different availability categories from DPP-DH-
l-L and DPP-DH-n-L.

Furthermore, comparing the portion of connections with the highest availability at

99.999%, DPP-DH-n variants show a 11% increment compared to the DPP-DH-l variants,

eg. 17% in DPP-DH-l-W, compared to 19% in DPP-DH-n-W in Fig. 4.17. This improve-

ment is due to the elimination of a single point failure in DPP-DH-n-W. It is evident that

the DPP-DH approaches achieves higher connection availability while utilising fewer

network resources compared to the baseline DPP cases with no dual homing. Results for
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Figure 4.19: Percentage of reduction in number of used wavelength segments against the
baseline approach of each variant.

other normalised total network traffic loads at 0.25 and 0.75 show similar improvements

to the connection availability and are not presented here.

Power Savings

Fig. 4.19 plots the percentage of reduction in the number of active wavelength segments

for each algorithm compared to their baseline DPP counterparts under three traffic ma-

trices representing low, medium, and high traffic levels (i.e. network loads of 0.25, 0.51

and 0.77 respectively). A wavelength segment is a single wavelength on a single fibre

link. Hence, a zero percent reduction represents the scenario whereby a same number

of wavelength segments out of all 2650 wavelength segments ( = 80 wavelengths x 33

links) are utilised in both dual-homed and baseline cases. Results show that by utilising

dual homing, the reduction in the number of used wavelength segments varies from 33%

(for DPP-DH-n-L) to 48% (for DPP-DH-l-W) in comparison to their baseline DPP coun-

terparts. As network load increases, the reduction in wavelength usage decreases due

to higher wavelength utilisation. However, when effectiveness of wavelength utilisation

is considered, DPP-DH-l-W outperforms all other algorithm variants irrespective of the

network load.

Fig. 4.20 shows the percentage of power savings calculated based on the power con-
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Figure 4.20: Percentage of power savings of the DPP-DH algorithm variants under dif-
ferent network loads.

sumption model discussed in subsection 4.5.3.2. Results correlate with those in Fig. 4.19,

showing that the reduction of active wavelengths segments directly affects the power

consumption of the core network. The percentage of power savings ranges from 22% (for

DPP-DH-n-L) to 31% (DPP-DH-l-W). Overall, when comparing the DPP-DH-l approach

which considers only link failures against the DPP-DH-n approach which considers in-

termediate M/C node failures as well, our results show that DPP-DH-l in general out-

performs DPP-DH-n. Due to node-disjointedness constraint, the DPP-DH-n algorithms

experience a higher congestion, and therefore uses more wavelengths. As such the per-

centage of power savings is lower as compared to DPP-DH-l algorithms. This reduction

of wavelength usage can be considered as the trade-off for a higher degree of resiliency

provided in the network by the DPP-DH-n approach, as discussed in Section 4.5.2.

4.6 Summary

This chapter studied the benefits of utilising dual homing in the optical access networks

for providing resource-efficient protection against link and node failures in the optical

core segment. Novel, heuristic-based RWA algorithms were proposed to provide dedi-
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cated path protection in networks with dual homing (DPP-DH). Four variants of the DPP-

DH algorithm were proposed which considered different failure scenarios (i.e., single link

or node failures) and optimisation objectives (i.e., minimisation of wavelength usage and

path length). Compared to baseline network architectures without dual homing, our ap-

proaches reduced the backup path length by up to 35% on average, used up to 25% fewer

wavelengths, and increased the portion of connections with 99.999% and 99.995% avail-

ability by 77% and 13%, respectively. Furthermore, the variants of the algorithm which

considered core node failures additionally enhanced core network survivability at the ex-

pense of only a small increase of the backup path length (i.e., 9%) with respect to the link

failure protection approach. Therefore, the obtained results strongly indicated that core

network survivability could be improved by exploiting a dual homed architecture in the

access network in a cost efficient manner. A critical study on the energy-efficiency of the

network is also performed. Simulation results showed up to 48% reduction in the wave-

length usage compared to the baseline DPP case. The estimated power consumption of

the network showed that DPP-DH can provide up to 31% power savings. Out of the four

algorithm variants proposed, results showed that the DPP-DH-l-W algorithm yields the

greatest power savings in the core network while providing protection against single link

failures. Therefore, the obtained results clearly indicated that exploiting a dual-homed

architecture in the access segment can bring benefits in terms of both improved surviv-

ability and reduced power consumption in the core network.





Chapter 5

Conclusion

This chapter summarises the key contributions of the thesis and presents some of the future research

directions arising from our efforts.

5.1 Summary of Contributions

With the ever increasing demand of the Internet, it is evident that the design of future

telecommunication networks should be able to provide higher bandwidth capacity with

higher QoS covering a larger geographical area. Optical WDM networks have been in-

troduced as the most feasible and adaptable network solution for the requirements of

such future communication networks. However, as a result of increasing deployment of

information and communications technology (ICT) infrastructure, the increase of energy

consumption have increasingly contributed towards the global carbon footprint. This

thesis presented our efforts towards designing energy-efficient future telecommunication

networks. In chapters 2, 3, and 4, we focused on the fibre-based optical access network

segment, wireless mobile access network segment, and the optical core network segment,

respectively. Each chapter presented energy-efficient architectural and algorithm-based

solutions to meet the requirements of energy-efficient next-generation telecommunica-

tions networks.

In Chapter 1, we presented an introduction to the thesis, which highlighted the moti-

vation, the outline, and the original contributions of the thesis. We discussed the evolu-

tion of optical communication systems and the need for energy-efficiency in the design

of future telecommunication networks. Chapter 1 also presented a list of publications

arising from each of the chapters of the thesis.

149
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In Chapter 2, we focused on fibre-based optical access networks and the need to pro-

vide increased bandwidth capacity and QoS. We chose VoD application due to the fact

that VoD is identified as the main traffic generating application in the current telecommu-

nications networks. Moreover, forecasts suggest that globally, video-related traffic over

the Internet will grow substantially in the future. The chapter presented an introduction

to PONs and their functionality, followed by a discussion on the prevailing VoD system

architectures. The chapter also presented a comprehensive review of the related works

that focus on optimising VoD delivery found in literature. Next, we proposed three dy-

namic bandwidth allocation algorithms to optimise VoD delivery over passive optical

networks by exploiting a strategically placed LS server maintaining the set of most pop-

ular video content closer to the customer. We also proposed two receiver configurations;

namely the single receiver configuration, and double receiver configuration. The three

algorithms, DR-DBA, SR-DBA, and SRDC-DBA are compared against the conventional

CO-based VoD delivery. Moreover, we formulated mathematical models to estimate the

network operational power consumption and deployment cost of the LS-based PON.

Simulation results showed that the delay and achievable throughput levels are improved

when a LS is utilised. Nonetheless, jitter levels are increased with the use of the LS. How-

ever, the increment could be easily alleviated by using jitter buffers at the ONUs. Com-

paring the single receiver-based algorithms (SR-DBA and SRDC-DBA) against the dual

receiver-based DR-DBA algorithm, results showed that both algorithms produce almost

similar delay improvements and jitter variations. However, when throughput is consid-

ered, both DR-DBA and SRDC-DBA algorithms outperforms SR-DBA through the use

of dual channel downstream transmission. With the introduction of the active element

(the LS server) to the access network, an increase in the network power consumption was

inevitable. However, the results from the power consumption models showed that when

an access network of 1024 ONUs is considered (32 PONs with 32 ONUs in each PON),

the single receiver-based algorithms, namely, SR-DBA and SRDC-DBA, only result in a

power increment of 4% per ONU where as DR-DBA showed a high power increment of

54% per ONU compared to the no LS case. Therefore, comparatively, the SRDC-DBA

algorithm delivers similar QoS and throughput improvements as the dual receiver-based
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DR-DBA algorithm, but consumes a substantially less amount of power. Further, re-

sults from the cost model proved that the total deployment cost of the LS-based PON is

mainly contributed by the fibre-related expenditure while the cost component arose from

LS equipments is <2% of total deployment cost per ONU. For these reasons, we recom-

mended the use of LS caching servers to improve VoD services in the next-generation

telecommunications networks.

In Chapter 3, we focused on the wireless mobile access network.

We used the concept of cell zooming to propose transmit power control mechanisms

for considering a heterogeneous wireless access network system. The chapter presented

an introduction which discussed the most commonly recognised wireless broadband ac-

cess network technologies and different architectures. The heterogeneous mobile access

network architecture is discussed in detail. Next, the chapter presented a comprehensive

review of the related work found in literature on the energy-efficiency of mobile access

networks. We proposed two approaches to solve the transmit power control problem

of such heterogeneous mobile access networks. First, we proposed a heuristic-based al-

gorithm to estimated the optimal operational transmit power for the deployed BSs in

the mobile access network. Second, we presented our efforts in solving the same prob-

lem by formulating a LP. The LP approach produced global optimal solution whereas

the heuristic-based algorithm produced a near-optimal solution. However, the heuristic-

based approach was computationally straightforward compared to the LP. As a result, the

heuristic approach was able to model larger network segments than the LP. When the two

approaches were simulated considering a single macro cell system, results showed im-

provement in energy-efficiency when considering traffic-based transmission power con-

trol for the small cell BSs. In the heuristic approach, results presented a near-optimal

solution for transmit powers of the small cell BSs. The total transmission power of the

network was reduced by 12% on average during the 24-hour time span of a day whereas

the LP showed a 14% reduction of total transmission power on average. As far as the

optimality of the solutions is concerned, the LP presents a highly accurate and globally-

optimal solution, but with greater computational complexity. In the heuristic-based ap-

proach, even though the results are sub-optimal, due to the simplicity of the heuristic
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approach, it could model complicated network architectures with more flexibility. How-

ever, considering the results, we can conclude that effective transmission power con-

trol which considers traffic demand variations of the network, can improve the energy-

efficiency of the future wireless access networks.

In Chapter 4, we discussed the core segment of telecommunications networks and

its fault tolerance against possible failures in the fibre links and networking hardware.

Here, we exploited the DH capability in the access network to improve core network

survivability. The chapter started with an introduction which discusses WDM mesh net-

works, their operation and fault management. Further, we discussed the DH architecture

of the access network. Next, heuristic-based RWA algorithms were proposed to provide

dedicated path protection in networks with dual homing (DPP-DH). Four variants of the

DPP-DH algorithm were proposed which considered different failure scenarios (i.e., sin-

gle link or node failures) and optimisation objectives (i.e., minimisation of wavelength

usage and path length). Compared to baseline network architectures without DH, our

approaches reduced the backup path length by up to 35% on average, used up to 25%

fewer wavelengths, and increased the portion of connections with 99.999% and 99.995%

availability by 77% and 13%, respectively. Furthermore, the variants of the algorithm

which considered core node failures additionally enhanced core network survivability at

the expense of only a small increase of the backup path length (i.e., 9%) with respect to

the link failure protection approach. Therefore, the obtained results strongly indicated

that core network survivability could be improved by exploiting a DH architecture in

the access network in a cost-efficient manner. A critical study on the energy-efficiency of

the network is also performed. Simulation results showed up to 48% reduction in wave-

length usage compared to the baseline DPP case. The estimated power consumption of

the network showed that DPP-DH can provide up to 31% power savings. Out of the four

algorithm variants proposed, results showed that the DPP-DH-l-W algorithm yields the

greatest power savings in the core network while providing protection against single link

failures. Therefore, the obtained results clearly indicated that exploiting a DH architec-

ture in the access segment can bring benefits in terms of both improved survivability and

reduced power consumption in the core network.
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5.2 Future Directions

The direction of research on energy-efficient telecommunications networks is a continu-

ously changing subject due to the availability of new concepts, architectures and tech-

nologies. In this section, we discuss the potential future directions of our work proposed

in this thesis.

5.2.1 Energy- and Cost-Efficient VoD Systems with Cloud Infrastructure

Cloud computing allows VoD service providers to rent resources such as networks, servers,

storage, applications, and services from cloud service providers, without investing in

their own infrastructure. Today, there are many commercial cloud platforms such as

Amazon AWS [75] and Microsoft Azure [76], that allows users to rent virtual comput-

ers and storage resources to run their own applications. Deploying VoD services using

cloud resources is an attractive solution to VoD service providers. Due to high power

consuming cloud resources being shared amongst many clients, cloud computing offers

opportunity for VoD service providers to operate with minimal self-owned resources and

directly reduce the deployment costs as well as the operational power consumption. Such

an approach allows them to focus more on service level considerations while leaving the

infrastructure level issues such as reliability and scalability concerns to the cloud service

providers. However, most of the VoD service providers have already deployed their own

data centres and therefore have their own infrastructure. Therefore, a hybrid architecture

that uses both the cloud-based resource and the existing self-owned resource will be an

interesting and a energy-efficient solution for those VoD service providers.

In Chapter 2, we proposed a energy-efficient VoD system that exploited storing the

videos in strategically placed, self-owned local storage servers. A hybrid VoD solution

could be considered as a future direction to continue this work. We believe that there

are many research questions that will need to be addressed in order to design an energy-

efficient and cost optimal hybrid VoD system that uses both cloud and self-owned re-

sources. As the cloud resources can be rented on the fly when needed, a rent schedule

that minimises the cost and/or maximise the efficiency, is required. For example, one
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option is to rent and release the cloud resources at a pre-defined times during the busy

hours whereas another option is to do that based on a real time load measurements. It

is an interesting research question to investigate the energy-efficiency of the VoD system

when different rent schedule options are adapted.

There are also content placement and load balancing aspects that need to be ad-

dressed in a hybrid VoD solution. Most probably, replicating all the videos stored in the

self-owned data centres in the rented cloud storage might not be a cost-efficient option.

In such instances, we need to carefully select the set of videos to be stored in the cloud

storage and the set of videos to be stored only in the self-owned servers. Moreover, when

a request arrives, we may have the option to use either cloud infrastructure or self-owned

infrastructure to serve the request. In such cases, strategically selecting the video server

while minimising the operational costs such as power consumption is another interesting

research topic for the future VoD systems.

Many recent work tried to analyse and design data centres, network equipment, and

Internet services, from an energy conservation standpoint [237, 238]. We hope to explore

the possibilities of improving the energy-efficiency of VoD systems through scheduling

and load balancing. In particular, we hope to consider a general deployment scenario of

a hybrid VoD system where some of the data centres are powered by renewable power

sources. As discussed before, due to the constraints on storage space and server band-

width capacities, storing all the videos in a single data centre or serving all the users

from a single server may not be possible. Therefore, we hope to study methods to im-

prove the energy-efficiency of such VoD deployments by addressing the concerns such as

placement of content across different serves, scheduling of requests, balancing the load

amongst servers, etc.

5.2.2 Energy Harvesting Small Cell Networks

With the dense deployment of small cell BSs that is needed to meet the capacity and

coverage requirement of next-generation wireless networks, it becomes increasingly dif-

ficult to provide grid power supply to all the small cell BSs in a cost-effective manner.

Energy harvesting small cell networks (SCNs) that consists of off-grid and green energy
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powered small cell BSs have be considered as a viable solution . Energy harvesting tech-

nology is a promising solution, which can harvest ambient renewable energy (e.g., solar

and wind energy) to power small cell BSs [239]. Interestingly, it is estimated that apply-

ing energy harvesting techniques to SCNs can achieve a 20% reduction in CO2 emissions

in the ICT industry. In Chapter 3, we proposed a transmit power control mechanism to-

wards a design of a energy-efficient heterogeneous network. We believe the initial phase

of the future heterogeneous network will consist of a combination of grid-powered small

cell BSs and off-grid renewable-energy-powered small cell BSs. It is a interesting research

problem to consider the transmit power control for such hybrid heterogeneous networks.

For example, a more energy-efficient transmit power control method could exploit the

off-gird powered small cells to maintain coverage over a larger area during the off-peak

hours, while the grid-powered BSs are transitioned to a sleep mode or power saving

mode. Further, strategic decision of the deployment location such renewable-energy-

powered small cells is also a interesting future research direction of our work.

5.2.3 Considering the Sleep-Mode Features for Energy-Efficient Core Network
Survivability

The nominal power consumption of network devices and equipment considered for in-

stallation must be assessed during the network design phase. Emerging equipment

features, such as sleep-mode and dynamic reconfiguration of modulation format and

transmission reach, could provide new opportunities to reduce the power consump-

tion of the backup links, by which the primary links are protected against possible fi-

bre and/or hardware failure. In Chapter 4, we proposed a protection scheme which

exploits the DH features of the access network to provide more energy-efficient surviv-

ability against probable failures. However, the novel sleep-mode feature emerging in

the network equipment could help improve the energy-efficiency. For example, a more

energy-efficient protection scheme could be devised to exploit sleep-modes at the ex-

pense of slower recovery. A new protection scheme could also allow multi-rate transpon-

ders to fall back to lower transmission rates depending on the service level agreement and

reduced energy consumption.
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Another interesting future direction of our work is investigating the trade-offs in dy-

namic adaptation of the network equipment depending on the temporary variations of

traffic. Traffic in the core network segment is usually higher during the day and lower

during the night. Putting idle devices into sleep or energy saving mode (e.g. adapta-

tion of transmission rates) can effectively reduce the energy consumption of the backup

resources. Another strategy relies on concatenating backup paths into separate fibres in

order to be able to put the devices along these links into sleep-mode without being con-

tained by the presence of working paths. Moreover, it will be important to determine the

best trade-off between resilience, energy-efficiency, and low reconfiguration costs.

5.3 Summary of Thesis

In this thesis, our efforts towards a design of energy-efficient next-generation telecom-

munications networks are presented. The thesis consists of five chapters, in Chapter 1

(Introduction) of the thesis, we discussed the evolution of the optical communication

systems, research motivation, and a brief outline of the thesis. The three contribution

chapters (Chapters 2, 3, and 4), focus on different segments of the telecommunications

network individually. In Chapter 2, we focus on the optical fibre access networks, where

an energy-efficient approach to enhance VoD services over PONs is presented. In Chapter

3, we focus on the wireless access network systems, where a power control mechanism

for heterogeneous mobile access networks is presented. In Chapter 4, we focus on the

core network segment, where an energy-efficient approach to enhance survivability of

the core network is presented. Finally, in this chapter, (Chapter 5) we conclude the thesis

with a summary of contributions and a discussion on potential future research directions

arising from our work.
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