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Abstract

As human resources are the resources that carry out many important activities in an organization,
Human Resource Management (HRM) should catch up with the latest developments to manage
these resources efficiently. Staff appraising is one of the most important roles of HRM. Accurate
appraising systems promise organizations of a plethora of benefits. Right managerial decisions and
staff's perception of fairness are some of these benefits. Non-subjective appraising is such a
characteristic of accurate appraising systems. However, almost already applied processes for
ensuring non-subjectivity in staff appraisals are manual, infeasible, hard and time consuming. For
large organizations with large number of staff such as the Palestinian government, it become more
difficult.

A considerable effort has been directed to detecting subjectivity in opinion reviews. However, to
the best of our knowledge, there is no previous work that detect subjectivity in staff appraisals.
Our contribution in this work is to use text mining methods in finding context and domain driven
clues of subjectivity in staff appraisals.

The objective of this work is to propose a text mining based approach that supports HRM in
detecting subjectivity in staff performance appraisals. The approach detects three clues of
subjectivity in reviews, where each clue represents a level of subjectivity. First level, textual
reviews that are irrelevant to the domain of staff appraising. Second level, duplication and near
duplication in reviews. Third level, textual reviews that do not provide significance meaning;
nearly a duplication of items in the non-textual part of appraisal.

For proving our approach, we applied it on the teachers’ staff appraisals of the Palestinian
government. According to our experiments, we found that the approach is effective regarding our
evaluations; where we used expert opinion, precision, recall, accuracy and F-measure. In the first
level, we reached the F-measure of 88%, in the second level, we used expert staff’s opinion, where
they decided the percent of duplication to be 85% and in the third level, we achieved the best

average F-measure of 84%.

Keywords: Staff Appraisal, Subjectivity Detection, Opinion Mining, Text Mining, Human Resource

Management.
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Chapter One

Introduction



As its role to create, implement, oversee policies governing employees’ behavior and the behavior
of the organization toward its employees, Human Resource Management (HRM) should catch up
with the latest development of IT in order to play its' role efficiently. It should provide insights for
investments on business human capital. As a one intelligent solution is using data mining

techniques [1].

Performance evaluation is one of the most crucial issues of HRM, it is a systematic way of
reviewing and assessing the performance of an employee during a given period of time [2]. And
accordingly, top management makes a lot of decisions upon these appraisals. However, the
problem is how does the top management get the overall picture that enables them to make
decisions? Moreover, what monitoring procedures are they doing to monitor these appraisals? Is
it reliable? Our concern in this research is to propose a text mining based approach that support

monitoring staff appraisals by detecting subjectivity.

1.1 The case study:

Our case study is on teachers’ appraisals in the Palestinian government. Palestinian government
has a large number of ministries and organizations with a large number of employees working in
many fields. These organizations and ministries are following the same policies in staff appraising.
These policies are set and monitored by the General Personnel Council. There is more than 70 staff
appraising template in the government, each for a field. All these templates have the same
structure, which consists of two parts: one called a basic form, which is a list of weighted items to
be given marks from zero to 100%. These items measures staff commitment, performance,
technical skills and supervising skills. The other part, called additional form, consists of textual
items that includes opinion of the reviewer, manager who is in charge of evaluating his employees,
about staff weakness points if his mark is less than 65% and strength points, contributions and
accomplishments if his mark is greater than 85%. The first part, basic form, is dynamic for each
field, while the second part, additional form, is constant for all fields, and it is required to be
answered if employees’ mark is greater than 85% or less than 65%.

In our work, we used the additional form of teachers’ appraisals for teachers with marks greater
than 85%, so that we could have a large data set. We took the appraisals from the General Personnel

Council and took their permission to apply our approach on these appraisals.



The already exist methods for monitoring staff performance appraisals and detecting subjectivity
concentrates only on the basic form and they have nothing to do with the additional form. In this

research, we worked on the additional form.

1.2 Staff appraising problem:

Despite the importance of performance appraising for organizations, it is not on the top of the list
of “favorite things to do” for managers [3]. Appraising systems are experiencing many problems
such as managers are conducting performance appraisals carelessly, not being trained to conduct
effectively, and in some cases they conduct it with some bias against certain groups of people on
non-job-related grounds. In this work, we used the term subjectivity in staff performance appraisals
to address these problems.

1.3 Definition of Subjectivity:

According to literary theory, subjectivity is a term for linguistic expression of private states [4].
Quirk et al. [5] gave the general term private state, for referring to the mental and emotional states
of the writer or speaker. Private states is defined as something that is not open to objective
observation or verification [6]. This definition of subjectivity complies with the staff appraising
problem we discussed in 1.2. We detect subjectivity in appraisals by finding one of the three clues
that we identify in section 1.4.

1.4 Clues of subjectivity:

According to domain experts’ opinion, an appraisal is considered to be subjective, if it contains

only one or more of the clues of subjectivity. Each clue represents a level of subjectivity.

The clues are as follows:

e Irrelevance: this clue represents the lowest level of subjectivity, where reviewers” answers are
irrelevant to the domain of teachers’ appraisals.

e Duplication: is another level of subjectivity, where reviewer is duplicating or near duplicating
the same answer to different employees.

e Insignificance: a higher level of subjectivity where reviewers’ answers are meaningless to the

question.



1.5 Text Mining (TM):

Text mining is the process of analyzing large quantities of natural language text and detects lexical
or linguistic usage pattern in an attempt to extract probably useful information [7].

Natural language text may represent the majority of information available to a particular research
or data mining project [8]. One of the very common applications of text mining is analyzing open
ended survey or appraisal responses where respondents are permitted to express their opinions
without constraining them to particular dimensions or particular response format [8]. To teach
computers how to analyze and understand natural language, text mining technologies like
information extraction, summarization, categorization, classification and clustering are used [9].
In our work, we used text mining technologies to detect subjectivity in staff performance
appraisals. Subjectivity detection is a one type of opinion mining; which is a subfield of text
mining. Yet, we had our own clues of subjectivity that is derived from domain and context. These
clues, as we had discussed in section 1.3, are irrelevance, duplication and insignificance. The
definition of insignificant reviews is similar to the definition of subjectivity detection of opinion

mining, which will be discussed in section 1.6.

1.6 Opinion Mining (OM):

Opinion mining is an interdisciplinary field that combines natural language processing and text
mining. It is basically people’s opinion study, study of emotions and appraisals in the direction of
any social issue, people or entity [10]. Unlike text categorization of text mining, opinion mining
have relatively few classes (e.g., “positive” or “negative”) that generalize across many domains
and users [11] . Despite the little number of classes in opinion mining, it is not a simplified task of
text categorization, as the complexity of the natural language processing is inherited to this field.
There are two different types of text classification in opinion mining: subjectivity detection and
polarity detection. In subjectivity detection the task is to determine whether a given text represents
an opinion or a fact, or more precisely whether given information is factual or nonfactual, whereas
the aim of polarity detection is to find whether the opinion expressed in a text is positive or negative
[12].



1.7 Definition of Subjectivity:

An objective sentence presents some factual information about the world, while a subjective
sentence expresses some personal feelings, views, or beliefs. An example of objective sentence is
“iPhone is an Apple product.” An example of subjective sentence is “I like iPhone.” [13]
Subjective remarks come in a variety of forms, including opinions, rants, allegations, accusations,

suspicions, and speculations [14].

Our definition of the third level of subjectivity detection “insignificant reviews” is similar to this
definition, as we detect opinionated answers where the ideal answer is to mention staff’s

accomplishments (factual information).

1.8 Research problem:

Already applied manual processes for monitoring objectivity of staff appraisals is inaccurate,
unfair, infeasible, hard and time consuming, and for large organizations with large number of staff
such as the Palestinian government it becomes more difficult. To the best of our knowledge, there

is no previous work that detect subjectivity in staff appraisals.

1.9 Research objective:

1.9.1 Main objective:

Our main objective is to develop an approach that supports staff appraisals systems in
monitoring the objectivity of the appraising process. The proposed approach is based on text
mining techniques. We applied our approach on teachers’ appraisals of the Palestinian
government.

1.9.2 Specific objectives:

e Study the already applied processes for monitoring staff appraisal systems.

e Choose and specify the more suitable data set.

e Mine the reviews from the additional form of the appraisals in order to find clues of
subjectivity.

o Classify appraisals as objective or subjective in three levels.



e Evaluate the effectiveness and accuracy of the proposed approach using metrics such

as recall, precision, f- measure and accuracy.

1.10 Importance of the work:

On the one hand, the assumption appears to be that an effectively designed, implemented, and
administered performance evaluation system can provide the organization, the manager, and the
employee with a plethora of benefits [2]. On the other hand, the perception of unfairness can
negatively influence employee loyalty and role-related behaviors. However, in spite of the
attention and resources applied to the practice, dissatisfaction with the process still abounds and

systems are often viewed by employees as inaccurate and unfair [2].

Our work contributes very much in enhancing the monitoring process of staff appraising by
detecting review's subjectivity, as it will overcome the limitations of the manual monitoring
process, which is tedious, hard, and time consuming as well as, it is almost impossible to provide
management with the overall picture of the appraisals' objectivity.

In addition, it will support managers in decision making, e.g. employees who had been appraised
subjectively, will be given higher concern if they appeal their appraisals.

1.11 Scope and limitation

e This research proposes an approach to detect subjectivity in staff appraisals.
e We used the appraisals of teachers in the Palestinian government for the years 2012 and 2013
to evaluate the proposed approach.
e Another issue is the definition of subjectivity; in our work, an appraisal is considered to be
subjective if only it contains one or more of these clues:
- Reviews are irrelevant to the domain.
- Review is a duplication or near duplication of other reviews of the same reviewer.
- Reviews do not provide significant meaning to the question in the textual part (additional
form).

e Also, the approach considers only the Arabic texts, it doesn’t support other languages.



1.12  Methodology:

In this work, we understood the business domain from the domain expert staff, analyzed how the
appraising process is accomplished and how it should be accomplished.

Our work, is proposing an approach for the appraisal analyzer, the process that analyzes appraisals,

so that we could detect subjective appraisals according to it.

Data acquisition

4'

Understand the data set

4'

Investigate clues of
subjectivity

:

Prepare the data set

4'

Apply mining processes

—~

Evaluate the model

Figure 1.1: Appraisal analyzer steps

The steps of the appraisal analyzer approach, as illustrated in figure 1.1, are as follows:

e Data acquisition:
As we mentioned in section 1.10, we took the appraisals of teachers in the Palestinian
government for the years of 2012 and 2013, consisting of around 4400 records.

e Data set understanding:

We worked with the domain expert staff, to understand the data and domain and analyze
the problems in appraisals; how do reviewers answer appraisal questions and how should

they answer.



Investigate clues of subjectivity:

From our understanding of the data set, we came up with three clues of subjectivity, where
each clue represents a level of subjectivity:
= Irrelevance to the domain; that is, teachers’ appraisals. For example: a manager
repeat the question or types words that irrelevant to the domain such as:
Mol C¥aa Jalad ) i ) il gall 3L Jlas ) S
= Duplication or near duplication of the same review to many employees.
= Insignificant meaning answers that are nearly duplication of items in the basic
form. Such as: 1Sk paadgbagiaa g Adaydi dalaall,

Prepare the data set: In this step, we prepared the data set, answers of reviewers, for applying
the mining algorithms. We used methods for text preprocessing such as tokenization,
stemming, removing stop words and term weighting, as well as labeling the data manually as

subjective or objective,

Apply mining processes:

This process is the core part of our approach, where we used different mining processes for
each level. For the first level, we used feature extraction using unigrams and bigrams for
generating an objective wordlist, in order to compare reviews with this wordlist. For the second
level, we used similarity measurement in order to detect duplicated and near duplicated
reviews. For the third level, we used classification, in order to detect reviews with insignificant

meaning.

Evaluation
We evaluated our approach by using the measurements of: expert staff judgment, accuracy,

precision, recall and f measure.



1.13  Thesis organization:

Thesis research is composed of six chapters. Chapter 2 presents the theoretical information of the
research. Chapter 3 introduces and discusses some related work. Chapter 4 presents our proposed
approach. Chapter 5 presents the experimental results and the evaluation of the approach. Finally,

Chapter 6 summarizes the work and outlines possible further extensions to the current work.



Chapter Two

Theoretical Foundation
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This chapter presents the fundamental concepts, which represents the basis for understanding of
the thesis work. First, we discussed human resource management and staff appraisals, how
Knowledge Discovery in Databases (KDD) supports making decisions according to staff
appraising. Then we discussed the steps of KDD, followed by, text mining, unsupervised and
supervised learning, text categorization, opinion mining, subjectivity and objectivity, subjectivity

detection methods, subjectivity and sentiment classification.

2.1 Human resources management and staff appraisals:

It is as true for the Government as for any other organization that human resources are the resources
that carry out many important activities in the organization. Successful implementation of
performance management will not only help managers to promote the management level and
efficiency, but also achieve the organization's strategic objectives.

Human Resource Management is a long-established task within the Government's Management
Framework [15]. Through this task the Government meets its obligation to be a good employer;
seeks to secure staff commitment; and develops and manages staff to give of their best to help the
Government serve the community [15]. Nevertheless, Management guru Peter Drucker famously
said: “What gets measured, gets managed” [16]. Performance appraisal is a one powerful
measurement tool. It assesses an individual's performance against previously agreed work
objectives [15]. However, its purpose is more than identifying individuals’ strength and weakness.
It enables management to make crucial decisions for achieving the organization’s strategic
objectives. Therefore, staff appraisal systems should be monitored to ensure right decisions. These
decisions are not only for planning strategies for the organization, but also for correcting the
process of staff appraising itself. In order to make a decision, managers need knowledge. In case
of massive data amounts, issues may occur because of data analysis and necessary knowledge
extract. Data is analyzed through an automated process, known as knowledge discovery in data

mining techniques [17].

2.2 Knowledge Discovery in Database (KDD):
Knowledge discovery in database is the non-trivial process of identifying valid, potentially useful,

and ultimately understandable patterns in data [18].
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The process of KDD, as illustrated in figure 2.1, could be summarized as [18]:

Understanding the domain of the business: this includes the relevant prior knowledge
and the goals of the application.

Producing a dataset: includes selecting a dataset on which discovery is to be performed.
Preparing the data set: includes data cleaning and preprocessing in which incomplete,
noisy and inconsistent data is handled, also the data set is preprocessed and transformed so
that data mining algorithms could be performed.

Data mining: data mining algorithms and methods are applied in order to extract data
patterns.

Pattern evaluation: to identify the truly interesting patterns representing knowledge based
on some interesting measures.

Knowledge presentation: visualization and knowledge representation techniques are used

to present the mined knowledge to the user.

As could be shown in figure 2.1, in the KDD process, one typically iterates many times over

previous steps and the process is fairly messy with plenty of experimentation [18] .

Data Interpretation/

Pre- Trans-
Selection ﬁ processmg. formation Mining Evaluatlon%
=] e || 222 2

Target Preprocessed | Transformed Patterns Knowledge
Data Data Data

- o

Figure 2.1 Overview of the steps constituting the KDD process [18]

Data mining (DM) is the application of specific algorithms for extracting patterns from data [19].

The additional steps in the KDD process, such as data preparation, data selection, data cleaning,

incorporating appropriate prior knowledge, and proper interpretation of the results of mining, are

essential to ensure that useful knowledge is derived from the data [19]. Blind application of data

mining methods (rightly criticized as “data dredging” in the statistical literature) can be a

dangerous activity easily leading to discovery of meaningless patterns [19].

However, many people tends to shorten the term of “knowledge Discovery in Databases” to “Data

Mining”, as it is the most essential process in KDD, so it is treated as the synonym of KDD.
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Corresponding to the variety of data formats, KDD research can be divided into different
“disciplines”, i.e. data mining, text mining, graph mining, image mining, web mining and music
mining [20].

In this thesis, only text mining will be used and hence further considered.

2.3 Text Mining (TM):

Text mining is similar to data mining but it is an extended form of data mining. It leads to discovery
of new knowledge from large volume of the existing unstructured data [21]. It is also called, as
text data mining and knowledge discovery from word-based databases [21].

Typical text mining tasks include text classification (text categorization), text clustering,
concept/entity extraction, topic tracking, information visualization, question answering, document
summarization etc. [22].

The process of text mining is the same as that of KDD, we discussed earlier, except that the
methods in the preprocessing and algorithms in the mining phase could be different.

Some of the methods in preprocessing are as follows:

e Tokenization:

In this process, a sequence of strings is broken into pieces such as words, phrases, symbols
and other elements, called tokens, so that, text mining algorithms could be used. Arabic
tokenization is complex due to the rich morphological features of Arabic [23].

e Stemming

In this process affixes (prefixes and suffixes) are removed from features. This process is
used to reduce the number of features in the feature space and improve the performance of
the classifier when the different forms of features are stemmed into a single feature [24]. It
tries to find the basic form of the word.

e Stop word filtering:
The idea of stop word filtering is to remove high frequent words that are commonly used
in the language and carry no information (i.e. pronouns, prepositions, conjunctions, etc.),

so that we could focus on words that are critical to the domain [25]
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e Vector Space Model (VSM):
It is an algebraic model for representing text documents as vectors of identifiers (tokens),
in m-dimensional space, where m is the number of words or tokens and the value of each
element in the vector is represented by one if the corresponding word exists in the
document, and zero if it does not exist. VSMs extract knowledge automatically from a
given corpus, thus they require much less labor than other approaches to semantics, such
as hand-coded knowledge bases and ontologies [26].

e Term weight of text documents:
Term weighting helps us to locate important terms in a document collection for ranking
purposes [27]. Several term weighting schemes are used such as:

e Boolean model: which indicates the presence or absence of a word with Booleans
one or zero respectively.

e Term Frequency: is the number that term t occurs in the document d.

e Term Frequency Inverse Document Frequency (TF-IDF): is a common weight
scheme that is more meaningful, where large weights are assigned to terms that are
used frequently in relevant documents but rarely in the whole document collection
[28][20].

In our work, we used term frequency for wordlist generation in the first level, and TF-IDF

for classification in the third level.

2.4 Unsupervised Vs. Supervised Learning:

There is two types of learning: supervised and unsupervised; both of them were used in this work.

2.4.1 Unsupervised learning: is a technique operates by trying to find hidden structure in
unlabeled data by investigating useful relations among the elements of these data.
Clustering technique is an example of unsupervised learning [29].

2.4.2 Supervised learning: is a technique in which a training data (observations or
measurements), are accompanied by labels or classes constructing a training set, and then
is used for creating a decision function so that new data is classified based on the training
set [29].
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2.5 Text Categorization (TC):

Text categorization, also known as text classification, seeks classifying documents into predefined
topics based on their contents. There can be many possible categories, the definitions of which
might be user and application dependent; and for a given task, we might be dealing with as few as
two classes (binary classification) or as many as thousands of classes (e.g., classifying documents
with respect to a complex taxonomy) [11]. Text categorization can be characterized as a supervised

learning problem [29].

2.6 Classifiers:
In the set of experiments for detecting the third level of subjectivity, we compared between three
classifiers so that we could chose the most suitable for our domain. The classifiers we used are:
Support Vector Machine (SVM), K-Nearest Neighbor (KNN) and Naive Bayes (NB).

2.6.1 Support Vector Machine (SVM):

Support vector machine, was introduced as a class of supervised machine learning
techniques. It offers one of the most robust and accurate methods among all well-known
algorithms [30]. In a two-class learning task, the aim of SVM is to find the best
classification function to distinguish between members of the two classes in the training
data [30]

Given aset of N linearly separable points S={xi er"|i=1,2,.., N }, each point xi belongs
to one of the two classes, labeled as yi € { -1,+1}. A separating hyper-plane separates S
into 2 sides, each side containing points with the same class label only. The separating

hyper-plane can be identified by the pair (w, b) that satisfies:

YEWXHD ciiiiiiiiiiiiiiiiiiiiiniiineenienninnen 2.1
and

‘wx +bz+1 if v, = +1]

4 ' ) L cecesesscccrressen 2.2
wx, +b=-14d y =-1]
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Fori=1,2,..., N and where

W.x = E W, X,  ceeesesservemsersarsessesocnes 2.3

for vectors w and Xx.

The idea of SVM is that; it creates a hyper-plane that separates the data set into two sets
with the maximum margin as seen in figure 2.2. The optimal separating hyper-plane that

has the maximum margin to both sides is identified by the formula 2.4:

1 2
minimize —le ........................ 24
2
Subject to
fwx, +b2z+1 if y, =+1]
d L for1=1,2 ..., N
I.-H_._x]_b.;_:_l 1f.:|'.|=_]-__ .................... 2.5

The reason why SVM insists on finding the maximum margin hyper-planes is that it offers
the best generalization ability. It allows not only the best classification performance (e.g.,

accuracy) on the training data, but also leaves much room for the correct classification of
the future data [30]
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A ' A
= P Class 1 Class |
\ '
“1:¢ © ®
- @)
i @
1 o
B é\ I
L) \\ o
. o ' Separation line, i.e., _~-7 lLarge
Class 2 - decision boundary . margin M
’ X > X

Figure 2.2: Support Vectors [31]
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2.6.2 K-Nearest Neighbor (KNN):

K-nearest neighbor finds a group of k objects in the training set that are closest to the test
object, and bases the assignment of a label on the predominance of a particular class in this
neighborhood. To classify an unlabeled object, the distance of this object to the labeled
objects is computed, its k-nearest neighbors are identified, and the class labels of these
nearest neighbors are then used to determine the class label of the object. Once the k-nearest
neighbor list is obtained, the test object is classified based on the majority class of its

nearest neighbors:

Majority Voting: v’ = argmax Z f(v=), cooreeeeeeeees 2.6

v (%, vi)eD:

where v is a class label, yi is the class label for the i™" nearest neighbors, and | () is an

indicator function that returns the value one if its argument is true and zero otherwise [30].

2.6.3 Naive Bayes (NB):

This method is important for several reasons. It is very easy to construct, not needing any

complicated iterative parameter estimation schemes. This means it may be readily applied

to huge data sets. It is easy to interpret, so users unskilled in classifier technology can
understand why it is making the classification it makes. And finally, it often does
surprisingly well: it may not be the best possible classifier in any particular application, but

it can usually be relied on to be robust and to do quite well [30].

The NB classifier, works as follows [20]:

e Let D be training set of tuples and their associated class labels. As usual, each tuple is
represented by a n-dimensional attribute vector, X = (x1, x2,....xn), N measurements
made on the tuple from n attribute, respectively, A1,A2,..., An.

e Assume that there are m classes, C1, C2,..., Cm. Given a tuple, X, the classifier will
predict that X belongs to the class having the highest probability, conditioned on X.
That is, the NB classifier predicts that tuple X belongs to the class Ci if and only if:

P(C;IX) = P(C;|X) forl =j=m,j =i ceerennnnn 2.7

17



Thus we maximize P(Ci|X). The class Ci for which P(Ci|X) is the maximized, is called

the maximum posteriori hypothesis. By Bayes’ theorem (Equation 2.8),

P(CIX) = p{)(l;:j{l:“:i} ........................................ 2.8

As P(X) is constant for all classes, only P(X|Ci) P(Ci) needs maximized. If the class
prior probabilities are not known, then it is commonly assumed that the classes are
equal.

Based on the assumption that attributes are conditionally independent (no dependence

relation between attributes), P(X|Ci) using Equation 2.9.

PXICy) = Tlk=a PGl Ci) 2.9

Equation 2.9 reduces the computation cost, only counts the class distribution.

If Ak is categorical, P(Xk|Ci) is the number of tuples in Ci having value Xk for Ax
divided by |Ci, D| (number of tuples of Ci in D).

And if Ak is continuous-valued, P(xk|Ci) is usually computed based on a Gaussian

distribution with a mean p and standard deviation ¢ and P(Xk|Ci) is

P(XIC;) = (X Mgy, O;) temeemeemeessesseen 2.10
(?-:—u]z
1 ZgT | seresevesscecsacsses 2.11
g(xk, “Ci’ﬁci.) = x"mﬁ 2g%

Where p is the mean and 6 is the variance. If an attribute value doesn’t occur with

every class value, the probability will be zero, and a posteriori probability will also be

Zero.
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2.7 Opinion Mining (OM):

Opinion mining is a mixture field of natural language processing and text mining. It analyzes
people’s opinions, sentiments, evaluations, appraisals, attitudes, and emotions towards entities
such as products, services, organizations, individuals, issues, events, topics, and their attributes
[13]. Unlike text categorization of text mining, opinion mining have relatively few classes (e.qg.,
“positive” or “negative”) that generalize across many domains and users [11]. Despite the little
number of classes in opinion mining, it is not a simplified task of text categorization, as the
complexity of the natural language processing is inherited to this field.

Levels of analysis:

Opinion mining has been investigated at three levels of granularity:

e Document level: where the whole document is analyzed and assigned a positive or
negative sentiment. This type of analysis assumes that each document is about one
entity; it does not deal with comparative opinions [13].

e Sentence level: in this level, each sentence is analyzed separately as positive, negative
or neutral opinion. Neutral means no opinion [13].

e Entity and aspect level: this level is a finer-grained analysis where instead of looking
at the whole document or sentences, we look at the opinion itself. Putting in mind that
opinion consists of sentiment (positive or negative) and a target (aspect) of the opinion
[13].

In our work, we used the document level of analysis where we considered each review as
a document. Because we want to assess the way managers are making appraisals; are they
appraising their employees subjectively or objectively? We are not interested in what

aspects are managers talking about.

2.8 Subjectivity and objectivity:

An objective sentence presents some factual information about the world, while a subjective
sentence expresses some personal feelings, views, or beliefs [32]. For example, “this teacher is the
head of the health committee in the school” is an objective sentence, while “this teacher is one of
the most active teachers in the school” is a subjective sentence. The task of determining whether a

sentence is subjective or objective is called subjectivity classification. Although, it is common to
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relate subjectivity to opinionated, in some cases objective sentences indicates some positive or
negative opinions (e.g. “Every day, this teacher arrives before the working time by half an hour”,
indicates a positive sentiment due to this desirable fact). On the other hand, there is some cases
that subjective sentences does not have any opinion (e.g. “I think I will go home”). However, we

extended the meaning of subjectivity to three levels, driven from context and domain.

2.9 Subjectivity detection methods:
There is two main methods for subjectivity detection:
e Rule based methods:
Rule based methods is a kind of unsupervised learning. These methods rely on subjectivity
lexicons, where lexicons are built and data set is compared to these lexicons. A document
is detected to be subjective if it contains a predetermined number of words from the
compared lexicon. There are widely used lexicons, such as OpinionFinder, Sentiwordnet ,
and general inquirer [33]. However, the problem with these lexicons is that these lexicons
do not support many languages such as Arabic, not to mention that we have our own
definition of subjectivity that is driven from domain and context. In such a case, lexicons
could be extracted from corpora, which includes subjective and objective documents.
e Supervised methods:
Subjectivity detection could be viewed as a special case of text classification, where we
have a little number of classes (subjective or objective). So obviously, the same supervised
learning methods that commonly used in text classification could be used in subjectivity

detection as well [13].

Both of these methods were used in our work, where we extracted a lexicon (wordlist) from
corpora for detecting the first level of subjectivity. However, the wordlist we extracted consists
of objective words not subjective words; and reviews that do not contain a threshold of these
objective words are considered subjective reviews at this level. In addition, similarity
measurements that we used in the second level of subjectivity is considered as an unsupervised
learning method [34]. In the third level, we used supervised methods where we classified the

reviews into meaningful or not.
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2.10 Subijectivity and Sentiment Classification:

Recently, subjectivity classification has been considered as an initial task in sentiment
classification; that is before classifying the sentence, detect if it expresses an opinion or not
(subjective or objective). Although objective sentences are regarded as expressing no sentiment
or opinion, some objective sentences expresses desirable or undesirable facts which in turn
indicates positive or negative sentiment. Thus, it is more appropriate for the first step to classify
each sentence as opinionated or not opinionated, regardless whether it is subjective or objective.
On the other hand, Early research solved subjectivity classification as a standalone problem, i.e.,
not for the purpose of sentiment classification [13]. In our research, we also regarded it as a

standalone problem aiming to monitoring the objectivity of the staff appraising systems.

2.11 Summary:

In this chapter, we gave an overview of the basic theoretical foundation for this work. We gave an
overview of human resource management and staff appraising and how Knowledge Discovery in
Databases (KDD) could help in monitoring staff appraisals. Then we introduced the processes of
KDD. Also, we introduced data mining as a synonym of KDD, text mining as a kind of data
mining, then we elaborated the difference between unsupervised and supervised learning After
that, we discussed three algorithms for text categorization, then we discussed opinion mining and
its levels of analysis, subjectivity and objectivity, subjectivity detection methods, and finally we
discussed the relation between subjectivity and sentiment analysis, and how they could be used
separately and together.
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Chapter Three
State of the Art
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This chapter presents some related works that are relevant to our research. To our knowledge, there
is no previous work that addressed our research problem. Therefore, we presents our work as one
link in a chain of research in the field of enhancing Human Resource Management Systems
(HRMS) by using data mining and text mining. Then, we discuss other works that used opinion
mining for different applications. Finally, we investigate how subjectivity detection problem was

resolved in a variety of domains, as well as, the used techniques for resolving this problem.

3.1 Data mining for human resource management:

Data mining is widely used in diverse areas such as marketing, finance and education but narrowly
in HRM. Yet an increasing number of publications concerning data mining research in HRM gives
an impression of a prospering new research field [1].

In the management of manpower resource, the job analysis is the basis and performance assessing
is the bridge [35]. The widest related field to our work is enhancing HRMS by using data mining.
Many researchers have worked in this field; Youzheng et. al. in [36] developed a human resource
management framework to attract and allocate the talents who are the most suitable to their own
organization in a construction company. The framework is based on data mining. They explored
the association rules between personnel characteristics and work behaviors, including work
performance and retention. These rules could be used to identify effective recruitment channels to
access construction talents and design the appropriate screening criteria for selecting the right ones

for different job functions.

In fact, data mining techniques attract much attention of leading business intelligence vendors such
as Oracle, SAP, SAS, Microsoft and IBM. These vendors incorporate analytics and business
intelligence features to their HRMS [37].

For example, Oracle has its Oracle Human Resources Analytics. This product includes intelligent
features in diverse areas such as monitoring workforce demographics in line with recruitment and
retention objectives. Thus, they could analyze efficiency of the entire recruitment process lifecycle
and more importantly understand and prevent the drivers of employee turnover.

In the area of targeted workforce development, the product enables them to gain insight into the
movement of top and bottom performers in the organization to engage and develop internal talent.

In addition, the product takes into concern discovering the learning demands by analyzing course
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enrollments by job, delivery methods, and organizations. Also they have some analysis works
concerning leave and absence; they get a comprehensive view into employees' current, planned,
and historical absence events, thus, they monitor absence trends as a predictor for employee
engagement [37].

SAP also uses data mining in its HRMS for talent management analytics and measurement. They
analyze employee skills and qualifications, evaluate the efficiency of the recruiting processes and
measure the effectiveness of learning programs. In addition, they use data mining for monitoring
the progress of aligning employee goals with corporate goals [37].

In SAS also, there is some analytical works; they crunches data on employees who have quit in
the past five years; their skills, profiles, studies, and friendships. Then it finds current employees
with similar patterns. Another SAS program pinpoints the workers most likely to suffer accidents
[38].

In addition, Microsoft has some works; as it uses data mining for finding patterns of success. For
example, they study correlations between thriving workers and the schools and companies they
arrived from [38].

Also in IBM, research analysts are charting the skills and experience of the entire workforce. Then,
studying technology and economic trends. They're trying to predict the skills IBM will need down

the road and whether the needed knowhow should be taught or recruited [38].

The narrower related field; which is staff assessment by using data mining has some concern
among researchers; for example: Hou et. al. in [35] used fuzzy data mining technology to analyze
the performance assessment of staff in enterprise, grasped the structure of enterprise staff. Patterns
resulting from the analysis are used to instruct enterprise that performance to the staff is examined,
contribute to policymaker's carrying on the manpower planning, and then increase enterprise's

output, so the method improves enterprise's benefit.

3.2 Text mining for human resource management:
As the fact that more than 80% of the data is in some type of unstructured data [39], and the
prediction that the amount of textual information double in every three months [40], text mining

techniques are also used in HRMS.
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A new line of thought suggests that valuable knowledge required for human resource management
lies in emails, chat logs and comments on shared documents; that is, in electronic activity of
employees [41]. Cataphora, IBM, SAS and Microsoft were at the forefront of the movement [41].
Cataphora a company developing innovative software technologies for finding patterns and
anomalies in digital communications such as emails, documents, 1M, phone logs, text messages
and social networks. It has some innovative works on human resource management and measuring
employee productivity. For example, it has developed a fuzzy search algorithm to detect blocks of
text that are reused, such as a technical explanation or a document template, reasoning that the
employees who produce them are making a comparatively greater impact on the company by doing
work that others deem valuable [41]. In another application, Cataphora investigates the
relationships between people and some topics such as human resources-related topics, marketing
issues and product development. One way in which these relationships are useful, is for studying
the relationships between people and topics. If an executive is central to communications about
product development, marketing, and finance, but marginal to those about sales, it’s likely that she

or he is out of the loop when it comes to the newest sales tactics [41].

Also, IBM had a huge analytics project that uses 410,000 employees, analyzing 20-plus million
emails and instant messages those employees write, as well as, 2 million blog and database entries
and 10 million pieces of data that come from knowledge sharing and learning activities. In this
project, they analyzed employees’ electronic data and creates a networked map of who they’re
connected to and where their expertise lies. So that employees could search for people with
expertise on certain subjects and find the shortest “social path” it would take to connect them. In
the future, IBM plans developing the software so that it could provide real-time, expertise-based
recommendations: automatically suggesting connections while employees work on a particular
task, or helping managers assemble compatible project teams [41].

In addition, text mining techniques are often utilized to monitor the state of health of a company
by means of the systematic analysis of informal documents [42]. Microsoft examines internal
communications to identify so-called “super connectors,” who communicate frequently with other
employees and share information and ideas and others who appear to hold them up, so-called
bottlenecks [38][41]. Conoco also, refined its system for the monitoring of textual sources like e-

mails, internal surveys of employees’ opinions, declarations of the management, internal and
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external chat lines. All representing important means for sounding the evolution of company
culture [42]. Likewise, Google is testing an algorithm that uses employee review data, promotions,
and pay histories to identify its workers who feel underused, and therefore are most likely to leave
the company. Their goal is to get inside people’s heads before they even think about leaving, and
to work harder to keep them engaged [41].

In addition, Text mining techniques are used to manage HR strategically, mainly with applications
aiming at analyzing staff’s opinions, monitoring the level of employee satisfaction, as well as
reading and storing CVs for the selection of new personnel [42].

In the area of monitoring productivity, researchers at IBM and Massachusetts Institute of
Technology, for example, analyzed the electronic data of 2,600 business consultants and compared
their communication patterns with their billable hours. They concluded that the average email
contact is worth $948 in annual revenue [41].

3.3 Opinion Mining:

As one of its’ roles to study peoples’ opinions and appraisals, opinion mining is very related to our
work.

Opinion mining field is relatively young; as Pang et. al. stated in [11] that the term opinion mining
appeared first in [43], where Dave et. al. stated that the ideal opinion-mining tool would process a
set of search results for a given item, generating a list of product attributes (quality, features, etc.)
and aggregating opinions about each of them (poor, mixed, good). However, topics in opinion

mining expanded and many applications appeared.

3.3.1 Applications of opinion mining:

Opinion mining is used for a variety of applications; for example: for monitoring products
marketing; as Zabin et. al. stated in [44] companies can respond to the consumer insights
they generate through social media monitoring and analysis by modifying their marketing
messages, brand positioning, product development, and other activities accordingly.

Spam detection is another application, Abu Hammad et. al. in [20] proposed an approach

for spam detection in Arabic opinion reviews.

26



Recommendation systems is another one, by classifying people opinions, recommendation

system will not recommend items that received a lot of negative feedback [11].

Politics and governments have also some applications: such as allowing the automatic
analysis of the opinions that people submit about pending policy or government regulation
proposals [11]. In addition, opinions matter a great deal in politics. Some works has focused

on understanding what voters are thinking [11].

3.3.2  Opinion mining for Appraisal systems:

Bloom et. al., in [45] suggested appraisal expression extraction as a fundamental task in
opinion mining. Therefore, they proposed a system for extracting and disambiguating
adjectival appraisal expressions in English. An appraisal expression is a textual unit
expressing an evaluative stance towards some target. The task was to find and characterize
the evaluative attributes of such elements. These attributes include: an attitude (which takes
an evaluative stance about an object), a target (the object of the stance), and a source (the
person taking the stance) which may be implied. In their system, appraisal extraction runs in
several independent stages. First, the appraisal extractor finds appraisal expressions by
finding the chunks of text that express attitudes and targets. Then, it links each attitude group
found to a target in the text. Finally, it uses a probabilistic model to determine which attitude
type should be assigned when attitude chunks were ambiguous. For chunking they used
manual lexicons, for linking they used a hand constructed linkage specifications and for
disambiguation they used bayes theorem. They have applied this system to two domains of
text: product reviews, and movie reviews. Manual evaluation of the extraction showed the

system works well

A more related work to ours, is monitoring staff appraisals by using opinion mining
applications. In [2] Suriyakumari et. al. proposed a Domain Driven Data Mining (D3M)
approach for monitoring staff appraisals in virtual organizations by utilizing 360 Degree
appraisals' data mining for objective measurement and opinion mining for subjective
measurement. The combined results of the two measurements are sent to support vector

machine classifier for classification of employees. The monitoring process from their
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perspective is accomplished by listening properly to opinions of people who talks in chat
rooms, newspapers, social networks, etc. about virtual organizations and its business, every

day positively or negatively.

3.4 Subjectivity Detection:

According to subjectivity detection in opinion mining, the related works are as follows:

In [46] wang et. al. proposed a framework to handle different types of lexical clues for subjectivity
such as opinion indicator ( e.g.: accuse, claim ), polar word ( e.g.: beautiful, ugly ), named entity
or pronoun (e.g.: China, he ), opinion object (e.g.: price, appearance ), adverb of degree (e.g.: very,
more ). They first employed the chi-square technique to automatically extract subjective clues from
training data. To represent sentence subjectivity, they calculated sentiment density using the
extracted subjective clues and thus constructed a set of sentiment density subintervals. Finally,
they implemented a Naive Bayesian classifier with sentiment density subintervals as features for
subjectivity classification.

In [47] Tang et. al., discussed some approaches used to automatically assign one document as
objective or subjective such as similarity approach, where information retrieval method is used to
acquire the documents that are on the same topic as the sentence in question. Then, calculate its
similarity scores with each sentence in those documents and make an average value. If the average
of similarity scores of opinionated documents is higher than that of factual document, then the
sentence is classified as a subjective sentence else it is objective.

In [48] Lu et. al. presents a new approach for subjectivity classification. The approach combines
sentiment lexicon and machine learning techniques for opinion mining. They exploited three kinds
of lexicon clues: the reporting verbs, polar items and adverb clues. The used sentiment lexicons
are exploited to detect opinionated sentences, by checking whether the subjectivity clues exists in
the sentences, if so, the sentence is classified as subjective (opinionated). They used a tuning
algorithm to remove items with low precision computed on the training corpus. And with the
machine learning, they constructed a vector for each sentence with unigram as features and their
frequencies, and fed them into the algorithm for learning. They compared three learning
algorithms: Naive Bayes classification, maximum entropy classification, and Support Vector
Machines (SVM). They concluded that the combination of SVM and lexicon based method
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outperforms the baselines and all individual classifiers, achieving the best performance in terms of
accuracy and F-measure.

In [49] Pang et. al. used subjectivity detection to improve polarity classification in movie reviews.
Therefore, they employed a subjectivity detector that determines whether each sentence is
subjective or not and discard the objective ones. Thus, creates an extract that represents reviews’
subjective contents for polarity classification. In this way, they prevent the polarity classifier from
considering irrelevant or even potentially misleading text. In addition, they used subjectivity
extracts to provide users with a summary of sentiment-oriented content of the document. In their
work, they used supervised learning for the subjectivity detector. According to their experiments,
the use of subjectivity extracts provided satisfying improvement in polarity as they obtained an
improvement from 82.8% to 86.4% for polarity classification by applying a subjectivity classifier
in advance.

In [50] Riloff et. al. used a high-precision subjectivity classifiers (HP-Subj) to automatically
identify subjective and objective sentences in unannotated texts. The HP-Subj uses lists of lexical
items that have been shown in previous works to be good subjectivity clues. This process allowed
them to generate a large set of labeled sentences automatically. The high-precision classifiers label
a sentence as subjective or objective when they are confident about the classification, and they
leave a sentence unlabeled otherwise. Then they used the (automatically) labeled sentences as
training data for applying an extraction pattern learning algorithm to automatically generate
patterns representing subjective expressions. The learned patterns can be used to automatically
identify more subjective sentences, which grows the training set, and the entire process can then
be bootstrapped. Their experimental results showed that this bootstrapping process increases the
recall of the high precision subjective sentence classifier with little loss in precision. They also
find that the learned extraction patterns capture subtle connotations that are more expressive than
the individual words by themselves.

In [51]Yu et. al., proposed an opinion question answering system that separates opinions from
facts at both the document and sentence level and determines if the opinions are positive or
negative. To separate documents that contain opinions from documents that report facts, they
applied Naive Bayes. Instead of manually labeling the data, they used articles from Wall Street
Journal that contain metadata, which helped them in labeling these articles automatically. At the

sentence level, to avoid the need for obtaining individual sentence annotations for training and
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evaluation, they relied instead on the expectation that documents classified as opinion on the whole
will tend to have mostly opinion sentences, and conversely documents placed in the factual
category will tend to have mostly factual sentences. By exploring the hypothesis that within a
given topic, opinion sentences will be more similar to other opinion sentences than to factual
sentences, they applied similarity measurements to measure the overall similarity of a sentence to
the opinion or fact documents. They first select the documents that are on the same topic as the
sentence in question. Then they average its similarities with each sentence in those documents.
Then they assign the sentence to the category for which the average is higher. Another approach
they used was Naive Bayes classifier, where they trained the classifier using the sentences in
opinion and fact documents as the examples of the two categories.

In [52] Biyani et. al., proposed a method to identify the type of information a forum thread contains
i.e. whether it is subjective or factual. The method is intended to enhance search engines by
considering what type of information a searcher wants; if he wants a factual answer or opinionated
one. They modeled the task as a binary classification of threads in one of the two classes:
Subjective and Non-subjective. They used combinations of words and their parts-of-speech tags
as features. The features were generated from different structural units of a thread such as title,
initial post, reply posts and their combinations. For feature representation, they used term
frequency as the weighting scheme as they empirically found it to be more effective than tf-idf and
binary representations. As a classifier, they used a Multinomial Naive Bayes classifier because it

performs well on word features.

3.5 Summary:

In this chapter, we presented the widest related field to ours; which is enhancing HRMS by using
data mining and text mining. We also, discussed other works that used opinion mining for different
applications including appraisals extractions and monitoring staff performance appraisals. Finally,

we discussed works that resolved subjectivity detection problem in a variety of domains.

As a conclusion of these works, we found that there is a considerable number of published papers
concerning using data mining and text mining for HRM and staff appraisal. Less number of
publications by using opinion mining. However, to the best of our knowledge no published paper
concerning detecting subjectivity in staff appraisals by using text mining (our topic).
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Works that addressed the problem of subjectivity detection are of two types; one that considered
it as a standalone problem, and the other that considered it as an initial task in sentiment
classification; that is before detecting polarity of a review detect if it is subjective or not. According
to techniques used in subjectivity detection, both supervised and unsupervised learning were used.
In supervised learning, classifiers such as SVM, KNN, NB were explored. In unsupervised
learning, lexicon based methods as well as, similarity measurements methods are used. In our

work, we combined supervised and unsupervised learning methods for detecting three levels of
subjectivity.
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Chapter Four
Proposed Approach
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This chapter presents the steps of our approach. It defines the process of staff appraising. Then
illustrates in details the core part of the process; appraisal analyzer, which is responsible for

detecting subjective appraisals at three levels of subjectivity.

The methodology we followed in this work is as follows:

4.1 Understand the business domain:
As any application of data mining in any domain, understanding the business domain is the corner
stone of the application. Blind application of data mining methods can be a dangerous activity
easily leading to discovery of meaningless patterns [19].
We collected our data from the General Personnel Council of the Palestinian government, which
is the organization that is responsible for setting and monitoring policies for staff performance
appraisals for all ministries and organizations of the Palestinian government. Therefore, we
worked together with experts in the field, working for this organization.
The experts we used to consult during all the phases of the project are:
e Eng. lyad Abu Safia (Director of HR policies development department in the General
Personnel Council, Palestinian government)
e Eng. Osama Younis (Director of IT department in the General Personnel Council,
Palestinian government).
e Eng. Osama Qassem (Assistant Deputy Minister and member of monitoring appraisals
committee in Palestinian government).

Experts explained to us the ideation about how the appraising process is accomplished.

4.2 Define the Appraising process:
The appraising process consists of the following parts and could be summarized by figure 4.1:
e Appraisal Receiver: once reviewers fill the appraisal forms for their staff and submit these
forms, the appraisals are received and forwarded to the appraisal analyzer.
e Appraisal analyzer: where the appraisals are analyzed and understood, and clues of
subjectivity are specified.
e Dispatcher: where the appraisals are dispatched to monitoring staff, labeled as subjective

or not, so that he could change the mark of these appraisals, write his comments and
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approve the appraisals and then send them to monitoring manager so that he could approve

them.
. - . . R . | |
Reviewer | Ministry /Organization Monitoring | Monitoringi Appraised Staff
Unit i
__________________________________________________________________ D
Fill Staff
Appraisal
Submit
Check
subjectivity
Yes No

Change Mark

Write

Comments

‘ Approve
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\’
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Figure 4.1 staff appraising process according to domain experts’ opinion
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The Core part of our work, as illustrated in figure 4.2, is to propose an approach for the

appraisal analyzer that we could detect subjective appraisals according to it.

Data acquisition

4'

Understand the data set

4'

Investigate clues of
subjectivity

4'

Prepare the data set

4'

Apply mining processes

—X =

Evaluate the model

Figure 4.2: Appraisal analyzer steps

Appraisal Analyzer Approach:

The steps of the approach for appraisal analyzer are:

©)

Data acquisition: where we chose the most suitable data set for validating our

approach.

Understand the data set: with the help of expert staff, we could understand the

procedures of appraising and monitoring.

Investigate clues of subjectivity: from our understanding of the domain and data

set, also, with the help of domain experts, we could identify clues of subjectivity.

Prepare the data set: this includes:

Preprocess the text: where we apply a number of preprocessing techniques
such as tokenizing, filtering stop words and stemming.
Labeling the subjectivity of the appraisals: where we manually labeled

reviews as subjective or objective for training and evaluation purposes.
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o Apply mining processes: such as feature extraction, similarity measurement and
classification for building the models for detecting subjective appraisals.
o Evaluate the model: we used some measurements such as precision, recall, f-

measurement and accuracy as well as, judgment of domain experts.

4.3 Data acquisition:

We chose and specified the more suitable data set for evaluating the approach, which is the
appraisals of teachers in the Palestinian government. It is more suitable to choose this data because
it is the largest data set we could get. We took the appraisals of the years 2012 and 2013 only for
teachers with marks greater than 85%, which consists of 4400 records. We worked on questions
from the additional form. As an example, we took the question: “what are the key accomplishments

of the employee that made him exceeds performance rates?”

4.4 Data set understanding:

With the help of domain expert staff, we understood the data. As we used the question, “what are
the key accomplishments of the employee that made him exceeds performance rates?”, They
explained to us what is the ideal answer to this question, and what does reviewers actually answer.
The ideal answer is a clear and concrete accomplishment. However, actually a number of reviewers
answers this question by describing the general behavior of the employee rather than his
accomplishments. In addition, some reviewers are giving fake reviews that are irrelevant to the
domain of teaching appraisals. Moreover, some reviewers are duplicating the same review to many

employees.

4.5 ldentify clues of subjectivity:
From our understanding of the data set, we came up with these clues of subjectivity, where each
clue represents a level of subjectivity:
o lrrelevance: this clue represents the lowest level of subjectivity, where reviewers’
answers are irrelevant to the domain of teachers’ appraisals, for example, they make
fake reviews such as copying the question or writing words that are irrelevant to the

domain or duplicating the same words of their review.
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o Duplication: is another level of subjectivity, where reviewer is duplicating or near

(@]

duplicating the same answer to different employees.
Insignificance: a higher level of subjectivity where reviewers’ answers are
meaningless to the question, as we mentioned earlier, they mentions general behaviors

and opinions rather than concrete accomplishments.

4.6 Text preprocessing:

In this step, we prepared the data for applying mining methods. This step includes many sub-steps,

it starts from tokenizing string into words, then removing stop words, stemming and weighting the

terms. Also in this process, we label the data into classes subjective or objective.

Tokenizing:
Tokenizing is the process of breaking a stream of text up into phrases, words, symbols,

or other meaningful elements called tokens [53].

Filtering stop words:

Where words with little or no content information such as prepositions and

conjunctions are removed as these words unlikely help text mining [53].

Stemming:

This method is used to find out the basic form of a word. For example, the words use,
using, user and uses all can be stemmed to the word “USE”. The main objective of
stemming is to have all the words represented by their stems, by removing all the affixes
of the words. The benefit of this process is the reduced number of words and thus the
saved memory space and time [54].

There is two types of stemming:
e Root stemming, where the word is reduced to its origin or root [55].
e Light stemming, where the commonly used affixes in the language are

removed without reducing the word to its root [55].

In our work, we conducted experiments to compare between the two types in each level.
Vector Space Model:

Despite of its simple data structure without using any explicit semantic information,
the vector space model enables very efficient analysis of huge document collections

[56]. In vector space model, each document is represented as a vector of the words of
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the documents (tokens), in m-dimensional space, where m is the number of words or
tokens and the value of each element in the vector is represented by one if the
corresponding word exists in the document, and zero if it does not exist [24].

Term weight of text documents:

To improve performance usually term weighting schemes are used, where the weights
reflect the importance of a word in a specific document of the considered collection
[57].

A simple weight scheme is term frequency, where it counts the frequency of the word
in the document. The problem of this scheme is that if the word has a large number of
frequency in the document and in the whole document collection, then the high weight
for this word is with little meaning. Term Frequency Inverse Document Frequency (TF-
IDF) is a common weight scheme that is more meaningful, where large weights are
assigned to terms that are used frequently in relevant documents but rarely in the whole
document collection [57].

In our approach, we used term frequency in the first level of subjectivity, for the
objective wordlist extraction, because we need to extract words that are frequently used
in the domain such as:

MELE el s e calaa (G pra"

We are not interested in distinguished words; words that are used frequently in a
document but rarely in other documents. While in the third level, we used the TF-IDF,
because in classification we are interested in distinguished words; frequently used

words would not optimize the process.

Label the data:

Monitoring staff had not ever classified reviews into subjective or objective before, so
we need to classify the reviews manually in order to feed them into classifiers, so that
classifiers could learn how to classify the new data. This process is essential for the
third level of subjectivity, where we classify the answers into either have a significant
meaning or not. Also in the first level, we need to classify the data manually for

evaluation purposes.
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4.7 Apply mining processes:

This is the core step of the process of subjectivity detection; we used feature extraction process for
the first level of subjectivity detection, also the process of similarity measurement for the second
level, and for the third level, we used processes from machine learning (classification).

4.7.1 Feature extraction for generating objective wordlist:

For the first level of subjectivity, we extracted an objective wordlist from the corpus; that
is frequently used words and phrases; unigrams and bigrams. The reason that this works is
that when people comment on different aspects of an entity, the vocabulary that they use
usually converges [13]. Thus, these frequent words and phrases could be the domain
relevant wordlist. This wordlist would be used in the next step for subjectivity detection.

4.7.2 Similarity Measurement:

In this measurement, the features or tokens of documents are represented as vectors in the
space, as illustrated in figure 4.3. Typically, the angle between two vectors is used as a
measure of divergence between the vectors, and cosine of the angle is used as the numeric
similarity, since cosine has the nice property that it is 1.0 for identical vectors and 0.0 for
orthogonal vectors [58]. By finding the dot product of the two documents (or reviews in
our case), we could find the cosine similarity between the two documents.

Equation 4.1 finds the similarity between two documents x and y.

S Ty
similarity(r,y) = cos() = ——— ovveronnl 4.1
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Figure 4.3: representation of two documents in 2-D space
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We used similarity measurement for the second level of subjectivity detection, where we
detect whether a reviewer is duplicating or near duplicating the same review for his

employees. This measurement gives us a percent of the similarity among all reviews.

4.7.3 Machine Learning processes (classification):

For the third level of subjectivity, we used classification methods. Almost all the known
techniques for classification such as decision trees, rules, Bayes methods, nearest neighbor
classifiers, SVM classifiers, and neural networks have been extended to the case of text
data [59]. Recently, a considerable amount of emphasis has been placed on linear classifiers
such as neural networks and SVM classifiers, with the latter being particularly suited to the
characteristics of text data [59]. In our work, we used Support vector Machine (SVM) and
compared its results with two other algorithms: Naive Bayes (NB) and K Nearest Neighbor
(KNN), as these two algorithms gave results close to that of SVM in some other researches
in Arabic language [20][24].

We fed these algorithms with the training data, so that these algorithms would build the
model that new data could be classified according to it. After that, we compared the results
of the three algorithms, so that we could decide which algorithm is the best for our

approach.

4.7.3.1 Support Vector Machine (SVM):

Support Vector Machine is a supervised machine learning technique motivated by
the statistical learning theory. Based on the structural risk minimization of the
statistical learning theory, SVM seeks an optimal separating hyper-plane to divide
the training examples into two classes and make decisions based on support vectors,
which are selected as the only effective instances in the training set [60]. Intuitively,
a good separation is achieved by the hyper-plane that has the largest distance to the
nearest training data points of any class (so-called functional margin), since in

general the larger the margin the lower the generalization error of the classifier [61].

4.7.3.2 Naive Bayse (NB):

A Naive Bayes classifier is a simple probabilistic classifier based on applying

Bayes' theorem (from Bayesian statistics) with strong (naive) independence

40



assumptions. A more descriptive term for the underlying probability model would
be 'independent feature model’. In simple terms, a Naive Bayes classifier assumes
that the presence (or absence) of a particular feature of a class (i.e. attribute) is
unrelated to the presence (or absence) of any other feature. For example, a fruit may
be considered to be an apple if it is red, round, and about 4 inches in diameter. Even
if these features depend on each other or upon the existence of the other features, a
Naive Bayes classifier considers all of these properties to independently contribute
to the probability that this fruit is an apple [62].

4.7.3.3 K-Nearest Neighbor (KNN):

The K-Nearest Neighbor algorithm is based on learning by analogy, that is, by
comparing a given test example with training examples that are similar to it. The
training examples are described by n attributes. Each example represents a point in
an n-dimensional space. In this way, all of the training examples are stored in an n-
dimensional pattern space. When given an unknown example, a k-nearest neighbor
algorithm searches the pattern space for the k training examples that are closest to
the unknown example. These k training examples are the k "nearest neighbors™ of
the unknown example [63].

4.7.4 Subjectivity Detection
This step means to detect subjective appraisals in each level.

o In the first level of subjectivity:

We check if the answers are relevant to the domain or not. In order to perform this
check, we used the objective wordlist that we generated in section 4.7.1. We
calculated the number of words in the review that also exists in the wordlist, and

divided this number by the number of overall words of the review.

Relevance Percent — |{ wordsfomreview }{ wordsfomwordlist }| ~ ....... 4.2

I{  Words from review }|
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This percent represents the percent of relevance. Considering relevance as a percent
would enable us not only to detect irrelevant reviews, but also to detect duplication
in the same review; i.e. if a reviewer is writing a sentence and duplicating it. By
experiments, we would decide at which percent we could classify the review as a

subjective review.

o Inthe Second level of subjectivity:

We check if the reviewer is duplicating the same reviews to his employees. In this
check, we analyzed the reviews of each reviewer in order to see the similarity
percent among his reviews. Sometimes reviewers are fully duplicating their reviews
to their employees, and sometimes they nearly duplicating the reviews; i.e.
changing some words such as the levels or the subjects they teach; for example:
“mibat) Gualiad) Ciiall A jad) A3 Bala (i dalaall”

" 5N JgY) Cluall A58l A ) Bala G Aalaad"

By experiments, as well as, with the help of domain expert staff we would decide

at which similarity percent we could classify the review as a subjective one.

o In the third level of subjectivity:

We check if the review contains a significant meaning or not. Significant meaning
reviews means more than saying, “The teacher is active/good/energetic. The
answer should describe a clear accomplishment. Moreover, reviews that nearly
duplicate items from the basic form of appraisals are detected such as:
“Aicn a8 Jiad gyl gB1) g Al da Jila g Adasds dalaal)”,
This level of subjectivity detection complies with the definition of subjectivity
detection of opinion mining that classifies a review as subjective if it is an
opinionated review and objective if it is a factual review. The reason is that the ideal
answer of this question should not be an opinion, it should be a description of clear
works and accomplishments of the employee; seems to be factual information.

In order to perform this check, we check new data (testing data that was not

included in the training process) against the model built in section 4.7.3.
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4.8 Evaluation:
We evaluated our work by using domain expert judgment, as well as, measurements of accuracy,
precision, recall and F-measure, In addition, we used the 10-fold cross validation technique.

4.8.1 Domain expert judgment:

Incorporation of appropriate prior knowledge, and proper interpretation of the results of
mining, ensure that useful knowledge is derived from the data [19]. Intuitively, domain
experts are the best ones to provide knowledge, interpretation and judgments for the results.
Before we started the experiments, we consulted the domain experts, mentioned in 4.1,
about the approach. They encouraged it, and thought it would help very much in monitoring
staff appraisals. In addition, during our experiments, they gave us the instructions for
labeling the data set into subjective or objective, so that, the measurements of accuracy in
the first and third levels would be based on their opinion. Also, in the second level of

subjectivity detection, they helped us in specifying the threshold for duplication.

4.8.2 Accuracy measurements:
The measurements we used are:
e Accuracy: the accuracy of a classifier on a given test set is the percentage of test set

tuples that are correctly classified by the classifier [64].

tp+in . 4.3
tp+in+ fp+ fn

Where tp is true positive instances, tn is the true negative, fp is the false

Accuracy =

negative, and fn is the false negative.

But the problem with accuracy is that there are many labeled data sets which have an
unbalanced representation among the classes in them, when the imbalance is large,
classification accuracy on the smaller class(es) tends to be lower [65]. This problem
could be solved by using measurements of precision, recall and f-measure.

e Precision: is the fraction of retrieved objects that are relevant [66].

tp
tp+ fp
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Where tp is the true positive instances, fp is the false positive instances.

For example if our classifier predicts 20 subjective reviews, if only 15 of these reviews
are truly classified as subjective and 5 are falsely classified, then the precision for the
classifier for the subjective class equals: 15/ (15+5) = 15/20 = 0.75

e Recall: is defined as the proportion of relevant objects that are retrieved relative to the

total number of relevant objects in the data set [67].

tp
Recall = ———
T — 4.5

Where tp is the true positive instances and fn is the false negative instances.

For the same example, we mentioned for precision, if there is another 10 subjective
reviews that the classifier failed to predict, then the recall equals: 15/ (15+10) = 15/25
=0.60

e F-measure: We could notice that, precision of class C does not tell us anything about

the number of class C tuples that the classifier mislabeled. Also, recall of a class C does
not tell us how many other tuples were incorrectly labeled as belonging to class C.
There tends to be an inverse relationship between precision and recall, where it is
possible to increase one at the cost of reducing the other [64].
Precision and recall scores are typically used together, where precision values are
compared for a fixed value of recall, or vice versa. An alternative way to use precision
and recall is to combine them into a single measure. This is the approach of the F
measure (also known as the F1 score or F-score) [64].

recision - recall  «oeeeeeeenet 4.6

precision 4+ recall

4.8.3 10-Fold cross validation:
Using training data to derive a classifier and then estimate the accuracy of the resulting

learned model, can result in misleading overoptimistic estimates due to overspecialization
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of the learning algorithm to the data. Instead, it is better to measure the classifier’s accuracy
on a test set consisting of class-labeled tuples that were not used to train the model [64] .
The most basic testing method is called simple validation. To carry this out, we set aside a
percentage of the database as a test database, and do not use it in any way in the model
building and estimation. This percentage is typically between 5% and 33% [67]. An
advanced method is the n-fold cross validation, where the data is randomly split into n
mutually exclusive subsets of approximately equal size. An inducer is trained and tested
several times. Each time it is tested on one of the n folds and trained using the remaining
n—1 folds [67]. In general, stratified 10-fold cross validation is recommended for estimating
accuracy (even if computation power allows using more folds) due to its relatively low bias
and variance [64].

In our work, we used 10-fold cross validation in the third level of subjectivity detection to
evaluate classifiers; we calculated the precision, recall, F-measure and accuracy for each

fold, then we took the average of these measurements.

4.9 Summary:

In this chapter we discussed our approach in subjectivity detection, at first we elaborate the overall
process of staff appraising, then in detail we described the core part of the process of appraisals
analyzer, which detect three levels of subjectivity. We elaborated the details of every level and
what methods and algorithms we would use, and then we discussed how we would evaluate our

approach.
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Chapter Five

Experiments and Results
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In this chapter, we describe the conducted experiments to evaluate our approach. We made three
sets of experiments; each one detects a level of subjectivity. It also describes the comparison
between the methods according to the results, to achieve the best performance. For the evaluation,

we used domain experts’ judgment, accuracy, precision, recall and F-measure.

5.1 Experiments settings:
The experimental environment used for all experiments was CPU / Intel Pentium i5 processor,
Memory of 4 GB RAM, Windows 7. In addition, we used as a software: Rapid miner 5.3 for the

mining processes, MS Excel 2013 and Oracle database for analyzing and presenting the results.

5.2 Rapidminer:

RapidMiner is a software platform that provides an integrated environment for machine
learning, data mining, text mining, predictive analytics and business analytics. In 2014, Gartner
Research placed RapidMiner in the leader quadrant of its Magic Quadrant for Advanced Analytics.
The report described RapidMiner's strengths as a "platform that supports an extensive breadth and
depth of functionality, and with that it comes quite close to the market Leaders.”[68]

5.3 The Data Set:

For our experiments, we used real data. We used the teachers’ appraisals of Palestinian
Government for the years 2012 and 2013 for teachers with marks more than 85%, which consist
of 4400 records. We applied our experiments on the answers of questions from the additional form.
We took as an example, the question: “What are the key accomplishments of the employee that

made him exceed performance rates?”

5.4 First level of subjectivity:

This set of experiments aim to detect the lowest level of subjectivity by determining if the textual
answers are in the domain or not; which is in our case education and teacher’s appraisals. For this
purpose, we extracted an objective wordlist, consisting of words from the domain. Our assumption
is that if the review contains a threshold of these words, then it could pass this level of subjectivity
detection and considered relevant to the domain.
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5.4.1 Data preprocessing:

In this step, we prepared our data set for applying mining methods using Rapidminer tool.
The process we followed for preprocessing, as illustrated in figure 5.1, consists of
tokenizing, where streams of texts are broken into tokens. Then these tokens are passed to
a filtering stop words process, where words with little content information are removed
such as prepositions and conjunctions. After that, we filtered the resulted tokens by using
the process of filter tokens, where we specified tokens less than 3 characters to be removed.
Then, we passed the resulted tokens to a stemming process. For stemming, we had two
choices; light stemming which removes only the common affixes in Arabic language, and
root stemming which returns the word to its root. We compared between the two types
according to the results in order to decide which is better to use in this level. After

stemming, we used filtering tokens to remove the resulted stems that is less than 3

characters.
Tokenize Stem (Arabic, ...
(] doc  [E=E|  doc[) (] doc = doc[)
0 o
Filter Stopwor.., Filter Tokens ...
( doc  |===7 doc :1 ( doe |20 doc :1
o o

Filter Tokens ...
(t doe  [==" tlu:-c:l
8

Figure 5.1: Preprocessing steps on Rapidminer

We examined the results of the preprocessing steps on the whole data set (4400 records).

The results are illustrated in table 5.1.
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Table 5.1: Number of tokens after each step of preprocessing

Process Number of resulted tokens after process
Tokenization 13,127
Stop word filtering 12,911
filtering tokens 12,816
Number of tokens Number of tokens after
Processes after . AN
using stemming after process (usmg process (us!ng light
root stemming) stemming)
Stemming 3141 6,495
Filtering tokens 3,078 6,317

We could notice form the results that the processes stop word filtering and filtering tokens,
slightly reduced the number of tokens, while stemming reduced the number of tokens to
6495 (around 50% of the tokens) when using light stemming and 3141 (around 25% of the
tokens) when using root stemming. This complies with previous experiments on Arabic
text [69][70], which showed that stemming greatly reduces vector sizes (features) more
than light stemming. Therefore, we decided to use root stemming in the first level, because
it would reduce time and effort for manually checking the wordlist.

5.4.2 Feature extraction for generating objective wordlist:

In this step, we extracted a domain relevant wordlist from the corpus; that is frequently
used words and phrases (unigram and bigram).

We used generate n-gram process with a parameter of 2 for n. The input of this process is
the tokens resulted from preprocessing step in section 5.4.1. And the results are a list of
unigram and bigram, where unigrams are represented by tokens consisting of one word,
and bigrams are represented by every two contiguous words of the text.

N-grams process as well as, the preprocessing processes represent sub-processes of one

larger process that takes the data set and generates word vectors from string attributes,
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o

reviews in our case, this process is called process documents from data, figure 5.2
illustrates the process. In this process, we used term occurrences as a term weighting
schema for the represented vectors, because in this level, we need the commonly used
words in the domain of teachers’ appraising rather than the distinguished words.

For extracting the final wordlist, we removed words with term occurrences less than 20,
and then manually we chose the most relevant words.

(] doc
Tokenize Filter Stopwar.. Fitter Tokens ... Stem (Arabic) toe
(doc = doc (oo = do (doc = doc (doc = doc (e &= doc))
0 0 0 0 0

Figure 5.2: Sub processes of Process document from data process

Z Process Documents from Data

Read Excel create word vector

‘ fil % out :1 f_ res
o = (] res vector creation

add meta information

Juor —— =a |:| keep text

Figure 5.3: Processing Documents Process

In this experiment, we split the dataset into data for generating the wordlist and data for
testing. We took into account that, the larger the training data, the better the classifier [71],
in our case the larger the data set for generating the wordlist, the better the wordlist, and
the larger the test data, the more accurate the error estimate [71]. Therefore, we spilt the

dataset three times, as illustrated in table 5.2, in order to decide the best number of records
to use for wordlist extraction and for testing.
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Table 5.2: Splits of data into input data and testing data

) Number of records for Number of records for
Split Number ] ) )
wordlist extraction testing
1 4400 0
2 4000 400
3 2900 1500

First time, we took all the corpus (4400 records of data). We preformed the preprocessing
and feature extraction processes for extracting the objective wordlist, then removed tokens
with occurrences less than 20, and finally manually chose the most relevant wordlist. We
came up with a list of 206 tokens (the list is illustrated in appendix A).

Second time, we reduced the data for wordlist extraction to 4000 records, so that we could
have testing data; that was not used in the wordlist extraction process. As we did in the first
time, we preprocessed the dataset, extracted unigrams and bigrams. However, before
completing the process of wordlist extraction, which is removing tokens with occurrences
less than 20 and manually selecting the relevant tokens, we compared the tokens with the
extracted wordlist from the first time; wordlist from all the data i.e. 4400 records. We found
that the extracted wordlist is part of the tokens. Therefore, proceeding in the process would
lead us to the same wordlist.

Another time, we reduced the size of the data for wordlist extraction to 2900 records, which
represents 2/3 of the overall data. We tokenized the data and generate unigrams and
bigrams, then checked if the wordlist, extracted at the first time, is part of the tokens. Also
at this time, we found that the extracted wordlist is part of the tokens.

The interpretation of these results is, as we mentioned before, that when people comment
on different aspects of an entity, the vocabulary that they use usually converges. Moreover,
this is well supported because of the large size of data we used.

These results led us to take the choice of using the whole data set as input data, i.e. data for
extracting the relevant wordlist, as reducing the input data will always lead to the same

wordlist.
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5.4.3 Subjectivity Detection
In this step, we checked how much does the answer contains words from the objective

wordlist. We calculated the relevance percent, which is the number of words in the review

that also exists in the relevance wordlist, divided by the length of the review.

Relevance Percent —

Figure 5.4 illustrates examples of real reviews with their relevance percent. We could

decide if the answer is relevant or not by checking whether the relevance percent is greater

[{ wordsfromreview }n{ wordsfrom wordiist }| ...3.1

[{ Words from review  }|

than a threshold. In section 5.4.4, we decide the value of the threshold.

Relevance | 0%
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Review
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Figure 5.4: examples of real reviews with their relevance percent

5.4.4 Evaluation and results:

We used the whole data set for word list extraction because we came up with the same one
after splitting it many times. Also in testing, we decided to start by using the whole data
set, and check if the results are satisfying or not. If it were satisfying, we would stop here;
else, we would split the data set into input data i.e. data for word list extraction and data
for testing, so that we would modify the wordlist and then perform the test on the testing
data.

We tried the values of 10, 15, 18, 20, 25 as the threshold of relevance percent, and
calculated the measurements of precision, recall, and F-measure (results are illustrated in
table 5.3)

As we could see from table 5.3, the F-measure for the subjective reviews, with the threshold
of 10 was 0.8, then at the threshold of 15, it increased to 0.82, and it increased to 0.88 when
the threshold increased to 18. However, at the threshold of 20, it decreased to 0.83, also at
25 it decreased to 0.39. These results led us to choose the threshold value of 18.

Since the value of F-measure is high, we would not modify the wordlist and retest the data.
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Table 5.3: measurements of accuracy with different values for threshold

Subjective Class
Threshold | Precision Recall F-measure
10 1 0.67 0.80
15 0.9 0.75 0.82
18 0.85 0.92 0.88
20 0.71 1 0.83
25 0.24 1 0.39

5.5 Second level of subjectivity:
This set of experiments aim to detect if the reviewer is duplicating the same answer to different
employees. For this purpose, we used the similarity measurement process of text mining, and

evaluated the results with the help of domain experts.

5.5.1 Preprocessing data:
In this step, we followed the same steps of text preprocessing that we followed in the first
level in section 5.4.1; that is tokenization, removing stop words, filtering tokens less than

3 characters and stemming. For stemming, we compared the two types of stemming; light

stemming and root stemming in order to decide which is better to use in this level.

As a data set, we used the answers of four reviewers; each reviewer appraised more than

20 employees (table 5.4 illustrates number of employees for each reviewer)

Table 5.4: number of employees for each reviewer for the second level of subjectivity detection

Reviewer number Number of records ( employees )
1 21
2 41
3 37
4 26
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5.5.2 Similarity Measurement:

We used the similarity measurement process of Rapidminer, illustrated in figure 5.5. We
chose the cosine similarity which finds the similarity between each two documents
(answers) as described in section 4.7.2.

As we mentioned in section 5.4.1, we need to decide which stemming type is better to use.
We made experiments using the two types and compared between them. Experiments
showed that similarity percent using root stemming in most cases is greater than similarity
percent using light stemming. We investigated the results and concluded that light
stemming failed to detect similarity between some long words such as:

"Clglg) Al ol ol

UV IR WL

Therefore, we decided to use root stemming in this level.

-+ Data to Similarity

Read Excel Process Docu.., measure fypes [Numericalh‘leas... "l
G fil % out :) wor ——, exa i
o = Qe B wor ¢ numerical measure [CnsineSimilari’ry 'l
e =1

(] exa sim [)
S e

Figure 5.5: Similarity Measurement Process

5.5.3 Subjectivity Detection
Figure 5.6 illustrates examples of real answers with similarities equal to 95%, 90%, 85%,
80%, 75%, 70%, 65%.
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Figure 5.6: Examples of similar real answers with their similarity percent

5.5.4 Evaluation and results:

The result of this process was the similarity percent for each two answers of the same

reviewer. From these results, we came up with around 1500 records representing the
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similarity between each two answers for each reviewer. We analyzed these results with the
help of Eng. lyad Abu Safia, in order to find the threshold of similarity that reviews with
this similarity or greater, would be considered duplicated. We found that answers with
similarities greater than or equal to 85% could be considered as subjective reviews, as these
answers contain many duplicates. We noticed that, even if answers with percent less than
85% and greater than 70% contains some duplicates, it contains distinct non duplicated
features. This made us consider that at this interval, a reviewer is not duplicating his
reviews nor making reviews carelessly. Therefore, we would not consider them as
subjective reviews. Eng. Abu Safia’s point of view was that in the domain of teachers'
appraisals, the opportunity of duplication is high, because all teachers are working in the
same domain and the same work. They may share the same behavior and the same
accomplishments. Therefore, we chose a high percent for similarity (85%) to indicate

subjective reviews in this domain.

5.6 Third level of subjectivity:

This set of experiments aim to detect a higher level of subjectivity by determining whether the
textual review is a meaningful answer to the question or not. For example, we took the question:
“old) cama Jalad ) cal AN Cal gall B3 L Jlas ) SH”

“What are the key accomplishments of the employee that made him exceed performance rates?”.
In domain experts’ point of view, review is considered to be meaningful if it mentions a clear and
concrete accomplishment. For example:

“o ot CldUall Aadla 5 98 LS pbea Jiaie, 0 ) (oaDla) adiiina (B jghay i g adly JSy LgBUY g Lgalaigs Al
Lag il o gy Loy Janti Lail g Cpaligenall A8 oy MG W g Lglas A Al o) 5 Ao o) 530 g AaSay G sl 3050 48914
Lgall BN Lgale Lgalas

This example is not a meaningful review, because it describes the general behavior of the teacher
rather than mentioning a concrete accomplishment.

An example of a meaningful review is:

“aldlall e de Aod dagliall g LA ALG Aadle bbd Jee ¥ Lpad) Gl e Bae Lgiada Alghal) dalaal) 54
sl g @ lgtall a8 8 lgea Lgpal Lgild ol (o0 Gt Ladla Addl) il (gealal g 4 ) 42l Jaa il
Al Al Al jlaa e i gl
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5.6.1 Data preprocessing:

In this step, we used the whole data set and we followed the same steps of text
preprocessing that we followed in the first and second levels of subjectivity; that is
tokenization, removing stop words, filtering tokens less than 3 characters and stemming.
We compared also between light stemming and root stemming. In addition, in this step, we
labeled the answers to be either meaningful (objective) or meaningless (subjective) based
on the instructions of domain experts, we mentioned before, that is; an objective review

mentions clear and concrete employee accomplishments.

5.6.2 Machine Learning processes (classification):

We fed the labeled reviews (training data) to machine learning algorithms, so that they
could learn how to classify the new coming data. We tried three algorithms for
classification: Support Vector Machine (SVM), Naive Bayes (NB) and K-Nearest
Neighbor (KNN)

5.6.2.1 Support Vector Machine (SVM):
We used the SVM algorithm of rapid miner as illustrated in figure 5.7

Apphy Model Performance
ra Gta 0 med 1 [ mod mod ] mes 1 - 1ab [ L= NET @ per [
] est [ thr tes ] 1 W  mec 1 [ i per \'fj{, exa [
R wei [ thr = @
=
Figure 5.7 Applying SVM for classification
5.6.2.2 Naive Bayse (NB):
We used the NB algorithm of rapid miner as illustrated in figure 5.8
Apphr Model Performance
] gta . mod 1 [ ] mod mod [ ] moc | e lab [ g lab a3 per [ ]
r:;:l exa [ ] thr tes [ o unt W  moc 1[0 o] per :'!J{’ exa [ ]
=] | e e

Figure 5.8 Applying NB for classification

59



5.6.2.3 K-Nearest Neighbor (KNN):

We used the K-NN algorithm of rapid miner as illustrated in figure 5.9

Apphy Model Porformances
q T l:i_"j mod D. ] mod mod ] rmmed laks [ g lab . P
g ---.-D- (] thr tes il i mod [ e h.ff{j exa
3 thr () [

Figure 5.9 Applying K-NN for classification

5.6.3 Subjectivity Detection:

In the previous step, we used the algorithms of classification to build the model for
classification. In this step, we used the model to classify the testing data as seen in figure
5.10

Read Model

) <3 p <
Retrieve Process Docu... &) Apphy Model (2) (
g] out [ @ wor == exa [ (] rmed — lab [
o iﬁ E= | wor [ ] uni oy med [
e /i =) ©

Figure 5.10 applying classification model for data

5.6.4 Evaluation

As the data set is not too large (rule of thumb is 5000), we decided to use the 10 fold cross
validation method in splitting the data. So that, we would take the average of the evaluation
measurements, and this would be more accurate.

In our comparison between the classifiers, we used the measurements of precision, recall,
f-measure and accuracy. In addition, we compared using light stemming versus stemming.
Table 5.5 shows the results of the first fold, where we used 4000 records for training and
400 for testing.
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Table 5.5: the results of classification for first fold validation

Subjective reviews

Objective reviews

Algorithm | Stemming | measurement measurement

Type Precision | Recall | f- Precision | Recall | F- Accuracy
measure measure

SVM Stemming | 0.73 094 1083 0.94 0.74 |0.83 0.83
Light 0.79 094 ]0.86 0.94 0.81 |0.87 0.87
stemming

KNN Stemming | 0.67 0.85 |0.76 0.86 0.71 |0.78 0.77
Light 0.71 0.83 |0.77 0.85 0.74 |0.80 0.79
stemming

NB Stemming | 0.61 092 10.73 0.90 0.56 |0.69 0.72
Light 0.72 0.85 |0.78 0.88 0.74 |0.80 0.80
stemming

We noticed from the results, that light stemming is always better than stemming, so we

decided to use light stemming in the rest of folds.

After completing the 10 folds, we came up with the average of them, illustrated in table

5.6.
Table 5.6: average of 10 fold classification

Subjective reviews Obijective reviews
Algorithm | measurement measurement

Precision | Recall | f-measure | Precision | Recall | f- Accuracy

measure

SVM 0.78 091 |0.84 0.92 0.81 0.86 0.85
KNN 0.75 081 |0.78 0.84 0.79 0.81 0.80
NB 0.72 082 |0.76 0.84 0.75 0.72 0.78

As we can see from the table, SVM achieved the highest accuracy (85%) and f-measure

(84% for subjective class and 92% for objective class), then KNN with accuracy (80%)
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and f-measure (78% for subjective class and 81% for objective class), then the NB with
accuracy (78%) and f-measure (76% for subjective class and 72% for objective class).

In addition, we noticed that the precision of the objective class with the SVM classifier is
high (92%). This means that the number of false classification of the objective class is
small (only 8%).

Therefore, we decided to select SVM algorithm to be used in our domain.

5.7 Summary:

This chapter described experiments results and analysis for detecting the three levels of
subjectivity in staff appraisals (irrelevance, duplication and insignificance). We used the text
mining methods: feature extraction, similarity measurements and classification. In the first level
of subjectivity we used feature extraction to generate objective wordlist, so that we would classify
reviews that contains a percent of relevant words less than 18% to be subjective. The f-measure
for this level was 88%. In the second level, we used similarity measurements to specify the percent
of similarity between each two reviews among reviews of the same reviewer. With the help of
domain experts, we decided the percent of similarity that let us consider a review to be subjective,
if it contains greater than or equal to this percent. In the third level, we used classification methods
to detect reviews with insignificant meaning. We compared three classifiers and found that SVM
achieved the highest average accuracy (85%). We found that these methods are efficient in
detecting subjectivity in terms of experts’ approval for the second level and the high F-measure
for the first and third levels (88% and 84% respectively).
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Chapter Six

Conclusion and Future Works
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6.1 Conclusion:
In this research, we proposed a text mining based approach for detecting subjectivity in staff
performance appraisals. We used as a case study to evaluate our approach, teachers’ appraisals of

the Palestinian government for two years, consisting of 4400 records.

The approach detects subjectivity at three levels; irrelevance to domain, duplicated reviews and
insignificant meaning reviews. We used different opinion mining technique for each level. For the
first level, we used feature extraction by using unigrams and bigrams in order to generate an
objective wordlist. For the second level, we used similarity measurement. And for the third level,

we used classification.

According to our experiments, we found that the approach is effective regarding our evaluations;
where we used: expert opinion, precision, recall, accuracy and F-measure. In the first level we
reached the F-measure of 88%, and in the second level, we used the expert staff opinion, where
they decided the percent of duplication to be 85%, and in the third level, we compared between
three classifiers (SVM, KNN and NB), our experiments showed that SVM achieved the best

average accuracy (85%), and best average F-measure (84%)

6.2 Future Works:

Our work could be developed to detect more clues of subjectivity; for example, by analyzing the
reviewers' answers in the textual part of appraisal, understanding what reviewers are talking about,
and trying to search for a contradiction with the non-textual part of appraisal. Also, we could work
on other domains and a larger data set. We could look for other clues that could help HR in other
areas. Also, the work could be developed further to handle other languages.

According to the notes of discussion committee of the thesis, consisting of Dr. Rawia Awadallah
and Dr. Ahmad Mahmoud, our methodology could be enhanced as follows:
e The levels of subjectivity could be detected as a pipeline rather than separately; that is

only the objective reviews from one level are passed to the next level.
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In order to generalize our work, in the first level of subjectivity detection, the wordlist
could be extracted from other general corpuses.

Splitting the data into training data and testing data with respect to the year of
evaluation, would make more sense. In other words, we could use the appraisals of one
year as training data and test on the appraisals of the other year.

For the second level of subjectivity, we could evaluate the percent of relevance that

experts staff chose by applying it on other data.
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Table A.1: objective word list for first level of subjectivity.
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