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Abstract 

The Semantic Web annotation techniques focus on associating textual 

content with annotations sfrom external resources. These annotations included 

additional information on the annotated terms to help users, as well as machines, 

to better perceive the content of the text. The Semantic Web community has 

proposed several approaches to integrate semantic annotation into the Web 

browsing activity, and created what so called "Semantic Web browsers". Despite 

the affordances of existing Semantic Web browsers, they mostly focus on the 

semantic annotation process without considering effective ways to improve the 

user experience. This research builds on previous efforts on Semantic Web 

browsers, and seeks additional techniques to make the annotation process more 

constructive for Web browsing. We propose two extensions to the semantic 

annotation process: 1)Deep annotation, which aims to find more extended, 

correlated and indirectly observable entities even if these entities are not 

contained in the Web page. 2) a semantic network that visualizes the 

relationships between the different terms (entities) included in the Web page 

being browsed. We think that the proposed techniques will help the user better 

interpret the Web page content and utilize semantic annotations to gain broader 

knowledge. Our proposed annotation process was assessed by three human 

subjects, and results showed that 94.12% of the retrieved annotations were 

correct. Results also indicated that 95.44% of the terms included in the 

constructed semantic network was correct.  

 

Keywords: Semantic Web , Semantic Annotation , Deep Annotation , Semantic Network. 
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Chapter  1   

Introduction 

In the last few decades, the internet users have a fast-changing requirements 

while they’re browsing, such as how they communicate with each other, how 

they discover knowledge and how to retrieve information they need over the 

World Wide Web (WWW) easily and clearly. To meet these on-demand 

requirements, Semantic Web(SW) technologies has taken a major role on how to 

support the generation of “intelligent” documents.  An intelligent document can 

be defined as a document that “knows about” its own content, so that automated 

processes and web agents can “know what to do” with it[1]. Knowledge about 

documents can be provided through the annotation process, which attaches 

metadata concerning the world around the document, e.g. the author, and often 

at least part of the content, e.g. keywords. The Semantic Web suggests annotating 

document contents using information from domain ontologies[2]. 

Recently, researchers have shown an increased interest in Semantic Web 

annotation techniques that bind some data to some other data, so it sets a 

relationship between the annotated data (part of contextual content) and the 

annotating data (the result) in a manual, semi-automatic or fully automatic 

process[3]. 

1.1 Semantic Web Browsers 

Semantic Web Browser is an application that allow the naïve user to discover 

the Semantic Web information by linking these information with their relevant 

text on the web that has been browsed[4].  

Although the semantic annotations are mainly used for machine processing, 

many efforts[5-9]have explored how to make these annotations usable and 

understandable by Internet users. Therefore, Semantic Web browsers (e.g. 

Magpie[10], SemWeb [11]and Piggy Bank[12]) have been introduced to bridge 

the gap between the traditional web and the Semantic Web; they present 
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semantic annotations as highlights, hyperlinks, comments, graphs or in any other 

forms that are overlaid over Web pages and that can be easily understood by 

native users. To illustrate the role of the Semantic Web browser, Figure 1-1 

shows the screenshot of a sample Semantic Web browser called Magpie[10]. 

Magpie highlights some specific terms inside the web page and annotates them 

with explanatory information. These terms are extracted and annotated based on 

a predefined Ontology, which can help the user to interpret the content of the 

page without having to refer to other resources.  

 

Figure  1-1: Enrico Motta’s home page viewed through Magpie [10] 

Despite the affordances of existing Semantic Web browsers, they mostly 

focus on the semantic annotation process without considering effective ways to 

improve the user experience. It is often necessary to think of what the user is 

looking for while browsing the web, and how the semantic annotation browser 

can be customized to address the user requirements and achieve a better user 

experience. This research builds on previous efforts on Semantic Web browsers, 

and seeks additional approaches to make the annotation process more 

constructive  for the browsing activity. We focus on two specific shortcomings 

that we identified in existing Semantic Web browsers:    
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1. Most Semantic Web browsers focus on direct matching between 

Ontology/Linked Open Data (LOD) terms and the content of the page being 

annotated.  Only terms within the document content that exactly match the 

Ontology/ LOD terms will be annotated. However, one term can have many 

synonyms which all should map to the same Ontology term. Ontologies or 

LOD are unlikely to cover all possible synonyms. Thus, Semantic Web 

annotator sometimes fails to annotate words whose synonyms, but not the 

exact words, are defined in the Ontology or LOD.  

2. Most Semantic Web browsers primarily focus on the annotation of separate 

words independently without showing the relationships between the 

annotated terms. However, it may be useful for a user to understand the 

relationships between the annotated terms inside a web page.  Assume, for 

example, that the terms “diabetes” and “high blood pressure” appear in a 

single web page. It may be useful for the user to determine how these terms 

are related to each other, even if the relationship is not directly mentioned in 

the text. A Semantic Web browser that reveals the different relationships 

between terms inside a web page can help the user gain a broad knowledge 

of the context. 

1.2 Research Questions 

Ordinary users have no technical skills to efficiently explore semantic data as 

quickly and easily as they need, using the existing approaches and tools such as 

semantic web browsers. Sometimes these tools lake the usability needed for 

naïve users, especially in  illustrating the process of knowledge representation. 

Driven by the above limitations, we propose a semantic annotation approach 

that provides a technical answer for our major research question, which is how 

to enhance the annotation process? and to solve that: 

I. We focus on how to enhance the annotation process by using deep 

annotation process. Unlike the usual annotation techniques, deep 

annotation process aims to find more extended, correlated and indirectly 

observable resources even if these resources are not contained in the web 

page as a key terms. The traditional ways focus on the directly observable 

entities with no ability to use hidden resources that might better 
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characterize the interest of the users. We think that the deep annotation 

will provide better understanding of the content and will generate a rich 

knowledge to the user. Deep annotation is discussed in the methodology 

section.  

II. We provide a semantic network that visualizes the relationships between 

the different terms (entities) included in the Web page being browsed. 

1.3 Statement of the problem 

This research focuses on how to provide an annotation service that can best 

support internet users to interpret webpages and understand the semantic 

relationships between annotated terms. Most existing techniques focus on 

annotating terms without revealing the relationships linking the annotated 

terms. These relationships can help users better understand the broad 

knowledge involved in the web page content.  In addition, the provision of 

annotations in previous techniques is limited by the direct matching between 

Ontology/LOD terms and the content of the page being annotated. Some key 

terms may not be included in the web page but they are very important for 

the user to understand the context of the page. 

1.4 Objectives 

1.4.1 Main Objective 

The aim of the research is to design an annotation service that enhances the 

browser activity by interpreting and annotating the content of the web page 

and identifying the relationships between the domain terms. Therefore, the 

user will be able to find all information he/she needs without having to 

interrupt the browsing activity to seek information from external resources. 

1.4.2 Specific Objective 

- Explore how to use DBpedia LOD and Wikipedia to query for and extract 

term descriptions.   

- Design the deep annotation approach that will provide rich semantic 

annotations. 

- Explore approaches to extract semantic relationships between the terms 

of the Web page. 
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- Investigate proper ways to integrated extracted annotations inside the 

web content using Java Scripts techniques. 

- Integrate the proposed annotation approach as an extension to a 

traditional Web browser such as Firefox.  

- Assess the efficiency of the annotation approach. 

1.5 Scope and limitation of the research 

1. The proposed annotation service will be limited to English text. 

2. The proposed annotation service will be limited to Wikipedia dataset. 

3. The proposed annotation service will be implemented as an extension of a 

commonly-used web browser such as Firefox. However, we will try to 

provide implementations for other Web browsers in future.  
 

1.6 Outline of the Thesis 

This thesis is organized as follows: 

 Chapter 2 (Background): describes the major concepts needed for our 

work, such as Semantic web, Web Services, Linked Opened Data and 

DBpedia with a brief description for each one. 

 Chapter3 (State of the art and review of related works): presents some of 

works and effort related to the thesis domain. 

 Chapter 4 (Proposed Approach): present and discuss the proposed 

approach of our thesis work. 

 Chapter 5 (Design and Implementation). 

 Chapter 6 (Evaluation). 

 Conclusion and Future Work. 

1.7 Summary 

In this chapter, we have introduced the thesis by describing the main 

concepts of semantic web browsers, how they works, and their roles on the 

semantic annotation process. This chapter also presents thesis research 

question, statement of problem, thesis objectives, and thesis outlines.  
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Chapter  2  

Background 

This chapter will introduce a brief overview of the main technical and conceptual 

foundation related to the thesis work. Semantic Web, Web Services, , Linked Open Data and 

DBpedia 

2.1 Semantic Web 

The Semantic Web(SW) is the major development of the traditional World Wide Web, 

so it is an extension of the current Web but it does not  replace it. Semantic Web relays on 

how  to deliver information with well-defined meaning to the existing web documents, and 

how to link between each one of them by creating a new layer of meta-data to the existing 

documents[2].  According to the World Wide Web consortium (W3C) the concept can be 

outlined as: 

“The Semantic Web provides a common framework that allows data to be shared and 

reused across application, enterprise, and community boundaries. Semantic Web 

technologies enable people to create data stores on the Web, build vocabularies, and write 

rules for handling data. Linked data are empowered by technologies such as RDF, SPARQL, 

OWL, and SKOS”.[13] 

This helps to enrich users’ knowledge by finding semantic relations between different 

data on the web content. Berners-Lee[14] proposed the structure of Semantic Web as 

shown in Figure 2.1. 
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Figure 2-1: Berners-Lee’s Semantic Web Architecture [15] 

2.1.1 Domain Ontology 

Domain Ontology is a set of related terms in a specific  field or domain. It represents 

information related to these terms as they apply to that domain. Some of the recent 

studies [4-6, 16, 17] try to establish semantic annotation process based on ontological 

methods. Most of the proposed methods provide a simple user interaction with the web 

content to ensure that it was easy to understand. This kind of annotation has been 

written in a formal language with a well-defined semantics and referring to an 

ontology[18], such as Magpie[10], SemWeb[11] , Haystack[4] and Piggy Bank[12]. 

Building a semantic annotation system depending on domain ontology brings some 

limitations sometimes. First, a domain ontology covers a specific domain of knowledge. 

Thus, annotations will be limited to the terms that belong to this specific domain alone 

without any others. Second, it is sometimes difficult to resolve term ambiguity by using 

a single ontology because of lake of information or unclear results. Third, it is hard to 

handle the increase in size of ontology with its huge number of classes and instances. 

Forth, ontologies are often created manually, so when you have a large amount of data, 

it takes lot of time to create a set of ontologies –manually - to handle it. At the same 
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time, the dependency between domain specific ontologies and some applications can 

limit the use of them to achieve any other goal in the any other purpose[19]. 

2.1.2 RDF and SPARQL 

The Resource Description Framework (RDF) is a general framework for describing 

website metadata, or "information about the information" on the website. It mainly 

designed for machine-readable systems. RDF describes web resources as subject–

predicate–object expressions which is called triple[20](See Figure 2-2). Subjects and 

objects are web page terms (resources) and the predicate describes the relationship 

between them. Each one of subjects, predicates, and objects are represented with a 

unique URIs, which can be abbreviated as prefixed names. 

 

Figure 2-2: A generic RDF description[20] 

SPARQL stands for Simple Protocol and RDF Query Language adopted as a 

W3CRecommendation[15]. It’s able to query and retrieve data stored in RDF to achieve 

some selection criteria, and discover the relations among RDF directed Graph. It also 

allow user to seek data by querying and looking for unknown relationships between 

different resources extracted from structured data. The basic SPARQL query block 

consist of three parts as shown in Figure 2-3 and Figure 2-4. 
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Figure 2-3: The general form of a SPARQL query[21] 

1. Query Form: which determine the basic information the user wants to retrieve in a 

specific forms. The returned data could be a table using SELECT, a graph using 

DESCRIBE or CONSTRUCT, or a TRUE/FALSE answer using ASK. 

2. FROM clause: which specifies the datasets sources that your query will be applied 

on. 

3. WHERE clause: determined a set of conditions to filter the values that will be 

returned as a result of your query . 

PREFIX foaf:  <http://xmlns.com/foaf/0.1/> 

SELECT ?name 

WHERE { 

?person foaf:name ?name . 

} 

Figure 2-4: Simple SPARQL query 

The results of SPARQL queries can be returned in different formats such as XML, JSON, 

CSV or RDF. 
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2.2 Web Services 

A service is some kind of software that can be provided and accessible over network. 

Web services (WS) are a client-server applications that communicate between different 

types of applications that are running on a various platforms and frameworks over the 

network using Hyper Text Transfer Protocol (HTTP). As shown in Figure 2-5, the 

application that  call the service is called a service requester, and the application response 

to that call and provide the data is called a service provider. 

 

Figure 2-5: Service Request-Response mechanism 

There are two major classes of Web services: “Big” web services and “RESTful” web 

services. 

2.2.1 Big web services 

Big web services is a Simple Object Access Protocol (SOAP) standard and a W3C 

recommendation that uses only an XML messages format for communication between 

applications over the internet[22]. As shown in Figure 2-6, SOAP message design must 

include the following elements : 

 Envelope: A mandatory element that defines the start and the end of the message. 

 Header: An optional element that hold every optional attributes of the message. 

 Body: A mandatory element  that contains the XML data comprising the message 

being sent. 

 Fault − An optional element that provides information about errors that occur 

while processing the message. 
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Figure 2-6: Basic SOAP message structure[23] 

SOAP web services is a platform and language independent. It provides a simple  

communications mechanism through firewalls and proxies. Because the Soap message 

has to be written in XML format, and for time consuming reasons; it considers as a slow 

technique especially with big, long messages to be parsed. 

2.2.2 RESTful web service 

Representational State Transfer (RESTful) web services is an architecture style that has 

been described by Roy Fielding[24]. It simply sends and receives data  between client 

and server using the following HTTP methods: 

 GET (to query the current state of a resource). 

 POST (to update a recourse or create one). 

 PUT ( to transfer the state on existing/new resource). 

 DELETE (to delete an existing resource). 

The different between SOAP and REST is that the REST transmit data in many different 

formats such as JSON, XML, or even a plain text while SOAP only use XML format. Using 

JSON format, for example, is better for data representation and it’s fast to parse which 
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help browser client to perform better. Table 2-1 shows the major difference between 

SOAP and RESTful web services. 

Table 2-1: Comparison between REST and SOAP web services 

Aspect SOAP REST  

Abbreviation  
Service Oriented Architecture 

Protocol 

Representational State 

Transfer 

About 
An XML- based message 

protocol 
An architectural style protocol 

Data Representation XML XML, text, JSON…etc. 

HTTP Usage 
Only as transport protocol 

(envelope) 

Actions on resources applied 

by HTTP methods (PUT, GET, 

POST, DELETE) 

Resource addressing Indirect via SOAP operations Indirect via SOAP operations 

Parsing Speed and 

performance 
Slower  Faster 

Returned result Non-human readable Readable 

Call from JavaScript 
JavaScript can call SOAP, but it’s 

difficult to implement 
Easy to call from JavaScript 

2.3 Semantic Annotation 

Semantic annotation is the process of annotating data resources with some other data 

called “semantic metadata”[25]. The semantic Annotation can be useful in advance 

searching processes and in Information Visualization. 

To achieve the annotation process, it is necessary to first determine the major terms to 

be annotated, by extracting useful information from a document based on some Natural 

Languages Processing techniques. These terms, then, have to be clarified corresponding to 

the same real world entity. The last phase is to associate the semantic metadata to the 

entities in the document through the process of annotation. These three steps are the major 

steps of the semantic annotation process[25]. 
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There are several tools that used to create annotations of different web resources. 

These tools can be perform the semantic annotation manually, automatically or semi-

automatically.  

2.3.1 Manual Semantic Annotation Tools 

The manual annotation transforms the existing syntactic resources into an 

interlinked knowledge structures that represent relevant knowledge[26]. Manual 

annotation tool allows users to create manual annotations in which they can be to 

annotate. Users also can edit text using the same tool  and share it with others 

2.3.2 Semi-automatic Semantic Annotation Tools 

Semi-automatic annotation systems count on human involvement in the annotation 

process.  It depends sometimes on the user’s interaction to provide an initial query for 

providing these annotations. Vocale[9] is an example of a semi-automatic annotation 

tool. 

2.3.3 Automatic Semantic Annotation Tools 

The automatic annotation systems provide automatic proposition for annotations 

and sometimes, automatic annotation needs experts to achieve the best annotation a 

large scale. Armadillo[8] is one of these automatic annotation systems. 

2.4 Linked Open Data 

An alternative method for making semantic annotation is by using the Linked Open 

Data (LOD) to annotate the web content with its metadata. Linked open data includes 

semantically structured data available on the Web which has recently grown considerably. 

Large and important data collections, e.g. DBLP[27], CiteSeer[28] and SwissProt[29]are 

now available as retrievable RDF datasets. Bizer et al[30]defined LOD as following: 

“Linked Data refers to data published on the Web in such a way that it is machine-

readable, its meaning is explicitly defined, it is linked to other external readable, defined, 

data sets, and can in turn be linked to from external data sets”. 

The main idea behind LOD web sites is to use URIs to identify resources such as people, 

places, companies or even things. When these URIs invoked,  a set of semantic queries will 
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be applied and some meaningful and useful information will be provide as a result of these 

queries. These results will be represents as set of Resource Description Framework (RDF).  

2.4.1 DBpedia 

DBpedia is an example of LOD (See Figure 2-7) which provides structured 

representation of Wikipedia information; it’s a set of entity descriptions collection 

extracted from Wikipedia and represented as a linked data.  

The English version of the DBpedia knowledge base describes 4.58 million things, 

out of which 4.22 million are classified in a consistent ontology, including 1,445,000 

persons, 735,000 places (including 478,000 populated places), 411,000 creative works 

(including 123,000 music albums, 87,000 films and 19,000 video games), 241,000 

organizations (including 58,000 companies and 49,000 educational institutions), 

251,000 species and 6,000 diseases.[31] 

 

Figure 2-7: Snapshot of a part of the DBpedia ontology[32] 

More than 100 languages have been covered by DBpedia such English, Chinese, German, 

Catalan, French… etc. Users can query DBpedia LOD using SPARQL query language and 

retrieve a meaningful results by exploring the relationships between different 

resources. The main public DBpedia SPARQL endpoint is hosted using the Virtuoso 

Universal Server[33]. 
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2.5 Summary 

In this Chapter we covered the basic technical and conceptual knowledge needed to 

understand the rest of this thesis. First we introduced the main Semantic Web concepts, 

especially Domain Ontology and the Semantic Web query language SPARQL. Then we 

presented Web Services and illustrate the major classes of Web services; “Big” web services 

and “RESTful” web services. Last but not least, we briefly defined  the Linked Open Data 

and DBpedia dataset. 
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Chapter  3  

State of the Art and Related Works 

Over the past few decades, many research efforts have focused on how to use semantic 

annotation to enhance the web browsing process. In this chapter, we review different 

related works. The review focuses on semantic annotation in web browsers and how to  

illustrate the semantic annotation process visually. The following sections discuss semantic 

web browsers, using LOD in semantic annotation and semantic networks. 

3.1 Semantic Web Browsers 

Semantic Web browser (SWB) is a browser used for navigating the Semantic Web. it 

represent not only a traditional HTML web page content like any web browser, it also 

requests semantic information represented as RDF data about  any specific resource, and 

illustrate to users how to navigate between there resources. 

Haystack is a semantic web browser developed by Quan and Karger[5]. It allows users 

to create, organize, navigate, and retrieve related RDF information. It also can get metadata 

from many different resources, provides a flexible access to semantic web resources and 

presents these information to the user in a human-readable manner. The problem of this 

system is that it cannot resolve the problem of data integration and cleaning, which can be 

the covered by applying natural language processing and deep annotation to generate 

more relevant features. 

Yoo et al.[34] proposed an educational tool that allow non-expert users with no 

technical knowledge to browse semantic web. RDF documents and HTML documents 

(which are hyperlinked) can be merged together as one educational environment created 

by teachers, and permit non-expert students to browse this environment for learning 

purpose. Their approach is good for naïve users (students) who have no experience on 

different semantic web technologies and RDF structure, but on the other hand, teachers 
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needs good knowledge with semantic web that can helps them to create and provide well-

designed set of RDF documents and HTML documents to be hyperlinked.  

Bertini et al. [5] studied how anyone can browse a collection of videos over the web 

semantically, so they develop a novel web-based tool (Figure 3-1)to provide that 

possibility, based on an ontology with its concepts and concepts relations. They also 

provide a possibility to expand the browsing from video collection to involve more related 

material from other sources. Our proposed approach focuses more on how to annotate 

textual content rather than multimedia content in any domain. 

 

Figure 3-1: browsing a collection of videos over the web semantically[5]. 

Piggy Bank is another tool that was implemented as a web browser extension that 

developed by Huynh et al.[12]. This extension give the browser the ability to extract 

information  from different websites and save them in RDF files, which give the user the 

possibility of browsing, searching, sorting and arrange them, no matter what is their source 

and types. Comparing with our approach, Piggy Bank does not allow a dynamic linking 

process. It allows users to create, share, retrieve and reuse semantic information on Web 

Source. Our proposed approach performed a knowledge extraction process to annotate the 
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web page contents semantically with complementary details, and dynamically links them to 

related resources. 

Magpie is another Firefox web browser developed by Martin et al[10]. It  provides a 

mechanism to highlight words that appear in web pages using a set of ontologies in a 

specific domain. These words has been specified using named entities recognition process 

to detect semantic relationships and associates entities with the specific ontological 

definitions. It also allows  different users to collect information from the same web 

resource and exchange it on the basis of a common ontology. Same as Piggy Bank, Magpie 

does not offer a dynamic linking process unlike out approach. In addition, it could be 

considered as a drawback to let the user choose the ontology manually. 

In the same context, many different approaches discuss how to use linked data sources 

such as DBpedia as a source of metadata, to identify the context of a Web according the 

relationships of the extracted key terms. Şah et al.[11]designed SemWeb, a Firefox web 

browser extension that embedded dynamic links to the web document using Semantic Web 

technologies and adaptive hypermedia, which will allow to create semantic hyperlink from 

the linked data.  

Our approach builds on the previous efforts and extends them by introducing the 

semantic graph which shows the relationships between the domain terms. The graph 

enables the user to explore the domain in detail and understand how different domain 

concepts are semantically related. In addition, the graph can show domain terms that are 

highly related to the domain of interest even if the terms are not included in the web page 

being browsed. So it is not limited to the annotation of the web page content. Furthermore, 

our approach differs from Magpie and Piggybank by using DBpedia as background 

knowledge rather than relying on specific ontologies. 

3.2 Using Linked Open Data (LOD) in Semantic Annotation 

Linked Open Data helps users to publish structured data and links them between 

different systems as mentioned previously in Chapter 2. DBpedia is one of LOD that is used 

in different semantic annotation processes.  
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Several researchers have used DBpedia as background knowledge for their 

applications. Schumacher and Ponzetto[35] provided approaches for clustering searching 

process results based on their topical similarity, and then mapped them to DBpedia using 

some existing techniques. Their system takes as input a set of web search results, groups 

them together according to some topical standards, and provide a set of clustering as 

output. 

Furthermore, Lama et al.[36] present a novel approach to extract a set of relevant terms 

from Learning Ontologies. These terms are identified using natural language processing 

techniques, and have been annotated semantically using the DBpedia Spotlight web service 

with relevant contextual information that has been extracted from the DBpedia using 

depth-limited search through the DBpedia graph. 

Lukovnikov et al.[37] attempted to model user interests over Twitter using DBpedia 

entities that have been mentioned in his tweets. They relied on deep enrichment method to 

generate as many entities as possible to be used as extra features for classification process, 

which will expand entities utilizing and information collecting. This research is the start 

point of our work. We  focus on the deep relation between any two DBpedia resources in a 

way that can help the naïve user to gather and understand as much as possible from the 

web page he/she is browsing.  

The British Broadcasting Corporation (BBC) uses DBpedia Linked Data to annotated 

BBC different services that have been divided by domain such as food, music, news...etc. 

and link different services content about the same topic with different domains together 

through DBpedia data. They develop a new service that supports their Radio stations, TV 

channels and programmes brands. This can help BBC to become more consistent and 

helpful service by providing contextual, semantic links connecting content across different 

domains, so the user will not face any difficulty to find everything the BBC has published 

about any given subject[38]. 

DBpedia Mobile[39] is another application that use DBpedia in a semantic annotation 

process, but for mobile environments that is accessed using a mobile phone's web 

browser(see Figure 3-2). It allows users to access information from DBpedia about the 
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physical surrounding locations based on their device’s GPS signal. As a result, DBpedia 

Mobile provides a map view annotated with related DBpedia entities.  

 

 

Figure 3-2: A screenshot from DBpedia Mobile[39] 

We use DBpedia dataset and DBpedia spotlight web service[40] to identify the key 

terms in a plain text, annotate these terms with DBpedia to extract the appropriate  

definitions to each one of them. 

3.3 Semantic Visualization 

 Semantic web is considered as a large semantic network. Semantic network is a 

knowledge graphical representation that consist of nodes and arcs, each node represents a 

resource and each arch represents the relationship between different nodes.  
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To illustrate the semantic annotation process visually, Zhang et al.[41] also used 

DBpedia dataset to present a new clustering–based exploratory relationship search engine 

that groups the result of the search process automatically into a hierarchy with meaningful 

labels that visualized as a collapsible/expandable tree (Figure 3-3). The semantic graph 

which is called RelClus, helps the user to get and find the information he needs, and even 

more, he can get more information about a new key terms that are related to the extracted 

entities which have a relationships between each other. 

 

Figure 3-3: A screenshot of RelClus [41] 

In like manner, Mirizzi et al.[7] evolve a novel approach for exploratory Knowledge 

search for DBpedia via new computed association between DBpedia nodes. The proposed 

tool allows the user to explore visually what he probably did not know to exist during the 

Knowledge discovery process.  

Heim et al.[42] proposed RelFinder, which also known as Relationship Finder, which is 

a web based application that automatically discover relationships between any two specific 

resources in DBpedia LOD and represent them as a graph. They used properties in 

semantically annotated data to automatically find relationships between any pair of user-

defined objects and visualize them as shown in Figure 3-4 
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Figure 3-4: RelFinder and relationships between Kurt Gödel and Albert Einstein[42] 

While the above efforts used semantic networks as standalone applications, we aim to 

integrate the semantic network in the browsing activity and use it as part of our proposed 

annotation service. We aim to find out how the semantic network can help the user 

perceive the content of the web page.  

3.4 Summary 

In this chapter, we have reviewed a set of approaches that is related to ours. The related 

work categorized as a semantic browser, using LOD in semantic annotation and semantic 

network.  
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Chapter  4  

Proposed Approach 

4.1 Overview 

This chapter will present and discuss the proposed approach of our work. The research 

aims to explore how to annotate the key terms on the web page content semantically, and 

how to enhance the annotation process using deep annotation. The relationships between 

these key terms can be illustrated by modeling a semantic network in order to enhance 

web browsing and knowledge representation process. The proposed approach has the 

following design principles: 

1. Annotations are extracted from DBpedia on the fly and are attached to the web page 

being browsed by the user.  

2. The proposed service does not only annotate DBpedia terms mentioned in the Web 

page, but it also shows the semantic links connecting these terms. The aim is to 

enable the user to explore the topics in depth, and to understand how different 

terms are semantically related. 

3. The proposed service should not modify the user-friendly way adopted by users 

while navigating the Web. Users should keep using their favorite browser while 

being able to annotate the page content. This has been achieved by implementing 

our annotation service as a plug-in to the browser rather than a standalone 

application.  

The proposed approach contributes towards bridging the gap between the semantic 

web and traditional web. This can be achieved by enriching the content of non-structured 

web pages with complementary knowledge and associations extracted from DBpedia. 

Figure 4-1 shows a snapshot of the system. The figure shows the different windows 

associated with the system. Each window will be explained in what follows.  
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Figure  4-1: Snapshot of the proposed system 

Figure 4-2 shows the web page after being annotated. Each annotated term is 

represented as a colored hyperlink.  
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Figure  4-2: Annotated web page snap shot 

Clicking on any colored term will open a new pop-up window showing its properties as 

extracted from DBpedia as shown in Figure 4-3. 

 

Figure  4-3: Extracted DBpedia Information for a specific term 
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In addition, the user can display a semantic graph showing the relations between topics 

in the web page. The graph also includes terms that are not mentioned in the page, but are 

highly related to its content. The terms that has the maximum number of connections to 

other terms is shown in the center of the graph. For example, the term "France" is 

positioned in the center of the graph in Figure 4-4. Other terms are positioned in the 

surrounding orbits according to the length of the semantic graph in DBpedia. Most related 

terms are positioned closer than less related terms.  

The semantic graph is interactive. This means that clicking on any term in the graph, it 

will cause the graph to be rebuilt so that the newly selected term will be positioned in the 

center. Other terms will be reorganized around the new central term according to their 

relations. 

The semantic graph consist of two parts: the first part shows the visual illustration of 

the relations between key terms (DBpedia mentions), as shown in Figure 4-4.  
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Figure  4-4: A  visual illustration of relation between key terms 

The second part is an info-box that shows basic information about every key term 

illustrated in the semantic network. For each term in the semantic graph, the info-box 

shows information about its related terms, including each related term definition, and the 

relation type between terms, as shown in Figure 4-5. 
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Figure 4-5: Semantic graph info-box 

4.2  System Architecture 

As shown in Figure 4-6 , our proposed system  consists of two parts: a Server Side and a 

Client Side. The server annotates the Webpage by matching the text of the page with the 

DBpedia terms. The server then creates a new copy of the Web page, and associates each 

DBpedia term mentioned in the text with information extracted from DBpedia. The server 

part also builds the semantic map that shows how different DBpedia terms are 

semantically associated. The annotated page as well as the generated semantic graph will 

be returned to the client side to be presented to the user. Note that the web pages are 
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annotated on-the-fly, i.e. the user does not have to wait for a long time to get response from 

the server.  

 

Figure 4-6: Proposed Approach Architecture 

On the server side, we built a RESTful web service that performs four basic steps: 

1. First step: Text Extraction; which will extract the main content of the web page with 

a given URL. 

2. Second step: Key terms Identification; which includes determining the key terms on 

the extracted text using DBpedia spotlight[40].  

3. Third step: Annotation Process; Once the key terms are determined, DBpedia LOD 

will be queried to annotate them with their definition using SPARQL query 

language[15] and Apache Jena[43].  

4. Fourth Step: Semantic Integration; the results of annotation process will be attached 

and linked to the matched terms within the Web page. 

The client part is implemented as a plug-in to the web browser. The plug-in shows a 

button that when pressed, the content of the web page being browsed will be annotated 

with DBpedia URIs. The client side does not involve intensive processing: it just sends the 

URL of the page to the server side where the annotation process takes place. All intensive 

tasks such as text processing, extraction of DBpedia terms and the generation of the 
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semantic graph are executed on the server side. The client side is only responsible for 

sending requests to the server, and then presenting the results to the end user.  

The intention of designing the client part as a plug-in to the browser is to allow the user 

to exploit the annotation service while using his/her favorite web browser. Migrating the 

core functionality of the system to the server side is to allow for centralized maintenance 

and modification of the system.  In addition, the lightweight processing performed by the 

client facilitates the development of plug-ins for different Web browsers. In our prototype 

system, the plug-in was built as an add-on to the Firefox web browser. Firebox was chosen 

due to its familiarity among internet users. 

The communication between the client part, i.e. the Firefox add-on, and the server part 

is done through a Restful Web service. Thus, annotation requests are sent through HTTP 

protocol. 

4.3 System Procedures 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4-7: System Procedures 
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4.3.1 Server Side (RESTful Web Service) 

On the server side, the RESTful web service receives a URL from the client, that 

represents the web page to be annotated. 

As shown in Figure 4-7, the Server side consists of four modules: the Content 

Extraction module, the Entity Recognition Module, The Text Annotation Module and 

the Semantic Network Module. These module are explained in what follows: 

4.3.1.1 Content Extraction 

To determine the key terms in any web page, first of all, we need to extract the web 

page content as a plain text and prepare it to the next step, taking in consideration the 

need to remove all the unnecessary content  such as footer, banner, advertisement... 

etc. 

When the URL of the web page is received from the client, the Text Extraction module 

will extract the page content by using Boilerpipe API[44], which is Java library to 

extract the main content of the web page as a plain text and remove all unwanted html 

tags. 

Any web page often display content in multiple parts such as the main area part 

(body), the navigation part, the banner part and the footer part. Our work focuses on 

the core area of the web page, the body, as the main content to be processed. We aim 

to extract the plain text and remove all non-necessary parts and elements such as 

HTML tags, navigation areas.. etc. as shown in Figure 4-8.  
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Alstom: GE and French state agree to work 

on new offer 

20 June 2014 

From the section Business 

Alstom makes the high-speed TGV train and 

is seen as one of France's key industrial firms 

The bid battle for France's Alstom has 

shifted in favour of General Electric. 

France's economy minister Arnaud 

Montebourg said that neither the GE bid, 

nor a joint Siemens-Mitsubishi Heavy 

Industries offer, met the government's 

demands. 

But the government had chosen to work on 

a new GE bid that would involve the French 

state buying a stake in Alstom. 

"The Siemens-MHI offer was serious but the 

government has made up its mind," Mr 

Montebourg told a news conference. 

Figure  4-8: : Extract Content from web page 

4.3.1.2 Key Terms Identification 

After the web page main content has been extracted as a plain text, the next step is to 

process this block of text to identify key terms that should map to DBpedia resources. 

These key terms will be annotated and associated with DBpedia URLs inside the Web 

page. In the following gives a brief overview on the DBpedia Spotlight. 

A. DBpedia Spotlight and Named Entity Recognition 

DBpedia Spotlight is a REST API based on DBpedia that detects mentions of DBpedia 

resources in text [45]. Its major aim is to recognize entities within a plain text and 

disambiguate their meaning, in order to establish the annotation process.  

DBpedia spotlight works according to a set of sequential  phases[46], see Figure 4-9: 
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1. Phrase Recognition step:process a given plain text to find significant 

substrings to be annotate (e.g. Name Entity Recognation). 

2. Candidate Selection: map these substring to all possible DBpedia resources 

3. Disambiguation:choosing (ranking/classifying) the propermatched DBpedia 

resource for each substring according to its contextual meaing 

4. Tagging: give th end user a chance decide on the policy  that best fits their 

needs.  

 

Figure 4-9: DBpedia Spotlight Default Workflow[46] 

In our system, the extracted content of the page will be sent as a parameter to 

DBpedia Spotlight service[40], which automatically performs Named Entity 

Recognition (NER) and identifies terms that map to valid DBpedia URIs. NER is a 

subtask of information extraction that aimed to locate and classify atomic elements in 

text into predefined categories. It labels sequences of words in a text which are the 

names of things, such as person and company names, or gene[47]. 
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B. DBpedia Spotlight Disambiguation Confidence 

In Natural Language Processing (NLP), word disambiguation is the problem of 

determining which meaning of a word - that has more than one meaning -  is suitable 

according to the occurrence of the word in a particular context . This process depends 

on many factors such as relevance of the word in a context and word contextual 

ambiguity; which means that there is  two or more possible meanings within a single 

word.  

DBpedia Spotlight system uses the context around the word, e.g. paragraphs, as 

information to find the most likely disambiguation, depending on the word 

occurrence on the text. Configureing DBpedia Spotlight is based on set of metrics 

(parameters) such as Disambiguation Confidence, which is ranging from 0 to 1[40]. If 

the confidence value is high ex. 0.7, 70% of incorrectly disambiguated words will be 

eliminated, which means only words with contextual ambiguity less than 0.3 (1-0.7) 

will be determined to be annotated.  

Setting a high confidence value makes DBpedia Spotlight eliminate incorrect 

annotations as much as possible at the risk of losing some correct ones. Part of our 

evaluation will try to find the best confidence value to eliminate errors as much as 

possible, as will be mentioned in Section 6.4.1 

4.3.1.3 Semantic Annotation 

In the previous stage, DBpedia spotlight returns only terms in the Web page that has 

DBpedia URIs. It does not return any information about the identified terms such as 

their definitions or relations to other terms. The following step is to perform semantic 

annotation by querying the DBpedia using SPARQL to extract detailed information 

about the terms identified by the DBpedia spotlight.  

Semantic annotation is the process of enriching important terms in the text with  

semantic metadata extracted from DBpedia. It takes text as input and produces text 

with terms annotated as shown in Figure 4-10 
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Figure  4-10: Semantic Annotation Process using DBpedia LOD 

The semantic annotation consists of two major processes: 

1. Informative annotation process: which aims to retrieve the major information, 

i.e. definition, related topics, etc., about the specific highlighted term that has 

been clicked.  

2. Deep annotation process: which aims to find the relations – if exist - between 

different terms within the web page being browsed, and provide a set of related 

terms that do not appear in the web page content . 

A. Informative Annotation Process  

First step in semantic annotation is the Informative Annotation process which aims to 

extract a valuable and meaningful details about each DBpedia mentions resulted from 

the DBpedia spotlight annotation. This information shows a definition for each key 

term, a link to the Wikipedia article covering the term and other related terms. We 

used Apache JENA to build SPARQL query[15],to retrieve the major properties 

corresponding to these information from DBpedia dataset. 

B. Deep Annotation Process 

Deep annotation is formally defined as an annotation process that “utilizes 

information proper, information structures and information context in order to derive 

mappings between information structures”.[48]. This could be performed by finding 

the most possible relations between the terms (resources)within the web page, and 

other indirect terms to generate more knowledge. Then, these descriptive resources 

+ 
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are presented to the user in the form of a semantic network. The main objective of 

deep annotation process is to enrich user knowledge and experience, and provide 

extra information about web page key word, and about other related words that does 

not exist in the page. 

Before explaining how deep annotation was performed, we provide an example 

showing the benefit of deep annotation to the end user. If we have a sport article with 

this sentence(see Figure4-11):  

“ Messi travelled to London last night to receive his award”. 

The key terms of this sentence are (Messi) and (London). These key terms can be 

annotated with the corresponding DBpedia entities dbpedia:Lionel_Messi 

(http://dbpedia.org/page/Lionel_Messi) and dbpedia:London  (http://dbpedia.org/page/London) 

 

Figure 4-11: The Proposed Deep Annotation Approach 

Using deep annotation process, some of additional DBpedia entities that are not 

directly observed in the sentence will be provided, such as dbpedia:United_Kingdom 

(http://dbpedia.org/page/United_Kingdom ), which has a strong relation with London, and 

http://dbpedia.org/page/Lionel_Messi
http://dbpedia.org/page/London
http://dbpedia.org/page/United_Kingdom


Chapter 4: Proposed Approach  

P a g e   | 37 
 

dbpedia:FC_Barcelona (http://dbpedia.org/page/FC_Barcelona ), which has a strong relation 

with Messi, even if these two new terms (entities) are not in the same web page 

content. These DBpedia entities can be presented to user to act as complementary 

knowledge, allowing him/her to better understand the web page content. However, it 

is important to present these details in a user-friendly manner so that the user will 

not be cognitively overloaded. We aim to link and organize these entities using a 

visual graph that we called the “Semantic Network”. 

To find a relation between any two resources, first we have to determine the distance 

between them. Therefore, the relation between any DBpedia entities can be a direct 

relation as follow:  

 

 

 

 

or indirect relation s as follow: 

 

 

 

When we try to find a direct relations between the words within the web page, 

sometimes we have a limit results and sometimes we have no results. This has 

motivated us to use the "deep annotation" process in order to find related topics from 

outside the page content. We used an incremental SPARQL query  to find the relations 

between any key terms within the web page. The query returns results from both 

direct relations (a path with length one) and results from indirect relations (a path 

with maximum length of three) between the key terms. 
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Even more, the proposed deep annotation process find all possible relations between 

each one of the key terms and words that does not appear in the web page content, 

using an incremental SPARQL query that is similar to the previous query 

As a result of the deep annotation process, many extra Dbpedia entities will be 

explored and added to the related set of terms. To limit that, we FILTER the results 

only with the most descriptive properties linked with DBpedia entities that are 

directly or indirectly associated with the basic key terms. 

4.3.1.4 Annotation Builder 

The results of both Informative annotation process and deep annotation process will 

be used to generate two major component, the core annotations of the web page 

content and the semantic network 

A. Annotations 

The annotations for each key term within the web page content  are represented as a 

combination between the informative annotation process results  and deep 

annotation process results. These annotations will be invoked from the client by using 

the AJAX function as will be discussed in Chapter 5.  

B. Semantic Network 

The major aim of semantic network is to illustrate visually the relations between the 

annotated DBpedia mentions within the web page in a way that a naïve user can easily 

understand and explore. The ultimate goal is to enhance the user experience and 

expand his/her knowledge. The semantic network displays and organizes different 

DBpedia entities that relate to each other.  

To illustrate how the semantic network is constructed and used, assume that the Web 

page shown in Figure 4-2 (See Section 4.1) is annotated with DBpedia entities. As 

shown, the mentions of DBpedia entities are highlighted in a different color and 

converted to active links. For example, the word (France) in the page is annotated 

with metadata of the DBpedia entity dbpedia:France(http://dbpedia.org/page/France).  

Assume that the user wants to explore the relation between these highlighted terms, 

when the user clicks on the linked term in the page, the window shown in Figure 4-3 
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(See Section 4.1)is displayed. It shows the different properties related to this entity. 

For example, when click on the highlighted word (General Electric), a pop-up window 

is displayed contains General Electric’s definition that has been extracted from 

DBpedia, Wikipedia article URL which is about General Electric 

(https://en.wikipedia.org/wiki/General_Electric), and a set of related words (Thomas 

Edison, Americans – France). The window also shows a link (see Figure 4-12), on 

which clicking will generated the graph in Figure 4-4.  

 

Figure 4-12: A hyperlinked text to generate the semantic network 

The semantic network consists of two major parts: the network area and info-box 

area (See Figure 4-4, and Figure 4-5 Section 4.1). The network area shows the 

graphically illustration of the semantic network which includes a set of nodes and 

edges. The nodes represent the key terms from the web page and a set of terms 

resulted from the previous deep annotation process. The edges represent relation 

between these set words.  

As shown in the graph, the graph is consist of a collection of orbits with a set of nodes 

located on it. Each node represents a DBpedia mention (key term).  

To build the semantic network, two major steps will be performed, first determining 

the central node of the network, then building the semantic network structure.  
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a. Determine the Semantic Network Central Node 

Suppose we have [              ]which represent a set of key words within the 

web page document that have been annotated with DBpedia URIs, 

and[              ] is the related words that do not appear in the web page 

content as mentioned in Section 4.2.3 and will be discuss in details in section 5.2.3: 

1. First, we calculate[                  ]which represent the number of 

relations assigned to each term with other terms depending on the previous 

semantic annotation step results. For example, if the word [  ] has a relations 

with[  ] ,[  ] and [  ], then[   ] is 3 which is the number of relations 

associated to [  ]. 

2. Then, we select[       ]that has the largest number of relations to other words, 

and display it in the center of the network.  

3. After determining the central node, other key words are set and organized on 

their orbits path around wcenter according to the length of relation path between 

these words. Each orbit path  is located on it a set of words from inside and 

outside the web page content that is related to other words located on other 

orbits, where    {  }  {  }. Note that entities in the outer circles are less 

related to the central entity. 

Algorithm 1Finding the Central Node of the Network 

1.  Input: A list of words representing DBpedia mentions within the 

annotated web page W[              ], and 

WR[                  ] which represent the number of relations 

assigned to each word. 

2.  Output: A central node [       ] which represent the word with the 

maximum number of relations. 

3.  MAX = WR[0] 

4.  Wcenter = W[o] 

5.  for (i=1 to n) do 

6.  { 

7.  if (WR[i]>MAX ) then 

8.  { 

9.  MAX = WR[i] 

10.  Wcenter = W[i] 
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11.  } 

12.  end if 

13.  } 

14.  end for 

15.  return Wcenter 

b. Building the Semantic Network 

After determining the central word, now we start to build the semantic network. It 

consist of two major elements: 

1. Nodes (N) which is a set of key terms (represented by [                  ]) 

and its related words (represented by[              ]). 

2. Edges(E) which represent as the relations between different nodes. 

Which makes the central node Wcenter    N . this central node will be the root node 

and we will consider it as the root parent node. 

Each node   N  has a set of properties:  

1. A unique id. 

2. A data about this node, which contains its definition, its direct related terms as a 

children and the relations between them. Each one of these children is   N, so 

each one of them considered as a new parent with its own properties such as the 

unique id, its children, and so on. 

Algorithm 2 represent how to build the semantic network, with N representing the 

set of nodes (DBpedia mentions and its related terms), and E representing the edges 

(the relation between different nodes). 

Algorithm 2 Building the Semantic Network  

1.  Input:  Node list N set of key terms (represented by DBpedia mentions within 

the annotated web page W[              ]) and its related words 

(represented by K[              ]). 

2.   The central node Wcenter N 

3.  Output: A network represents relations between the web page key terms. 

4.  Create empty node list Nodes to store visited nodes 
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5.  while N is not empty do 

6.  for eachWi Ndo 

7.  if (Wi  Nodes)then 

8.  add (Wi, Nodes) 

9.  if (Wi = Wcenter)then 

10.  CreateCenterNode (Wi) 

11.  for eachKi Kdo 

12.  CreateRelation(Wi,Ki,Ei) 

13.  end for 

14.  end if 

15.  end if 

16.  end for 

17.  end while 

4.3.2 Returning results to the Client Side 

After annotations are extracted in the previous step, the next step aims to integrate 

the results retrieved from Server response with the content of web page being 

browsed. All the annotations and the semantic network will be represented as a JSON 

file that will returned to the client.  

4.3.2.1 Semantic Integration 

When the JSON file is received on the client, it will parsed to extract the annotations 

from it.  The client side adds a new layout consisting of JavaScript functions and newly 

generated hyperlinks and injects them inside the Web page displayed on the browser. 

When click on any of these highlighted words, a new window opens containing 

information such as word definition, word’s Wikipedia article URL, and a set of related 

words.  

We chose to apply our system on Firefox web browser as a start. The plug-in appears 

as a button on the Firebox bar. If the button is clicked, a communication process will 

be established between the Client Side(the browser) and the Server side (RESTful 

web service). Through this connection, the client sends the URL of the web page 
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opened on the browser to the Server as a request. The Server performs the tasks, and 

sends the results as a response in JSON format. Then, the plug-in analyses the JSON 

file, extracts annotations and converts the keywords into active hyperlinks. By 

clicking these links, a new windows will appear containing the word definition, its 

Wikipedia URL , its related words, and a hyperlinked text to the illustrated semantic 

network (see Figure 4-13). 

More details about how the integration process is established will be discussed in 

detail in Chapter 5 

 

Figure 4-13: JSON representation results 

4.4 Summary 

In this chapter we discussed the proposed semantic annotation approach that aims to 

enhance the annotation process through the use of deep annotation. Unlike the usual 

annotation techniques, deep annotation aims to find more extended, correlated and 

indirectly observable entities even if these entities are not contained in the Web page.  

The proposed approach consists of two main parts: the server side that is responsible 

for web page content extraction, entity recognition, semantic annotation and build the 

semantic network. The second part is the client side that is responsible for integrating the 

semantic annotation results with the original web page, using a Firefox plugin. 
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Chapter  5  

Design and Implementation 

5.1 Overview 

This chapter presents the practical part of the thesis. We introduce the development 

processes and tools that have been used to accomplish the implementation of every step of 

our proposed approach. As mentioned in the previous chapter, the proposed system 

consists of two basic parts: Server Side and Client Side.  

5.2 Server Side (RESTful Web Service) 

The service side is responsible for handling the request for annotating the web page 

being browser by the user. It consists of several parts that process the content of the page, 

maps them with the DBpedia content, builds the annotations and links them to the content 

of the page. It returns to the user a JSON file containing all annotations. The server sides 

also builds the semantic graph that shows the semantic associations between the page’s 

key terms as well as the deep annotations. The server side consists of the following module: 

5.2.1 Content  Extraction 

When a request of annotation is sent by the client, its content will be parsed to get 

the body content of the web page, and returned as a plain text to be processed later in 

order to determine the key terms to be annotated. we used Boilerpipe, a Java library 

written by Christian Kohlschütter[44] to extract the main contents of the web page as a 

plain text and remove all unwanted html tags. 

Step Result: The main content of the web page as a string. 

 

5.2.2 Key Terms Identification 

The next step is to preprocess the extracted text to determine the key terms in it. We 

used DBpedia Spotlight for this task. DBpedia Spotlight is an open tool in Java that is 
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designed to automatically detect mentions of DBpedia resources in a given text and 

annotate them with their corresponding DBpedia URIs[45].  

The major benefit of DBpedia Spotlight is its ability to recognize entities within a 

plain text and disambiguate their meanings, in order to establish the annotation process 

depending on Named Entity Recognition technique. 

(a) DBpedia Spotlight Disambiguation Confidence 

As mentioned in Section 4.2.2, the confidence parameter ranging from 0 to 1. High 

confidence avoids incorrect annotations as much as possible, which means the number 

of extracted entities will be less than the number of extracted entities if the confidence 

value is low. For example, if we have the following sentence as an input to DBpedia 

spotlight: 

“A finance ministry official said both genuine and forged passports were in the 

packets intercepted in the post” 

if we set the confidence value to 0.3, the extracted entities will be as follow (the 

weighted underlined words): 

A finance ministry official said both genuine and forged passports were in the 

packets intercepted in the post. 

and if we set the confidence value to 0.5, the extracted entities will be: 

A finance ministry official said both genuine and forged passports were in the 

packets intercepted in the post.”. 

The importance of identifying the appropriate value of the confidence lies in the 

error eliminated in the annotation process. In the previous example, and with 

confidence value = 0.3, the word genuine (which means real or true) has been selected 

as a key word, but when the annotation process is completed, its meaning refers to 

Windows Genuine Advantage (WGA); an anti-piracy system created by Microsoft. 

As will be discussed later in Chapter 6, we tested different values of confidence 

parameter to find the best value that can eliminate incorrect annotations as possible. 
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Using DBpedia Spotlight in this stage of our system, the result of this step is a set of 

words and their DBpedia URIs.  

Step Result: 
A set of DBpedia URIs that correspond toDBpedia  mentions in the 
web page. 

 

5.2.3 Semantic Annotation 

The output of the previous phase is a set of DBpedia URIs that correspond to terms 

in the web page, e.g. the term France will be associated with the DBpedia URI: 

http://dbpedia.org/page/France.  However, these URIs will not be understandable for 

naïve users. Therefore, we aim to extract extra details about these URIs. These details 

should be easily readable by users, and provide them with explanatory information 

about the term.  

For each DBpedia URI retrieved from DBpedia spotlight, we extract the main 

properties by querying the DBpedia. These properties included the definition of the 

term, its link to Wikipedia article, and other related topics that will be used later to 

build the semantic graph. To perform this process, two major queries were built.  

5.2.3.1 Informative Annotation Process  

First step in semantic annotation is to extract a valuable information about each 

DBpedia resource and its properties by querying DBpedia to retrieve a meaningful 

information. Our SPARQL query (see Figure 5-1 ) retrieves three major properties for 

each resource: label, comment and isPrimaryTopicOf. 

 

Figure  5-1: Querying DBpedia to extract resource information 

http://dbpedia.org/page/France
http://dbpedia.org/page/France
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The property rdfs:label provides a human-readable information about a resource's 

name. 

 For example, for the DBpedia resource: http://dbpedia.org/resource/General_Electric 

the label will be General Electric. 

The second property is rdfs:comment, and provides a human-readable description of a 

resource to clarify its meaning. 

There is two DBpedia properties that can be used to provide a descriptive information 

for any resources, dbo:abstract and rdfs:comment. The key difference between them is 

that DBpedia abstracts usually include the first paragraph of a Wikipedia page as simple 

text. Comments are substrings of abstracts limited to two sentences as a short abstract. 

So it is more easier and more understandable for a naïve user to read a shorter 

description than longer one. 

Figure 5-2 shows DBpedia rdfs:comment and dbo:abstract for DBpedia resource: 

http://dbpedia.org/page/France 

 

 

Figure  5-2: DBpedia comment and a part of DBpedia abstract for a DBpedia resource 

The last property is foaf:isPrimaryTopicOf, which is a property used to relate a DBpedia 

resource to its Wikipedia article. Proving a link to Wikipedia article allows the user to 

access more details about the pertinent topic. 

http://dbpedia.org/resource/General_Electric
http://dbpedia.org/page/France
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These three properties provide a readable and meaningful information about each 

DBpedia mention in a way that the naïve user can understand easily. The previous 

DBpedia query restricts the results to English language only by using the FILTER clause. 

 

5.2.3.2 Deep Annotation Process 

After retrieving the required information for every resource, we try to find the relations 

between these resources which will be used for building the semantic network. 

The relation between any two DBpedia resources may be determined directly. For 

example, and as shown on Figure 5-3, the relation between dbpedia:Alstom and 

dbpedia:France can be determined using the following query which consists of a single 

triple: 

 

Figure  5-3: SPARQL query sample to retrieve relation between two resources with path length of one 

Where ?pre1 is the predicate linking the two resources. However, sometimes queries 

like this may not return any result when the relation between resources is indirect and 

is achieved through a sequence of relations. So we built our SPARQL query to find 

indirect relations between any two resources with a path with length of one or more. 

The indirect relation can be found in multi-levels according to the path length between 

any DBpedia resources. E.g. if the path length between dbpedia:Alstom and dbpedia:France 

length of two, the query will be as shown in Figure 5-4: 

 

Figure 5-4:Simple SPARQL query to retrieve the relation between two resources with path length of two 

select * where 
{ 

<http://dbpedia.org/resources/Alstom> ?pre1 <http://dbpedia.org/resources/France> 
} 

select * where 

{ 

<http://dbpedia.org/resource/Alstom> ?pre1 ?obj1 . 

?obj1 ?pre2  <http://dbpedia.org/resource/France>. 

} 
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And if the path length between them is length of two, the query will be as shown in 

Figure 5-5: 

 

Figure 5-5: Simple SPARQL query to retrieve the relation between two DBpedia resources with path length of three 

And so on. The longer the path between any two DBpedia mentions within the browsed 

web page, the less interested the user will be. So we choose to build a query that check 

all possible relations between any two DBpedia mentions with a path smaller than or 

equal to three. The incremental query resulted in a set of intermediate DBpedia 

resources between the source resource and the destination resource. These 

intermediate resources represent a part of our deep annotation process.  

For example, When we executed the query  shown in Figure 5-4, we have one 

intermediate DBpedia resource between dbpedia:Alstom and dbpedia:France, which will be 

the value of ?obj1, and the indirect relation between the two resources will be presented 

as?pre1 and ?pre2. as shown in Figure 5-6 

 

Figure 5-6: A sample relation between DBpedia resource Alstom and DBpedia resource France with path length of two 

When we executed the query  shown in Figure 5-5, we have two intermediate DBpedia 

resources between dbpedia:Alstom and dbpedia:France , which will be the value of ?obj1 

and ?obj2. and the indirect relation between the two resources will be presented as 

?pre1 , ?pre1 and ?pre3. as shown in Figure 5-7 

 

Figure 5-7: A sample relation between DBpedia resource Alstom and DBpedia resource France with path length of three 

select * where 

{ 

<http://dbpedia.org/resource/Alstom> ?pre1 ?obj1 . 

?obj1 ?pre2 ?obj2 . 

?obj2 ?pre3 <http://dbpedia.org/resource/France>. 

} 
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Furthermore, in case our SPARQL query did not return any results (the worst case) - 

which mean there is no direct or indirect relation between the two DBpedia mentions 

within the page– or if the returned results are not enough to enhance user browsing 

experience,  we build another SPARQL query that find the related DBpedia resources to 

the DBpedia mentions within the web page. For Example, to find the related DBpedia 

resources to dbpedia:France along a path of length of 2, we use the following query(see 

Figure 5-8):  

 

Figure 5-8: SPARQL query to retrieve the related resources to a given DBpedia resources with path length of two 

where ?obj2, is the related DBpedia resource to dbpedia:France, ?obj1 is the intermediate 

resource, and the indirect relation between the two resources will be presented as ?pre1 

and ?pre2.  

Sometimes, the previous query can return results that may disturb the user. For 

example, the previous query returned a non-English value for ?obj3 as shown in Figure 

5-9 

 

Figure 5-9: A non-English results for a given Sparql Query 

To resolve this problem, we used a set of filter expressions to restrict the results and 

remove the unwanted ones. For example, we restrict results to English language only, 

restrict the intermediate predicate to properties only, restrict the intermediate objects 

to resources only… etc.  

Here is some of FILTER restrict conditions we use:  

1. FILTER (langMatches( lang(?objlabel), 'en') 

Returns true if language-tag (first argument) matches language-range (second 

argument). We use it to restrict the returned results to English language only. 
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2. FILTER (?pre1 != <http://www.w3.org/2002/07/owl#sameAs> ) 

owl:sameAs statement indicates that two URI references actually refer to the same 

thing: the individuals have the same "identity". We use it to eliminate duplicated 

properties results and duplicated DBpedia resources.   

3. FILTER (?pre1 != <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> ) 

When we try to find the relation (predicate) between two entities (subject and 

object) we choose the property restrictions not to be rdf:type. 

The above filters were carefully chosen to ensure that the query will generate 

appropriate results, and that the filters will not cause important results to be masked. 

At the end, the result of Semantic Annotation process is represented as a JSON file 

containing each term, its related word, its definition, its label and its Wikipedia URL(see 

Figure 5-10). 

 

Figure 5-10: JSON representation results 

Figure 5-10 shows a snapshot of the JSON file showing the annotation of the term 

"General Electric". The JSON shows the term’s extracted definition from DBpedia, its 

related Wikipedia article, and a set of related word. These related words include word 

from the same web page as well as other indirect related words (e.g. Thomas Edison, 

Americans) resulted from the deep annotation process that did not appear in the web 

page content. 

Step Result: 
A JSON file contains the key term definition, its Wikipedia URL and 
its  related word if any. 
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5.2.4 Semantic Network 

The main aim of the semantic network is to enhance user experience and knowledge by 

illustrating the relations between different words and their definitions. Not only terms 

from the web page will be shown in the network, but also other words that do not exist 

within the page but are related to its content.  

The semantic network consist of two parts:  

1. The network area, which shows a set of nodes and edges. Each node represents a 

word that could be one of the key words from the page or one of the related words 

not included in the page. 

As described previously in Chapter 4, the central node of the network is the word 

with the maximum relations with other words. A three-level orbits are created 

around the node (see Figure 5-11). These three orbits correspond to the three levels 

of SPARQL queries in the deep annotation process. The first orbit contains nodes 

representing DBpedia entities that have direct relations with the central node (Path 

length = 1). The second orbit contains entities that have indirect relations through a 

path of length 2 with the central node. etc. as shown in Figure 5-1 
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Figure 5-11: Central node and orbits around it 

2. The info-box area, which contains information for each active node. For example, 

when clicking on the node titled "France", the info box shown in Figure 5-12 will be 

presented to the user. It shows more information about the term such as its related 

words with brief description on each.  
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Figure 5-12: Info-box and related word information 

When click on any node, the whole network will be restructured so that the new term 

converts to central node, and all other nodes are repositioned accordingly while 

preserving the relations between nodes.  

To build this semantic network, we used JavaScript InfoVis Toolkit(JIT)[49]that  

provides tools for creating Interactive Data Visualizations on the Web. 

5.3 Returning results to the Client Side 

All information generating on the server will be returned to the client browser as a 

JSON file. On the client side, the JSON content will be converted to a layer of hyperlinks and 

JavaScript functions. This will cause the annotated terms to be highlighted in different 
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colors. When clicking on any of these highlighted words, a new window will open to show 

information about that word such as word definition, word’s Wikipedia article URL, and a 

set of related words (see Figure 5-13 ). A new link will be also added to the web page to 

allow  the user to view the semantic network. 

 

Figure  5-13: Annotated term details 

5.3.1 Semantic Integration 

The annotated service was integrated into a Firefox web browser. We built a Firefox 

add-on to achieve this purpose (see Figure 5-14). 



Chapter 5: Design and Implementation  

P a g e   | 56 
 

 

Figure  5-14: The proposed Firefox plugin icon 

The add-on communicates with the server through a Restful web service. The web 

service is invoked from the client by using the AJAX function shown in Figure 5-15.  

 

Figure 5-15: AJAX function used to invoke the Restful web service 

As mentioned earlier, results from the server are retrieved in JSON format. Parsing the 

JSON file helps to access each element within it. The JSON file representation consist of 

four major elements: 

1. id: which represent the key words label, ex. France. 

2. definition: which represent the key word definition. 

3. url: which represent the key word Wikipedia article URL. 

4. Related: which represent the related words to each key word. 

The id element is the key element in this process that is used in the find and replace 

mechanism. FindAndReplaceDOMText methods takes three major parameters: 

 

1. The parameter “re” is the regular expression to match. In this case, “re” 

represents a key words from the JSON file represented by “id” value, ex. TGV 
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2. The parameter “window.content.document.body” represents the content of web 

page being browsed. 

3. The parameter “parentA” represents the replacement node within the browsed 

web page.  

When the method finds the text “parentA” that matches the wanted word “value of id 

ex. TVG”, parentA is converted to a hyperlink that has a highlighted style. 

 

When the algorithm finds the first match, it keeps looking for another matches, and 

then applies the replacement when a match is found, until the JSON file parsing is 

finished and highlight all matched key words (See Figure 5-16). 
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Figure  5-16: Annotated terms on a web page 

5.4 Summary 

In this chapter we discuss the technical implementation of our work. We divide it into 

two major parts with subtask to each one of these parts; server side (which includes text 

extraction, entity recognition, semantic annotation and semantic network) and client part 

which includes the semantic integration process. We illustrate the results of each subtask 

and how it used in other tasks. 
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Chapter  6  

Evaluation 

6.1 Overview 

This chapter presents the testing and evaluation of our system. First we will illustrate 

the evaluation objectives and evaluation frameworks. Then we presents the evaluation 

process, results and discussion. 

6.2 Evaluation Objective 

The major objective of the evaluation process is to test the correctness of the semantic 

annotations added to the web page by our system. By correction we mean that the 

information associated with the retrieved annotation is valid and is related to the 

annotated term.  

6.3 Evaluation Framework 

6.3.1 Data Set 

To evaluate out system, we choose three news articles from BBC News website. We 

decided to apply our system on a news website because we think that many internet 

users prefer to go online to search for any up-to-date news. The main content of our 

chosen three articles can be found in  Appendix A. 

6.3.2 Human Subjects 

To test our work, we ask three different users to use our system and evaluate the 

results in different experiments. The three users are a Computer and Communication 

Engineer, a Computer Engineer and Information Technology Specialist. Therefore, all 

users are frequent Internet users.  
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6.4 Evaluation Process 

The proposed system consist of two major parts, the first one is the semantic 

annotation process which aims to link between DBpedia mentions within the web page and 

there corresponding DBpedia extracted information. The second part is the use of deep 

annotation process to build a semantic network that illustrates the relations between 

different DBpedia resources that are related to the page content.  

In the following we present the evaluation of the semantic annotation process and 

discuss its results. Afterwards, we present the evaluation of the deep annotation process 

and the semantic network. 

6.4.1 Semantic Annotation Evaluation 

As mentioned in Section 5.2.2, we use DBpedia Spotlight as a named entity recognition 

to match between DBpedia mentions within a given text, and their corresponding 

DBpedia URIs. DBpedia spotlight has a confidence parameter that ranges from 0 to 1, 

that is used as a disambiguation metric. Therefore, part of our evaluation aims to 

determine the best confidence parameter that gives the best annotation results with the 

least possible errors. 

In this evaluation process, we tried four different values for the confidence parameter, 

and we run our system to evaluate the returned results in each case to determine which 

confidence value will return results with minimum annotation errors.  

We tested the annotation process using the following values for the confidence 

parameter: {0.3, 0.5, 0.6, 0.7} 

6.4.1.1 Results 

We ask the three human subjects to assess the correctness of the annotation results for 

each confidence parameter. Table 6-1 shows a sample result for one web page that has 

been annotated with a specific confidence value. The results shown in the table include 

the annotated terms, the definition of each term as extracted from DBpedia. The column 

on the right shows the assessment of the user as "correct" or "incorrect". The full 

results from the three users with different confidence values can be found in Appendix. 
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Table 6-1: Extracted Key Term with their corresponding extracted DBpedia definition and the testing human subjects 

Sentence Germany seizes fake Syrian passports in asylum inquiry 

Key Word Extracted DBpedia Definition H. S 

1.  Germany 

Germany, officially the Federal Republic of Germany, is a federal parliamentary 

republic in western-central Europe. It consists of 16 constituent states, which retain 

limited sovereignty, and covers an area of 357,021 square kilometres with a largely 

temperate seasonal climate. Its capital and largest city is Berlin. 

√ 

2.  Syrian 

Syria, officially the Syrian Arab Republic, is a country in Western Asia, bordering 

Lebanon and the Mediterranean Sea to the west, Turkey to the north, Iraq to the east, 

Jordan to the south, and Israel to the southwest. Its capital Damascus is among the 

oldest continuously-inhabited cities in the world. 

√ 

Sentence 
German customs officers have seized packages containing Syrian passports and police 

suspect they are being sold illegally to asylum seekers 

Key Term Extracted DBpedia Definition H. S 

3.  German 

Germany, officially the Federal Republic of Germany, is a federal parliamentary 

republic in western-central Europe. It consists of 16 constituent states, which retain 

limited sovereignty, and covers an area of 357,021 square kilometres with a largely 

temperate seasonal climate. Its capital and largest city is Berlin. 

√ 

4.  asylum 

seekers 

A refugee is a person who is outside their home country because they have suffered 

persecution on account of race, religion, nationality, or political opinion; because they 

are a member of a persecuted social category of persons; or because they are fleeing a 

war. Such a person may be called an "asylum seeker" until recognized by the state 

where they make a claim. In 2014, Palestine, Syria, and Afghanistan were the largest 

source country of refugees. 

√ 

Sentence As refugees from the Syrian civil war, most have a right to asylum 

Key Term Extracted DBpedia Definition H. S 

5.  Refugees 

A refugee is a person who is outside their home country because they have suffered 

persecution on account of race, religion, nationality, or political opinion; because they 

are a member of a persecuted social category of persons; or because they are fleeing a 

war. Such a person may be called an "asylum seeker" until recognized by the state 

where they make a claim.In 2014, Palestine, Syria, and Afghanistan were the largest 

source country of refugees. 

√ 

6.  
Syrian civil 

war 

The Syrian Civil War, also known as the Syrian Revolution, is an ongoing armed 

conflict taking place in Syria. The unrest began in the early spring of 2011 within the 

context of Arab Spring protests, with nationwide protests against President Bashar al-

Assad's government, whose forces responded with violent crackdowns. 

√ 

Sentence 
The EU border agency Frontex says trafficking in fake Syrian passports has increased, 

notably in Turkey 

Key Term Extracted DBpedia Definition H. S 
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7.  EU 

The European Union is a politico-economic union of 28 member states that are located 

primarily in Europe. The EU operates through a system of supranational institutions 

and intergovernmental negotiated decisions by the member states. The institutions 

are: the European Commission, the Council of the European Union, the European 

Council, the Court of Justice of the European Union, the European Central Bank, the 

Court of Auditors, and the European Parliament. 

√ 

8.  Frontex 

Frontex  is the agency of the European Union that manages the cooperation between 

national border guards that is undertaken to secure the external borders of the union, 

including from illegal immigration, human trafficking and terrorist infiltration. The 

agency was established in 2004 and is headquartered in Warsaw, Poland. 

√ 

Sentence 
A Frontex official, Fabrice Leggeri, told French radio station Europe 1 that "people who 

use these fake passports mostly speak Arabic 

Key Term Extracted DBpedia Definition H. S 

9.  French 

French is a Romance language, belonging to the Indo-European family. It descended 

from the spoken Latin language of the Roman Empire, as did languages such as Italian, 

Portuguese, Spanish, Romanian, Catalan and others. Its closest relatives are the other 

langue’s historically spoken in northern France and in southern Belgium, which 

French has largely supplanted. 

√ 

10.  
radio 

station 

Radio broadcasting is a one-way wireless transmission over radio waves intended to 

reach a wide audience. Stations can be linked in radio networks to broadcast a 

common radio format, either in broadcast syndication or simulcast or both. Audio 

broadcasting also can be done via cable radio, local wire television networks, satellite 

radio, and internet radio via streaming media on the Internet. 

√ 

11.  Europe 1 

Europe 1, formerly known as Europe n° 1, is a privately owned radio network created 

in 1955. It is one of the leading French radio broadcasters and heard throughout 

France. The network is owned and operated by Lagardère Active, a subsidiary of the 

Lagardère Group. 

√ 

12.  Arabic 

Arabic is the Classical Arabic language of the 6th century and its modern descendants 

excluding Maltese. Arabic is spoken in a wide arc stretching across the Middle East, 

North Africa, and the Horn of Africa. Arabic belongs to the Afro-Asiatic family. The 

literary language, called Modern Standard Arabic or Literary Arabic, is the only official 

form of Arabic. 

√ 

Sentence 
They may come from North Africa, the Middle East, but they have the profile of 

economic migrants," 

Key Term Extracted DBpedia Definition H. S 

13.  
North 

Africa 

North Africa or Northern Africa is the northernmost region of Africa. Geopolitically, 

the United Nations definition of Northern Africa includes eight countries or territories; 

Algeria, Egypt, Libya, Mali, Morocco, Sudan, Tunisia. Algeria, Morocco, Tunisia, Libya 

and often Mauritania and Western Sahara are the Maghreb, while Egypt and Sudan 

comprise the Nile Valley. 

√ 
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14.  
Middle 

East 

The Middle East is a region centered on Western Asia and Egypt. The Eurocentric term 

is used as a synonym for Near East, in opposition to Far East. The corresponding 

adjective is Middle Eastern and the derived noun is Middle Easterner. 

√ 

Sentence Turkey is a major transit country for refugees 

Key Term Extracted DBpedia Definition H. S 

15.  Turkey 
Turkey, officially the Republic of Turkey, is a contiguous transcontinental 

parliamentary republic largely located in Western Asia with the portion of Eastern 

Thrace in Southeastern Europe. 

√ 

Sentence Syrian passports may be a shortcut to asylum for fraudulent claimants (AFP) 

Key Term Extracted DBpedia Definition H. S 

16.  AFP The Australian Federal Police is the federal police agency of the Commonwealth of 

Australia. × 

Sentence 
A finance ministry official said both genuine and forged passports were in the packets 

intercepted in the post 

Key Term Extracted DBpedia Definition H. S 

17.  Packets 

A network packet is a formatted unit of data carried by a packet-switched network. 

Computer communications links that do not support packets, such as traditional point-

to-point telecommunications links, simply transmit data as a bit stream. When data is 

formatted into packets, the bandwidth of the communication medium can be better 

shared among users than if the network were circuit switched.A packet consists of two 

kinds of data: control information and user data (also known as payload). 

× 

 

For each experiment, we calculate the Precision value to determine the accuracy of 

extracted key terms from each web page as the following: 

 

              

  
|{                       }|  |{                     }|

|{                     }|
 

Eq.(6.1) 

 

Where                         represents key terms that has been annotated 

correctly, and                       represents the total number of the annotated 

key terms, whether they have been annotated correctly or not. 

While we have no golden standard to determine the major key terms in any given text, 

we think that we cannot calculate the recall value in each experiment.  
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Table 6-2 shows the average Precision in the experiments. 

Table 6-2: The average Accuracy 

 The average Accuracy 

Confidence = 0.3 51.83% 

Confidence = 0.5 90.59% 

Confidence = 0.6 88.28% 

Confidence = 0.7 89.74% 

6.4.1.2 Discussion 

As shown in Table 6-1, 17 words were annotated from the web page, and their 

corresponding extracted DBpedia definitions are shown. Two of these annotations were 

marked as "incorrect" by the human subject. These terms are: 

Our judge said that this is the wrong match between the key term and the definition. He 

said that AFP stands for the Agency of France Press not the Australian Federal Police.   
 

Sentence Syrian passports may be a shortcut to asylum for fraudulent claimants (AFP) 

Key Term Extracted DBpedia Definition H. S 

AFP 
The Australian Federal Police is the federal police agency of the 

Commonwealth of Australia. 

× 

Sentence 
A finance ministry official said both genuine and forged passports were in 

the packets intercepted in the post 

Key Term Extracted DBpedia Definition H. S 

Packets 

A network packet is a formatted unit of data carried by a packet-switched 

network. Computer communications links that do not support packets, such 

as traditional point-to-point telecommunications links, simply transmit data 

as a bit stream. When data is formatted into packets, the bandwidth of the 

communication medium can be better shared among users than if the 

network were circuit switched. A packet consists of two kinds of data: 

control information and user data. 

× 



Chapter 6 : Evaluation 

P a g e   | 65 
 

This is another wrong match between the key term and the definition. Packets in this 

sentence refers to a ship traveling at regular intervals between two ports. 

By reviewing our testing users judgments, we found that the resulted wrong 

annotations between the key term and its definition depend on the word disambiguate 

and the misunderstanding of the contextual meaning of the key term.  

Referring to Table 6-2, we found that the best annotation results were obtained when 

the confidence parameter was 0.5. We did further testing to tune the confidence 

parameter, and found that the best results can be obtained when the confidence 

parameter is equal to 0.53 with average accuracy of 94.12%. Therefore, we used this 

value in the subsequent experiments.  

6.4.2 Deep Annotation and Semantic Network 

As mentioned in Section5.2.3 and Section5.2.4, the deep annotation process aims to find 

the most possible relations between the DBpedia mentions within the web page 

content, and other indirect terms to generate more knowledge. To evaluate the 

semantic network, we constructed a semantic network for a single web page and asked 

the three subjects to assess the correctness of the terms included in the network. A 

snapshot of the assessed network is shown in Figure 4-4. The network consists of 23 

different key terms and 18 relations in between.  

6.4.2.1 Results 

After asking our judges to read carefully the provided information about key terms and 

the relations between them, and justify the accuracy of these information by referring 

to Wikipedia web page for each presented key term, we found that. On average, 95.44% 

of the retrieved key terms and relations were assessed as correct. 
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Figure 6-1: Relation caption between France and Americans 

6.4.2.2 Discussion 

In the following we discuss some of the incorrect results retrieved by the system and 

identify their causes. Some of the relations were incorrect. For example, the retrieved 

relation between (France) and (Americans) is (region) (see Figure 6-1).  Our judges said 

that the region of the Americans is the United State of America not France. To 

determine the cause of this error, we referred to the France Wikipedia article, and we 

found no information in its info-box about Americans, but within the article, the word 

"Americans" is mentioned two times in two different places: the first place is for 

describing the relation between French spiritualist thinkers and some of the Americans 

ones. 

https://en.wikipedia.org/wiki/Spiritualism_%28philosophy%29
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The second time was when the article mentioned Louis XVI, support to the Americans. 

 

6.5 Summary 

In this chapter we discussed the testing and evaluation process to our system. We have 

three data sets that have been processed and annotated in four different experiments. In 

each experiment we set a different value to DBpedia spotlight confidence parameter, and 

compare the results accuracy with our work results accuracy. 

We also discuss the accuracy of the information that has been provided by deep 

annotation process and the semantic network. 
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C h a p t e r   7   
Conclusion and Future Work 

7.1. Conclusion 

In this research, we introduced an approach to enhance web browsing experience for 

any naïve users using deep annotation and semantic visualization. This semantic 

annotation process will provide to the user all information he/she needs about the content 

of the web page, without the need to search over the internet. 

The developed system processes any web page content, illustrates its key terms, and 

creates a link between them and their semantic metadata extracted from DBpedia LOD. It 

seeks additional techniques to the traditional semantic annotation process to make the 

annotation more constructive for Web browsing by using deep annotation process, which 

aims to find more extended, correlated and indirectly observable entities even if these 

entities are not contained in the Web page. 

 The developed system also provides a semantic network that visualizes the 

relationships between the different terms (entities) included in the Web page being 

browsed, in a way that could help the user better interpret the Web page content and 

utilize semantic annotations to gain broader knowledge. Our proposed annotation process 

was assessed by three human subjects, and results showed that 94.12% of the retrieved 

annotations were correct. Results also indicated that 95.44% of the terms included in the 

constructed semantic network was correct. 

7.2. Future Work 

As a future work, we will work to enhance the system reliability and improve the 

accuracy of our results. We will try to extend the annotation process and retrieve more 

details by exploiting Wikipedia in addition to DBpedia because Wikipedia has a wider 

coverage. After enhancing the annotation processing we will try to make our system 

compatible with any type of internet browser and not only Firefox browser.  
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Further study of this issue would be of interest of how to enhance user browsing 

experience in web sites with Arabic content. Semantic Annotation processes in Arabic 

language relays to limited re-built ontologies, so it will be a necessary to enrich Arabic 

language  in DBpedia as a structured representation of Wikipedia  in order to evaluate our 

system on web pages with Arabic  content.  
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A. Appendix A 
 

A.1  Experimental Testing 

A.1.1  Text Extraction 

Table A-1: Extracted Data Set 

First Data Set: http://www.bbc.co.uk/news/world-europe-34150408 

Germany seizes fake Syrian passports in asylum inquiry 

4 September 2015 

Image copyright AFP 

Image caption Syrian passports may be a shortcut to asylum for fraudulent claimants 

German customs officers have seized packages containing Syrian passports and police suspect they 

are being sold illegally to asylum seekers. 

A finance ministry official said both genuine and forged passports were in the packets intercepted 

in the post. 

Germany is letting Syrians register for asylum regardless of where they entered the EU. As refugees 

from the Syrian civil war, most have a right to asylum. 

The passports can help fraudulent claimants to get asylum, the EU says. 

The ministry official declined to say how many Syrian passports had been found in the customs 

checks. The German police are now investigating. 

The EU border agency Frontex says trafficking in fake Syrian passports has increased, notably in 

Turkey. 

A Frontex official, Fabrice Leggeri, told French radio station Europe 1 that "people who use these 

fake passports mostly speak Arabic. 

"They may come from North Africa, the Middle East, but they have the profile of economic 

migrants," he said. 

Germany has by far the highest number of asylum applicants in the EU, many of them Syrians and 

Afghans, but many also from the western Balkan countries. 

Turkey is a major transit country for refugees and other migrants heading for the EU, and is also 

housing more than two million Syrian refugees in camps. 

Second Data Set: http://www.bbc.com/news/world-middle-east-34576035 

Hajj deaths 'almost triple' official Saudi toll 

19 October 2015 

From the section Middle East 

Image copyright AP 

http://www.bbc.co.uk/news/world-europe-34150408
http://www.bbc.com/news/world-middle-east-34576035
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Table A-1: Extracted Data Set 

Image caption Pilgrims were crushed to death in Mina when two large crowds met 

A crush near Mecca last month killed nearly three times as many people as Saudi Arabia has 

admitted, according to a tally by the Associated Press (AP). 

AP said on Monday that at least 2,110 people died in the tragedy at the annual Hajj pilgrimage - far 

more than the official Saudi death toll of 769. 

The new figure comes from media reports and statements from 30 countries who lost citizens, AP 

said. 

The crush was the deadliest incident to strike the Hajj in 25 years. 

Saudi officials have not updated their death toll - or the number of injured, which stands at 934 - 

since 25 September. 

Iran says it lost 465 of its citizens, making it the worst affected nation. Many of the dead also came 

from Africa: Nigeria said it lost 199 people, while Mali lost 198, and Egypt 192, according to the AP 

count. 

The AP tally comes after Saudi officials said they held a meeting about the disaster late on Sunday 

night. 

According to the country's state press agency, SPA, Crown Prince Mohammed bin Naif bin Abdul 

Aziz, who is also the kingdom's interior minister, oversaw the meeting. 

An investigation into the incident ordered by King Salman in ongoing. 

"The crown prince was reassured on the progress of the investigations," the SPA report said. 

Previously, the deadliest incident at the Hajj was a 1990 stampede that killed 1,426 people. 

Third Data Set: http://www.bbc.co.uk/news/health-34615621 

Processed meats do cause cancer – WHO 

26 October 2015 

Image copyright Thinkstock 

Processed meats - such as bacon, sausages and ham - do cause cancer, according to the World 

Health Organization (WHO). 

Its report said 50g of processed meat a day - less than two slices of bacon - increased the chance of 

developing colorectal cancer by 18%. 

Meanwhile, it said red meats were probably carcinogenic but there was limited evidence. 

The WHO did stress that meat also had health benefits. 

Cancer Research UK said this was a reason to cut down rather than give up red and processed 

meats. 

And added that an occasional bacon sandwich would do little harm. 

What is processed meat? 

Processed meat has been modified to either extend its shelf life or change the taste and the main 

methods are smoking, curing, or adding salt or preservatives. 

Simply putting beef through a mincer does not mean the resulting mince is processed unless it is 

modified further. 

Processed meat includes bacon, sausages, hot dogs, salami, corned beef, beef jerky and ham as well 

as canned meat and meat-based sauces. 

http://www.bbc.co.uk/news/health-34615621
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Table A-1: Extracted Data Set 

It is the chemicals involved in the processing which could be increasing the risk of cancer. High 

temperature cooking, such as on a barbeque, can also create carcinogenic chemicals. 

In the UK, around six out of every 100 people get bowel cancer at some point in their lives. 

If they were all had an extra 50g of bacon a day for the rest of their lives then the risk would 

increase by 18% to around seven in 100 people getting bowel cancer. 

So that's one extra case of bowel cancer in all those 100 lifetime bacon-eaters, argued Sir David 

Spiegelhalter, a risk professor from the University of Cambridge. 

How bad? 

The WHO has come to the conclusion on the advice of its International Agency for Research on 

Cancer, which assesses the best available scientific evidence. 

It has now placed processed meat in the same category as plutonium, but also alcohol as they 

definitely do cause cancer. 

However, this does not mean they are equally dangerous. A bacon sandwich is not as bad as 

smoking. 

For an individual, the risk of developing colorectal (bowel) cancer because of their consumption of 

processed meat remains small, but this risk increases with the amount of meat consumed, Dr Kurt 

Straif from the WHO said. 

Media captionIs processed meat going to kill me? 

Estimates suggest 34,000 deaths from cancer every year could be down to diets high in processed 

meat. 

Red meat risk 

A.1.2Key Terms Identification 

Table A-2: Extracted Key Terms in Experiment 1 

Extracted Key Terms 

Web page  

No. 1 

Germany - Syrian - passports - asylum - September - Image - copyright - 

AFP - claimants - German - customs officers - seized - packages - police - 

illegally - asylum seekers - finance ministry - official - genuine - forged  - 

packets - intercepted - post - letting - register - entered - EU - As - refugees 

- Syrian civil war-  The - declined - customs - checks - German police -

investigating - The EU - border -  agency - Frontex - trafficking - Turkey- 

Fabrice - French - radio station - Europe 1 - speak - Arabic- They - North 

Africa - Middle East - profile - economic migrants - number - applicants - 

Afghans- western Balkan - Balkan countries - major - transit - country - 

heading - housing - camps. 

Web page 

No. 2 

Hajj -  official – Saudi – toll – October - Middle East – Image – copyright – 

AP – Pilgrims – crushed – large – met – crush – Mecca –killed – times - 

Saudi Arabia – tally - Associated Press – Monday – tragedy – pilgrimage – 
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Table A-2: Extracted Key Terms in Experiment 1 

The -  figure – media – reports – lost - The crush – incident – strike – 

updated – September – Iran – worst – nation – Many – dead – Africa – 

Nigeria – Mali – Egypt count - The AP – late - Sunday night – According - 

press agency – SPA - Crown Prince Mohammed – bin - Naif bin Abdul Aziz -  

interior minister – An – investigation – ordered – King – Salman - crown 

prince – progress – investigations – report 

Web page  

No. 3 

Processed meats - cancer -  October - Image - copyright – sausages – ham - 

World Health Organization (WHO) – report – day – slices - developing - 

colorectal cancer – Meanwhile - red – meats – carcinogenic – limited – 

evidence - The WHO – stress – health - Cancer Research UK – reason – cut – 

occasional – sandwich – harm – What – modified - shelf life – change – 

methods – smoking – curing – adding – salt – preservatives – beef – mince - 

processed - hot dogs – salami - corned beef - beef jerky – canned – sauces – 

It - chemicals – involved – processing - High – temperature – barbeque - 

create - In – UK – point – lives – If – extra – rest – So – case - bowel cancer – 

lifetime – argued – Sir - David Spiegelhalter – professor -  University – 

Cambridge – How – bad – advice - International Agency –Research -  

scientific evidence – plutonium – alcohol – However – equally – dangerous 

– individual – colorectal -  (bowel) - consumption – consumed – Dr – Kurt – 

Media – kill – Estimates – diets -Red meat 

Table A-3: Extracted Key Terms in Experiment 2 

Extracted Key Terms 

Web page 

No. 1 

Germany – Syrian – asylum – AFP – German - asylum seekers – packets – 

EU - Syrian civil war – German – Frontex – Turkey – French - radio station - 

Europe 1 -  Arabic - North Africa  - Middle East 

Web page 

No. 2 

Hajj - Middle East – AP – Pilgrims – Mecca - Saudi Arabia – Associated – 

Press – Iran – Africa – Nigeria – Mali- Egypt - Naif bin Abdul Aziz - crown 

prince 

Web page  

No. 3 

Processed meats – cancer – sausages - World Health Organization (WHO) - 

colorectal cancer – red – carcinogenic - The WHO - Cancer Research UK – 

sandwich - shelf life – smoking – salt – preservatives – beef – sausages - hot 

dogs – salami- corned beef - beef jerky – ham – UK - bowel cancer - David 

Spiegelhalter – Cambridge – plutonium – alcohol – bowel 
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Table A-4: Extracted Key Terms in Experiment 3 

Extracted Key Terms 

Web page 

No. 1 

Germany – Syrian - asylum seekers - Syrian civil war – German – Frontex – 

French - radio station - Europe 1 – Arabic - North Africa - Middle East – 

Turkey 

Web page  

No. 2 

Hajj - Middle East – Mecca - Saudi Arabia - Associated Press – Iran – 

Nigeria – Mali – Egypt - Naif bin Abdul Aziz - crown prince 

Web page  

No. 3 

Processed meats – cancer - sausages   - World Health Organization (WHO) - 

colorectal cancer – red – carcinogenic - The WHO - Cancer Research UK – 

sandwich – salt – preservatives - hot dogs – salami - corned beef - beef 

jerky – carcinogenic - bowel cancer - David Spiegelhalter – Cambridge – 

plutonium – sandwich – bowel 

 

Table A-5: Extracted Key Terms in Experiment 4 

Extracted Key Terms 

Web page  

No. 1 

Germany - Syrian civil war – Frontex – Turkey - Europe 1 – Arabic - North 

Africa  

Web page  

No. 2 

Hajj – Mecca - Saudi Arabia - Associated Press  - Iran – Nigeria – Mali – 

Egypt - Naif bin Abdul Aziz - crown prince 

Web page  

No. 3 

Processed meats - World Health Organization (WHO) – colorectal – cancer 

– red – carcinogenic - The WHO - Cancer Research UK – salt – salami - 

corned beef - beef jerky - bowel cancer - David Spiegelhalter – Cambridge – 

plutonium – bowel 

 

Table A-6:  Extracted Key Terms in Our proposed approach 

Extracted Key Terms 

Web page  

No. 1 

Germany – Syrian - asylum seekers - Syrian civil war – German – Frontex – 

French - radio station - Europe 1 – Arabic - North Africa  - Middle East – 

Turkey – EU – AFP – packets 



Appendix A  

P a g e   | A6 
 

Table A-6:  Extracted Key Terms in Our proposed approach 

Web page  

No. 2 

Hajj – Mecca - Saudi Arabia - Associated Press – Iran – Nigeria – Mali – 

Egypt - Naif bin Abdul Aziz - crown prince – Africa - Middle East – AP 

Web page  

No. 3 

Shelf life – Alcohol – Cambridge – Meat – The Who – Salt – Hot dog – Salami 

– World Health Organization- preservatives – Beef – Sausage – Jerky – 

Cancer Research UK – Corned beef – Colorectal cancer – endometrial 

cancer – red – Sandwich – Smoking – David Spiegelhalter – Carcinogen – 

Ham – Plutonium – United Kingdom – Cancer 

 

A.1.3 Semantic Annotation Accuracy: 

Table A-7: Informative Annotation Process Accuracy in Experiment 1 

Information Retrieval Accuracy 

First Data Set 

Key Term User 1 User 2 User 3 

Germany T T T 

Syrian  T T T 

passports T T T 

asylum T T T 

September  T T T 

Image  T T T 

copyright  T T T 

AFP F T T 

claimants F F F 

German  F F F 

customs officers  F F F 

seized  T F F 

packages  T F F 

police  T T T 

illegally  T F F 

asylum seekers. T F F 

finance ministry  F T T 

http://dbpedia.org/resource/Germany
http://dbpedia.org/resource/Syria
http://dbpedia.org/resource/Passport
http://dbpedia.org/resource/Refugee
http://dbpedia.org/resource/September
http://dbpedia.org/resource/Image
http://dbpedia.org/resource/Copyright
http://dbpedia.org/resource/Australian_Federal_Police
http://dbpedia.org/resource/Plaintiff
http://dbpedia.org/resource/Germany
http://dbpedia.org/resource/U.S._Customs_and_Border_Protection
http://dbpedia.org/resource/Search_and_seizure
http://dbpedia.org/resource/Mail
http://dbpedia.org/resource/Police
http://dbpedia.org/resource/Illegal_immigration
http://dbpedia.org/resource/Refugee
http://dbpedia.org/resource/Finance_minister
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Table A-7: Informative Annotation Process Accuracy in Experiment 1 

official  F F F 

genuine  F F F 

forged   T F F 

packets  F F F 

intercepted  F F F 

post. T F F 

letting  F F F 

register  F F F 

entered  F F F 

EU.  T T T 

As  F F F 

refugees  T T T 

Syrian civil war T T T 

The  F F F 

declined  F F F 

customs  T T T 

checks.  F F F 

German police T F F 

investigating. T F F 

The EU  T T T 

border  F T T 

agency  F F F 

Frontex  T T T 

trafficking  T F F 

Turkey T T T 

Fabrice  F F F 

French  T T T 

radio station  T F F 

Europe 1  T T T 

speak  T T T 

Arabic T T T 

http://dbpedia.org/resource/Official_language
http://dbpedia.org/resource/Windows_Genuine_Advantage
http://dbpedia.org/resource/Network_packet
http://dbpedia.org/resource/Signals_intelligence
http://dbpedia.org/resource/Mail
http://dbpedia.org/resource/Renting
http://dbpedia.org/resource/Voter_registration
http://dbpedia.org/resource/Battle_of_Tripoli_%282011%29
http://dbpedia.org/resource/European_Union
http://dbpedia.org/resource/Arsenic
http://dbpedia.org/resource/Refugee
http://dbpedia.org/resource/Syrian_civil_war
http://dbpedia.org/resource/Joseph_Stalin
http://dbpedia.org/resource/Decline_of_the_Roman_Empire
http://dbpedia.org/resource/Customs
http://dbpedia.org/resource/Cheque
http://dbpedia.org/resource/Federal_Police_%28Germany%29
http://dbpedia.org/resource/Criminal_investigation
http://dbpedia.org/resource/European_Union
http://dbpedia.org/resource/Border
http://dbpedia.org/resource/Government_agency
http://dbpedia.org/resource/Frontex
http://dbpedia.org/resource/People_smuggling
http://dbpedia.org/resource/Turkey
http://dbpedia.org/resource/Fabrice_Makiadi
http://dbpedia.org/resource/French_language
http://dbpedia.org/resource/Radio_broadcasting
http://dbpedia.org/resource/Europe_1
http://dbpedia.org/resource/Speech
http://dbpedia.org/resource/Arabic_language
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Table A-7: Informative Annotation Process Accuracy in Experiment 1 

They  F F F 

North Africa,  T T T 

Middle East,  T T T 

profile  F F F 

economic migrants T F F 

number  F F F 

applicants  F F F 

Afghans,  T T T 

western Balkan T F F 

Balkan countries. T T T 

major F T T 

transit  T T T 

country  T F F 

heading  F F F 

housing F T T 

camps. T T T 

Second Data 

Set 

Hajj T T T 

official F F F 

Saudi F F F 

toll F F F 

October T T T 

Middle East T T T 

Image T T T 

copyright T T T 

AP T T T 

Pilgrims T T T 

crushed T T T 

large F F F 

met F F F 

crush T T T 

Mecca T T T 

http://dbpedia.org/resource/False_hero
http://dbpedia.org/resource/North_Africa
http://dbpedia.org/resource/Middle_East
http://dbpedia.org/resource/Offender_profiling
http://dbpedia.org/resource/Refugee
http://dbpedia.org/resource/Number
http://dbpedia.org/resource/Applicant_%28sketch%29
http://dbpedia.org/resource/Afghanistan
http://dbpedia.org/resource/Balkans
http://dbpedia.org/resource/Balkans
http://dbpedia.org/resource/Major
http://dbpedia.org/resource/Transport
http://dbpedia.org/resource/Pakistan
http://dbpedia.org/resource/Director-general
http://dbpedia.org/resource/House
http://dbpedia.org/resource/Refugee_camp
http://dbpedia.org/resource/Hajj
http://dbpedia.org/resource/Official
http://dbpedia.org/resource/Saudi_Arabia
http://dbpedia.org/resource/Toll_road
http://dbpedia.org/resource/October
http://dbpedia.org/resource/Middle_East
http://dbpedia.org/resource/Image_Comics
http://dbpedia.org/resource/Copyright
http://dbpedia.org/resource/Associated_Press
http://dbpedia.org/resource/Pilgrim
http://dbpedia.org/resource/Stampede
http://dbpedia.org/resource/Crowd
http://dbpedia.org/resource/Meteorology
http://dbpedia.org/resource/Stampede
http://dbpedia.org/resource/Mecca
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Table A-7: Informative Annotation Process Accuracy in Experiment 1 

killed F F F 

times F F F 

Saudi Arabia T T T 

tally T T T 

Associated Press T T T 

Monday F F F 

tragedy T T T 

pilgrimage T T T 

The F F F 

figure F F F 

media F F F 

reports F F F 

lost F F F 

The crush F F F 

incident F F F 

strike F F F 

updated F F F 

September. T T T 

Iran T T T 

worst F F F 

nation. F F F 

Many F F F 

dead T T T 

Africa T T T 

Nigeria T T T 

Mali T T T 

Egypt T T T 

count F F F 

The AP T T T 

late F F F 

Sunday night. F F F 

http://dbpedia.org/resource/Death_of_Osama_bin_Laden
http://dbpedia.org/resource/Cap_%28sport%29
http://dbpedia.org/resource/Saudi_Arabia
http://dbpedia.org/resource/Tally_marks
http://dbpedia.org/resource/Associated_Press
http://dbpedia.org/resource/Monday_Night_Football
http://dbpedia.org/resource/Tragedy_%28event%29
http://dbpedia.org/resource/Hajj
http://dbpedia.org/resource/Joseph_Stalin
http://dbpedia.org/resource/Figure_of_speech
http://dbpedia.org/resource/Media_of_Pakistan
http://dbpedia.org/resource/Hadith
http://dbpedia.org/resource/Glossary_of_professional_wrestling_terms
http://dbpedia.org/resource/4Music
http://dbpedia.org/resource/Angle_of_incidence
http://dbpedia.org/resource/Strike_action
http://dbpedia.org/resource/Retroactive_continuity
http://dbpedia.org/resource/September
http://dbpedia.org/resource/Iran
http://dbpedia.org/resource/List_of_films_considered_the_worst
http://dbpedia.org/resource/India
http://dbpedia.org/resource/Many,_Louisiana
http://dbpedia.org/resource/Death
http://dbpedia.org/resource/Africa
http://dbpedia.org/resource/Nigeria
http://dbpedia.org/resource/Mali
http://dbpedia.org/resource/Egypt
http://dbpedia.org/resource/Count
http://dbpedia.org/resource/Associated_Press
http://dbpedia.org/resource/Death
http://dbpedia.org/resource/Sunday_Night_Baseball
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Table A-7: Informative Annotation Process Accuracy in Experiment 1 

According F F F 

press agency, T T T 

SPA, F F F 

Crown Prince Mohammed T T T 

bin F F F 

Naif bin Abdul Aziz, T T T 

interior minister, T T T 

An F F F 

investigation T T T 

ordered F F F 

King T T T 

Salman F F F 

crown prince T T T 

progress F F F 

investigations F F F 

report F F F 

Third Data Set 

Processed meats F T T 

cancer -  T T T 

October  F F F 

Image  T T T 

copyright  T T T 

sausages T T T 

ham T T T 

World Health Organization (WHO). T T T 

report T T T 

day F T T 

slices F F F 

developing  F F F 

colorectal cancer T T T 

Meanwhile, F T T 

red  F F F 

http://dbpedia.org/resource/Sinfonia_%28Berio%29
http://dbpedia.org/resource/News_agency
http://dbpedia.org/resource/Spa
http://dbpedia.org/resource/Mohammed_bin_Zayed_Al_Nahyan
http://dbpedia.org/resource/Arabic_name
http://dbpedia.org/resource/Nayef_bin_Abdul-Aziz_Al_Saud
http://dbpedia.org/resource/Interior_ministry
http://dbpedia.org/resource/Anu
http://dbpedia.org/resource/Investigative_journalism
http://dbpedia.org/resource/Total_order
http://dbpedia.org/resource/King_of_Saudi_Arabia
http://dbpedia.org/resource/Salman_Khan
http://dbpedia.org/resource/Crown_prince
http://dbpedia.org/resource/Progressivism
http://dbpedia.org/resource/Gaza_flotilla_raid
http://dbpedia.org/resource/9/11_Commission_Report
http://dbpedia.org/resource/Meat
http://dbpedia.org/resource/Cancer
http://dbpedia.org/resource/October_Revolution
http://dbpedia.org/resource/Image
http://dbpedia.org/resource/Copyright
http://dbpedia.org/resource/Sausage
http://dbpedia.org/resource/Ham
http://dbpedia.org/resource/World_Health_Organization
http://dbpedia.org/resource/Report
http://dbpedia.org/resource/Day
http://dbpedia.org/resource/Disk_partitioning
http://dbpedia.org/resource/Developing_country
http://dbpedia.org/resource/Colorectal_cancer
http://dbpedia.org/resource/Meanwhile_%28film%29
http://dbpedia.org/resource/Red_wine
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Table A-7: Informative Annotation Process Accuracy in Experiment 1 

meats T T T 

carcinogenic T T T 

limited F F F 

evidence. T F F 

The WHO F T T 

stress F T T 

health T T T 

Cancer Research UK T T T 

reason T T T 

cut F T T 

occasional F F F 

sandwich T T T 

harm. F T T 

What F F F 

modified F F F 

shelf life T T T 

change F F F 

methods T F F 

smoking, T F F 

curing, T F F 

adding T T T 

salt T T T 

preservatives. T T T 

beef T T T 

mince T F F 

processed  F F F 

hot dogs,  T T T 

salami,  T T T 

corned beef,  T T T 

beef jerky T T T 

canned T T T 

http://dbpedia.org/resource/Meat
http://dbpedia.org/resource/Carcinogen
http://dbpedia.org/resource/Nuclear_warfare
http://dbpedia.org/resource/Evidence-based_medicine
http://dbpedia.org/resource/The_Who
http://dbpedia.org/resource/Stress_%28biology%29
http://dbpedia.org/resource/Health
http://dbpedia.org/resource/Cancer_Research_UK
http://dbpedia.org/resource/Reason
http://dbpedia.org/resource/Cutting
http://dbpedia.org/resource/Freelancer
http://dbpedia.org/resource/Sandwich
http://dbpedia.org/resource/Injury
http://dbpedia.org/resource/Word_Records
http://dbpedia.org/resource/Mod_%28video_gaming%29
http://dbpedia.org/resource/Shelf_life
http://dbpedia.org/resource/Social_change
http://dbpedia.org/resource/Scientific_method
http://dbpedia.org/resource/Smoking_%28cooking%29
http://dbpedia.org/resource/Curing_%28food_preservation%29
http://dbpedia.org/resource/Addition
http://dbpedia.org/resource/Salt
http://dbpedia.org/resource/Preservative
http://dbpedia.org/resource/Beef
http://dbpedia.org/resource/Ground_meat
http://dbpedia.org/resource/Meat
http://dbpedia.org/resource/Hot_dog
http://dbpedia.org/resource/Salami
http://dbpedia.org/resource/Corned_beef
http://dbpedia.org/resource/Jerky
http://dbpedia.org/resource/Canning


Appendix A  

P a g e   | A12 
 

Table A-7: Informative Annotation Process Accuracy in Experiment 1 

sauces. T T T 

It F F F 

chemicals  T T T 

involved F F F 

processing T T T 

High  F F F 

temperature T T T 

barbeque, T T T 

create  F F F 

In  F F F 

UK, T T T 

point F T T 

lives. T T T 

If F F F 

extra F F F 

rest F T T 

So F F F 

case F F F 

bowel cancer T T T 

lifetime F F F 

argued T F F 

Sir F F F 

David Spiegelhalter T T T 

professor T T T 

University T T T 

Cambridge. T T T 

How F F F 

bad F F F 

advice F F F 

International Agency T F F 

Research T F F 

http://dbpedia.org/resource/Sauce
http://dbpedia.org/resource/Schizophrenia
http://dbpedia.org/resource/Chemical_substance
http://dbpedia.org/resource/The_Culture
http://dbpedia.org/resource/Food_processing
http://dbpedia.org/resource/High_Middle_Ages
http://dbpedia.org/resource/Temperature
http://dbpedia.org/resource/Barbecue
http://dbpedia.org/resource/Creativity
http://dbpedia.org/resource/Indium
http://dbpedia.org/resource/United_Kingdom
http://dbpedia.org/resource/Point_%28geometry%29
http://dbpedia.org/resource/Life
http://dbpedia.org/resource/If_%28Janet_Jackson_song%29
http://dbpedia.org/resource/Extraterrestrial_life
http://dbpedia.org/resource/Relaxation_technique
http://dbpedia.org/resource/College
http://dbpedia.org/resource/Legal_case
http://dbpedia.org/resource/Colorectal_cancer
http://dbpedia.org/resource/Half-life
http://dbpedia.org/resource/Argument
http://dbpedia.org/resource/Knight
http://dbpedia.org/resource/David_Spiegelhalter
http://dbpedia.org/resource/Professor
http://dbpedia.org/resource/University
http://dbpedia.org/resource/Cambridge
http://dbpedia.org/resource/HOW_%28magazine%29
http://dbpedia.org/resource/Evil
http://dbpedia.org/resource/Legal_advice
http://dbpedia.org/resource/International_organization
http://dbpedia.org/resource/Research


Appendix A  

P a g e   | A13 
 

Table A-7: Informative Annotation Process Accuracy in Experiment 1 

scientific evidence. T F F 

plutonium T T T 

alcohol T T T 

However, F F F 

equally F F F 

dangerous. T F F 

individual, T T T 

colorectal T T T 

(bowel) T F F 

consumption T F F 

consumed," F F F 

Dr T F F 

Kurt F F F 

Media T F F 

kill T T T 

Estimates F T T 

diets T T T 

Red meat T T T 

 

Table A-8: Informative Annotation Process Accuracy in Experiment 2 

Information Retrieval Accuracy 

First Data Set 

Key Term User 1 User 2 User 3 

Germany T T T 

Syrian T T T 

asylum T F F 

AFP F T T 

German T T T 

asylum seekers. T T T 

packets T F F 

EU. T T T 

Syrian civil war, T T T 

http://dbpedia.org/resource/Evidence-based_medicine
http://dbpedia.org/resource/Plutonium
http://dbpedia.org/resource/Alcohol
http://dbpedia.org/resource/However
http://dbpedia.org/resource/Egalitarianism
http://dbpedia.org/resource/Risk
http://dbpedia.org/resource/Individual
http://dbpedia.org/resource/Colorectal_cancer
http://dbpedia.org/resource/Intestine
http://dbpedia.org/resource/Ingestion
http://dbpedia.org/resource/Seafood
http://dbpedia.org/resource/Physician
http://dbpedia.org/resource/Kurt_Hummel
http://dbpedia.org/resource/Mass_media
http://dbpedia.org/resource/Death
http://dbpedia.org/resource/Estimates
http://dbpedia.org/resource/Diet_%28nutrition%29
http://dbpedia.org/resource/Red_meat
http://dbpedia.org/resource/Germany
http://dbpedia.org/resource/Syria
http://dbpedia.org/resource/Refugee
http://dbpedia.org/resource/Australian_Federal_Police
http://dbpedia.org/resource/Germany
http://dbpedia.org/resource/Refugee
http://dbpedia.org/resource/Network_packet
http://dbpedia.org/resource/European_Union
http://dbpedia.org/resource/Syrian_civil_war
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Table A-8: Informative Annotation Process Accuracy in Experiment 2 

German T T T 

Frontex T T T 

Turkey. T T T 

French T T T 

radio station T F F 

Europe 1 T T T 

Arabic. T T T 

North Africa T T T 

Middle East, T T T 

Second Data Set 

Hajj  T T T 

Middle East  T T T 

AP  T T T 

Pilgrims  T F F 

Mecca  T T T 

Saudi Arabia  T T T 

Associated  T T T 

Press  T T T 

Iran  T T T 

Africa  T T T 

Nigeria  T T T 

Mali T T T 

Egypt  T T T 

Naif bin Abdul Aziz  T T T 

crown prince T T T 

Third Data Set 

Processed meats F T T 

cancer T T T 

sausages T T T 

World Health Organization (WHO). T T T 

colorectal cancer T T T 

red F F F 

carcinogenic F T T 

http://dbpedia.org/resource/Germany
http://dbpedia.org/resource/Frontex
http://dbpedia.org/resource/Turkey
http://dbpedia.org/resource/French_language
http://dbpedia.org/resource/Radio_broadcasting
http://dbpedia.org/resource/Europe_1
http://dbpedia.org/resource/Arabic_language
http://dbpedia.org/resource/North_Africa
http://dbpedia.org/resource/Middle_East
http://dbpedia.org/resource/Meat
http://dbpedia.org/resource/Cancer
http://dbpedia.org/resource/Sausage
http://dbpedia.org/resource/World_Health_Organization
http://dbpedia.org/resource/Colorectal_cancer
http://dbpedia.org/resource/Red_wine
http://dbpedia.org/resource/Carcinogen
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Table A-8: Informative Annotation Process Accuracy in Experiment 2 

The WHO F T T 

Cancer Research UK F T T 

sandwich T T T 

shelf life T T T 

smoking, T T T 

salt T T T 

preservatives. T T T 

beef T T T 

sausages, T T T 

hot dogs, T T T 

salami, T T T 

corned beef, T T T 

beef jerky T T T 

ham T T T 

UK, T T T 

bowel cancer. T T T 

David Spiegelhalter, T T T 

Cambridge. T T T 

plutonium T T T 

alcohol T T T 

Bowel T T T 

 

Table A-9 Informative Annotation Process Accuracy in Experiment 3 

Information Retrieval Accuracy 

First Data Set 

Key Term User 1 User 2 User 3 

Germany T T T 

Syrian   T T T 

asylum seekers. T F F 

Syrian civil war, T T T 

German T T T 

http://dbpedia.org/resource/The_Who
http://dbpedia.org/resource/Cancer_Research_UK
http://dbpedia.org/resource/Sandwich
http://dbpedia.org/resource/Shelf_life
http://dbpedia.org/resource/Smoking_%28cooking%29
http://dbpedia.org/resource/Salt
http://dbpedia.org/resource/Preservative
http://dbpedia.org/resource/Beef
http://dbpedia.org/resource/Sausage
http://dbpedia.org/resource/Hot_dog
http://dbpedia.org/resource/Salami
http://dbpedia.org/resource/Corned_beef
http://dbpedia.org/resource/Jerky
http://dbpedia.org/resource/Ham
http://dbpedia.org/resource/United_Kingdom
http://dbpedia.org/resource/Colorectal_cancer
http://dbpedia.org/resource/David_Spiegelhalter
http://dbpedia.org/resource/Cambridge
http://dbpedia.org/resource/Plutonium
http://dbpedia.org/resource/Alcohol
http://dbpedia.org/resource/Germany
http://dbpedia.org/resource/Syria
http://dbpedia.org/resource/Refugee
http://dbpedia.org/resource/Syrian_civil_war
http://dbpedia.org/resource/Germany
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Table A-9 Informative Annotation Process Accuracy in Experiment 3 

Frontex T T T 

French T T T 

radio station T T T 

Europe 1 T F F 

Arabic. T T T 

North Africa, T T T 

Middle East T T T 

Turkey T T T 

Second Data 

Set 

Hajj T T T 

Middle East T T T 

Mecca T T T 

Saudi Arabia T T T 

Associated Press T T T 

Iran T T T 

Nigeria T T T 

Mali T T T 

Egypt T T T 

Naif bin Abdul Aziz T T T 

crown prince F T F 

Third Data Set 

Processed meats  T F F 

cancer  T T T 

sausages   T T T 

World Health Organization (WHO). T T T 

colorectal cancer  T F F 

red  F F F 

carcinogenic"  T F F 

The WHO  F F F 

Cancer Research UK  T T T 

sandwich  T T T 

salt  T T T 

preservatives. T T T 

http://dbpedia.org/resource/Frontex
http://dbpedia.org/resource/French_language
http://dbpedia.org/resource/Radio_broadcasting
http://dbpedia.org/resource/Europe_1
http://dbpedia.org/resource/Arabic_language
http://dbpedia.org/resource/North_Africa
http://dbpedia.org/resource/Middle_East
http://dbpedia.org/resource/Turkey
http://dbpedia.org/resource/Meat
http://dbpedia.org/resource/Cancer
http://dbpedia.org/resource/Sausage
http://dbpedia.org/resource/World_Health_Organization
http://dbpedia.org/resource/Colorectal_cancer
http://dbpedia.org/resource/Red_wine
http://dbpedia.org/resource/Carcinogen
http://dbpedia.org/resource/The_Who
http://dbpedia.org/resource/Cancer_Research_UK
http://dbpedia.org/resource/Sandwich
http://dbpedia.org/resource/Salt
http://dbpedia.org/resource/Preservative
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Table A-9 Informative Annotation Process Accuracy in Experiment 3 

hot dogs, T T T 

salami,  T T T 

corned beef,  T T T 

beef jerky  T T T 

carcinogenic  T T T 

bowel cancer  T T T 

David Spiegelhalter T T T 

Cambridge. T T T 

The WHO  F T T 

plutonium,  T T T 

sandwich  T T T 

 

Table A-10: Informative Annotation Process Accuracy in Experiment 4 

Information Retrieval Accuracy 

First Data Set 

Key Term User 1 User 2 User 3 

Germany T T T 

Syrian civil war, T T T 

Frontex T T T 

Turkey. T T T 

Europe 1 T F F 

Arabic. T T T 

North Africa T T T 

Second Data 

Set 

Hajj T T T 

Mecca T T T 

Saudi Arabia T T T 

Associated Press   T T T 

Iran T T T 

Nigeria T T T 

Mali T T T 

Egypt T T T 

http://dbpedia.org/resource/Hot_dog
http://dbpedia.org/resource/Salami
http://dbpedia.org/resource/Corned_beef
http://dbpedia.org/resource/Jerky
http://dbpedia.org/resource/Carcinogen
http://dbpedia.org/resource/Colorectal_cancer
http://dbpedia.org/resource/David_Spiegelhalter
http://dbpedia.org/resource/Cambridge
http://dbpedia.org/resource/The_Who
http://dbpedia.org/resource/Plutonium
http://dbpedia.org/resource/Sandwich
http://dbpedia.org/resource/Germany
http://dbpedia.org/resource/Syrian_civil_war
http://dbpedia.org/resource/Frontex
http://dbpedia.org/resource/Turkey
http://dbpedia.org/resource/Europe_1
http://dbpedia.org/resource/Arabic_language
http://dbpedia.org/resource/North_Africa
http://dbpedia.org/resource/Hajj
http://dbpedia.org/resource/Mecca
http://dbpedia.org/resource/Saudi_Arabia
http://dbpedia.org/resource/Associated_Press
http://dbpedia.org/resource/Iran
http://dbpedia.org/resource/Nigeria
http://dbpedia.org/resource/Mali
http://dbpedia.org/resource/Egypt
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Table A-10: Informative Annotation Process Accuracy in Experiment 4 

Naif bin Abdul Aziz T T T 

crown prince T F F 

Third Data Set 

Processed meats F T T 

World Health Organization (WHO). T T T 

colorectal cancer T T T 

red F F F 

carcinogenic" T T T 

The WHO F F F 

Cancer Research UK T T T 

salt T T T 

salami, T T T 

corned beef, T T T 

beef jerky T T T 

bowel cancer T T T 

David Spiegelhalter T T T 

Cambridge. T T T 

plutonium T T T 

(bowel) T T T 

 

Table A-11: Informative Annotation Process Accuracy in Our proposed approach 

Information Retrieval Accuracy 

First Data Set 

Key Term User 1 User 2 User 3 

Germany T T T 

Syrian T T T 

asylum seekers T T T 

Syrian civil war T T T 

German T T T 

Frontex T T T 

French T T T 

radio station T T T 

http://dbpedia.org/resource/Nayef_bin_Abdul-Aziz_Al_Saud
http://dbpedia.org/resource/Crown_prince
http://dbpedia.org/resource/Meat
http://dbpedia.org/resource/World_Health_Organization
http://dbpedia.org/resource/Colorectal_cancer
http://dbpedia.org/resource/Red_wine
http://dbpedia.org/resource/Carcinogen
http://dbpedia.org/resource/The_Who
http://dbpedia.org/resource/Cancer_Research_UK
http://dbpedia.org/resource/Salt
http://dbpedia.org/resource/Salami
http://dbpedia.org/resource/Corned_beef
http://dbpedia.org/resource/Jerky
http://dbpedia.org/resource/Colorectal_cancer
http://dbpedia.org/resource/David_Spiegelhalter
http://dbpedia.org/resource/Cambridge
http://dbpedia.org/resource/Plutonium
http://dbpedia.org/resource/Intestine
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Table A-11: Informative Annotation Process Accuracy in Our proposed approach 

Europe 1 T T T 

Arabic T T T 

North Africa   T T T 

Middle East T T T 

Turkey T T T 

EU T T T 

AFP  F F F 

Refugees T T T 

Packets F F F 

Second Data 

Set 

Hajj  T T T 

Mecca  T T T 

Saudi Arabia  T T T 

Associated Press  T T T 

Iran  T T T 

Nigeria  T T T 

Mali  T T T 

Egypt  T T T 

Naif bin Abdul Aziz  T T T 

crown prince  T T T 

Africa  T T T 

Middle East  T T T 

AP T T T 

Third Data Set 

Shelf life  T T T 

Alcohol  T T T 

Cambridge  T T T 

Meat  T T T 

The Who  F F F 

Salt  T T T 

Hot dog  T T T 

Salami  T T T 

World Health Organization-  T T T 
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Table A-11: Informative Annotation Process Accuracy in Our proposed approach 

preservatives  T T T 

Beef T T T 

Sausage  T T T 

Jerky  T T T 

Cancer Research UK  T T T 

Corned beef  T T T 

Colorectal cancer  T T T 

endometrial cancer  T T T 

red  F F F 

Sandwich  T T T 

Smoking  T T T 

David Spiegelhalter  T T T 

Carcinogen  T T T 

Ham  T T T 

Plutonium  T T T 

United Kingdom  T T T 

Cancer T T T 

  


