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SUMMARY

The detection of defect is a real challenge in&tmal Health Monitoring (SHM).
This thesis suggests the potential for a Structttehlth Monitoring method for
aircraft panels based on passive ultrasound imagicgnstructed from diffuse fields.

This study will, first, present passive-only restsaction of coherent Lamb waves
(80-200 kHz) i.e. estimation of the Green’s funesio (impulse responses)
experimentally from full-field measurements obtaineith a scanning Laser Doppler
Velocimeter in an aluminum plate of thickness corapke to aircraft fuselage and
wing panels. Diffuse fields were generated by pigbthe structure at random
locations with a few sources (actuators or laskar)particular, the influence of the
noise source characteristics (location, numbeguieacy spectrum, and recording
duration) on the signal-to-noise ratio of the enmeygcoherent waveform will be
investigated. This first part is based on receebtétical and experimental studies in a
wide range of applications, which have demonstraéitedl Green’s functions can be
extracted from cross-correlation of diffuse fieldsng only passive sensors.

Secondly, the knowledge of the Green’s functionsvben large numbers of
points can be used to successfully identify andllee damage in complex structural
components. This provides the wealth of a-prioforimation necessary to detect and
localize "secondary" sources, such as damages, arlgra limited number of sensors
are actually mounted on the structure. The approattis thesis relies on the detailed
knowledge of the structural response, which is wsigkly obtained through

experimental measurements performed on the aactagbenent under consideration.

XVi



CHAPTER 1

INTRODUCTION

Structural health monitoring (SHM) often relies propagating elastic waves (e.g.
guided waves) through a structure using embeddegbsein order to assess its structural
integrity and detect eventual degradations. Howewwmst inspected structures are
geometrically complex (e.g. aircraft wings): rivdisles and stiffeners cause scattering, and
subsequent multiple reflections also enhance madalversion, particularly at high
frequencies. Indeed the superposition and complkexaction of guided waves can rapidly
lead to complicated waveforms away from the elastierce (e.g. piezoelectric actuator or
laser). Hence, the geometric complexity of the éespd structures enhances the
randomization of the elastic energy within theseicstires and thus actually favors the
formation of diffuse fields over long reverberatiime. Fully diffuse wave fields are often
defined asones that are globally equipartitioned, with allrmal modes having
uncorrelated amplitudes with equal mean squaresajdfe1982; Weaver 1984; Evans
and Cawley 1999; Weaver 2004]. Overall, a structagable of sustaining a diffuse field

must be lightly damped, allowing many reflectiofsh® initial wave energy.

Diffuse fields in structures have an apparent ramah@ture and are thus generally
discarded in conventional SHM systems. Howevermpitkesheir apparent complexity, the
diffuse field signals generated by distant ultras@ources can be used to reconstruct
remotelythe local elastic response between a pair of (embeddedpisggeaver and

Lobkiss 2001; Larose et al. 2007, Sabra et al. P@8& Fig. 1). For instance, for



practical applications, the distant ultrasonic sesrcould be located in easily accessible
areas during routine maintenance operations (@.gh® outer wing of aircraft structure)
while the sensors would be embedded in hard tohreaea (e.g. in the vicinity of a
hidden structural “hot-spots” within the wing pasjelvhere structural failure (e.g. fatigue
cracks) is likely to occur. Indeed several thegsdtiand experimental studies have
demonstrated a general relationship between then@rdéunction (or impulse response)
and the cross-correlations of diffuse fields or @&mb noise records for various
environments and frequency ranges such as seisgpnf@bgpiro et al. 2005; Sabra et al.
2005c], underwater acoustics [Roux et al. 2004;r&adt al. 2005a; 2005b], civil
engineering [Farrar and James 1997; Snieder afak806], low-frequency (< 5 kHz)
flexural properties identification of hydrofoils §8ra et al. 2007] and high frequency
ultrasonics (~Mhz) [Weaver and Lobkis, 2001; Lar@teal. 2006; Van Wik 2006;
Langley 2007] and guided wave measurements (~ktzpse et al. 2007; Sabra et al.
2008]. In the context of SHM methodology, we wéfer to this coherent processing of
diffuse field asDiffuse Field Interferometry(DFI) since this technique allows for
compensation of signal distortion accumulated altmg propagation paths up to the
(embedded) sensors locations. The term "interfeigthgenerally refers to the study of
interference phenomena between pairs of signatsder to obtain information from the
phase differences between them. Indeed, €l be thought as an analogy with an
astronomical technique in whidight from a bright "guide star" is used to correct
atmospheric aberration of weaker objects that aa&hby in theangular sense. More
specifically, DFI unravels the recorded diffuseldgethrough a correlation process and

extracts coherent (guided) waves which travel lgchletween a pair of sensors



(see Fig. 1). These coherent waveforms are sirtoléihose obtained from conventional
pitch-catch measurements between a source and/eegsiir (i.e. the Green's function).
The sources spectra define the frequency bandwidtivhich the Green’s function

response can be retrieved. Thus overall, DFI pes/id mean for SHM without a local
source. Furthermore, DFI offers an inherently ssémsing technique for monitoring
structural hot-spots in hazardous regions (e.d.tfaesfer holes in the wing risers), since it
does not require locally an active source, whichletaause electrical sparks, but only

Sensors.

Principle of Diffuse Field Interferometry

Remote SHM | =——b Diffuse Field Measurements —_— ~ Coherent
A Signal-Processing

Distant ultrasonic source
Sensorl Sensow?2

""" ' ‘VMMMVMMJ\}hﬁ @ \\ H !
\ 2
} Cross-Correlation
structural. . VM Cohetent guided wove 1. > Hy—‘m—J'—%
“hot —spot” (Green's function) lo " t

(--) Green’dunction

FIGURE 1: Principle of the Diffuse Field Interferometry (DFtechnique: A coherent guided wave
propagating locally between two sensors (and ptapwl to the actual Green's function) can be ekt
from the cross-correlation of the recorded diffdfsdd (e.g. scattered waves) generated by a distant
ultrasonic source (see Chapter 2, Eq. (4) and BY). DFI provides a mean for monitoring remote
structural hot-spots in an elastic structure, ifated here by a rivet hole (note the crack runméfiyvard
from it) on a random structure.

In practice, being able to generate a fully diffdsdd in the monitored structure is
critical in order to extract an accurate estimatehe Green’s function (i.e. with the

correct phase and amplitude) from the DFI outpuéndé, a practical issue in the



implementation of DFI resides in selecting the nenth of secondary ultrasonic sources
and their locations in order to generate a fullffudie field in the structure after
superposition of their individual contributions tae receiver. Furthermore, in complex
structures, the measured signals are typicallystatienary signals with an exponentially
decaying coda which is dominated by multiply segatlevaves. On one hand, it has been
shown that the diffuse-field regime is more likéty be achieved within the late coda
waves (after multiple reflections have occurredntiduring the early ballistic direct
arrivals [Weaver et al. 1986; Larose et al. 20Glfet al. 2005]. On the other hand, coda
waves have an overall exponential decay, mainlgrdahed by elastic attenuation in
most cases and thus late coda waves can quicldgritaminated by measurements noise
or electronic noise (e.g. due to imperfect sensdisis selecting the optimal portion of
durationT of the recorded signals for implementing DFI may e straightforward and
indeed depends on the experimental conditions. r@eteic commonly used to asses the
performance of DFI is the signal-to-noise rat8NE of the emerging coherent arrivals
from the cross-correlation waveform obtained frorRl Dutput. This coherenBNRIis
defined as the ratio of the maximum amplitude & toherent waveform (i.e. obtained
from the mean of the DFI output) to the standardat®n of temporal residuals of the
cross-correlation time-function (i.e. determinedtbg square root of the variance of the
DFI output). Hence for a given measurement systemd &econdary sources
configuration, the variance level sets the measantmrecision (e.g. for phase or group
velocity measurements from the extracted coheremdeg waves). Thus, a relevant
guestion for practical SHM systems based on DFI rhayhow to achieve a given

coherentSNRIevel in order to ensure accurate defect detedigiween a pair of passive



sensors? One contribution to the variance of thé dfput results from the imperfect
averaging over thé&l secondary sources or recordings duraffowhen computing an
estimate of the expected value of the cross-cdimmelavaveform (also called “pseudo-
noise” contribution by Larose et al. 2008) as coregato the ideal case of using
recordings of fully diffuse wavefield. Based on \poeis studies considering only this
“pseudo-noise” contribution to the variance [Sabtaal. 2005b; Weaver et al. 2005;
Larose et al. 2008], the coher&itIRis expected to grow theoretically as the squaoé ro
of both the processed diffuse field duratiband the numbeN of secondary ultrasonic
sources, all others parameters kept constant. eabal. (2008) have presented general
theoretical predictions and numerical studies gfeamphasizing the role of multiple
scattering on reducing the level of the “pseuds@bidue to imperfect ensemble
averaging (in space or time) of computed crossetation waveforms. However the
influence of experimental sensor noise or eledtmcase (i.e. “incoherent measurement
noise”) on the variance of the obtained coherentefams has not been explicitly
described by the previous literature. Furthermte®, experimental studigkarose et al.
2007; Sabra et al. 2008] have been conducted &ss$lse performance of DFI for SHM
applications: for instance regarding the precisafnthe phase and group velocity

measurements from DFI, in addition to the usuakceht SNR metric.

The main objective of this thesis is to investigakperimentally the emergence of
coherent lamb waves from the cross-correlationpuwiudf the DFI technique in a thin
plate with complex geometry and boundaries in otdesissess the performance of DFI

for practical SHM application and thus complememvpus theoretical studies [Weaver



and Lobkis 2004; Weaver et al. 2005; Sabra et@58; Larose et al. 2008]. To do so,
the diffuse nature of the vibrating field recordmder the whole plate for long recording
time was assessed using a scanning laser vibranfetghermore, the cohereBNRas
well as the accuracy of the phase and group vedscif the extracted coherent guided
wave arrivals from DFI were measured to quantify:tie performance of various
processing schemes of the recorded diffuse fieR)s,the effect of the spatial
configuration of the secondary ultrasonic sourced 8) the influence of incoherent
measurement noise (e.g. sensor noise) on the Dfelrp@ance.

Following this introductory section, the second ptlea of the thesis exposes the
theory linked to the reconstruction of the Grednisction and to the variance prediction
in the presence of incoherent measurement noisapt€h 3 presents first the
experimental setup, followed by the study of theetnof the diffuse field regime for
waves propagating in a plate with complex geométhaotic plate) and finally the
experimental parametric study of the cohei®NRand accuracy of the phase and group
velocity measurements to assess the performand2Fbfin chaotic plate. Chapter 4
details the experimental setup and results fordéeection of a simulated defect by
applying the technique seen in Chapter 3. Chaptevilb present the influence of
boundary conditions on the measurement from DFRhighlight the robustness of this
technique. Finally the conclusions drawn from thiedy are summarized in the last

chapter of this thesis.



CHAPTER 2
THEORETICAL BACKGROUND

2.1 Reconstruction of the estimate of the true Grees function (GF)
The way to retrieve the GF in passive and conveatialso called active testing is
different. Indeed active testing uses one sensdirdadcast and another one to record
(Fig. 2.a), passive testing (Fig. 2.b) instead usely sensors to extract the GF from

ambient noise or diffuse field recordings.

ACTIVE PASSIVE

Sensor 1 broadcasts. Sensor 2 record

\*2J

Diffuse field recorded at sensors 1 & 2.
Sensor #

L

Active transmission
i

o It

Sensor # Sensor #2
J@W&Mﬁ@% ) WWW&%*

Cross-correlation between 1 and 2

|

I -

1-2 251 12
Green’s function (- - -) Green'’s function Estimate
(a (b)

FIGURE 2.a. Active sensing principle2.b. Passive testing principle.

The main assumption for the theoretical derivatiohghe DFI technique is that the
wavefield resulting from the excitations of all ret®, or secondary, sources in the

structure is homogeneous in space and in time wiaghnires the field to be diffused



[Weaver and Lobkis 2004]. Indeed having a diffusédfensures that all paths existing
between a pair of sensors are fully illuminatedthy various wave components of the
diffuse field.

The cross-correlation between the diffuse fieldorded at the two sensors (#1 and

#2), denoteds; (t) andSy(t) respectively, is defined by the following formula.
Cpo(0) =] S(1) S,(t+7)dt (1)

whereris the time delay.

On a specific time-window of lengfthy , the previous formula becomes:

+L

2

<Co)>= =[SOS, +0)dr @

r.Te
2

It can be shown that the Fourier Transform (FT)hef cross-correlation is related to
the frequency-domain GF through the following fotan[Roux et al. 2004; Weaver and

Lobkis 2004]:
<Cpy(@) >=18(Gyo(@) = G5y () 3)
wherefis the noise spectrunélz(a) is)the causal impulse responéem(a) is the anti-

causal impulse response.

Furthermore in the time domain equivalent of Eq, {{3is the time-derivative of the

cross-correlations which actually yields the tinmevdin GF as it is illustrated here:

d < ClZ(t) >

at = QQD(G,,(t) = Gy (1)) (4)

whereQ is set by the sensors' transfer function and tleétieg sources spectrunf) is a



factor set by the attenuation in the medium, Bnd the actual distance between sensors

#1 and #2.

Diffuse field can be easily generated in aircrafidlage and wing structures thanks to
their complex geometry and the random excitationflight. Hence, being able to

reconstruct the local GF with the diffuse part aignal would be of big interest.

2.2 Definitions of Mean and Variance of the DFI esinate
As stated in the introductory section, DFI is tyllg implemented by using one or
several remote sources distributed throughout thectsire of interest away from the

sensors region to generate a diffuse field in #wsar region (see Fig. 1). The cross-
correlationCL(t )between the reverberating sign&$(t and S! (t ) generated by th&'j

remote source and recorded by two sensors #1 anesgggctively is given by:
4 1% 4
CL) =2 S (DS (t+1)dr (5)
0

where T is the duration of the reverberating recordingse Temporal integration in
Eqg. (5) physically corresponds to a temporal avietgagperation over the finite duration

T. The expected value of the DFI estim&lg(t) can be constructed from an ensemble

average of the cross-correlatioBg,(t objained from each secondary soirce
13
C(t) = ﬁzcljz (t) (6)
=1

The ensemble average over all remote sources bkstpblishing a diffuse regime at

the receiver’s locations by cumulating multiple lizgions of the scattered field in the



structure of interest. Simply put, the more compdexi reverberant the structure is, the
fewer sources are needed, in general, to genergi®ctice a diffuse field throughout the

structure.

Furthermore, it should be noted that since DFI ime® cross-correlating signals
originating from the same source event at both@sng.e. a coherent processing), only
the square of the amplitude spectrum of the sigreitation matters and not its absolute
phase (which cancels out in the cross-correlatiperation). Hence, various source
excitations could indeed be used in practice (pwse, frequency sweeps, coded
sequences) depending on the sensors types and-sigmase ratio constraints. Indeed,
DFI has even been implemented using random eansidr ambient noise, recorded for
instance during flight operation due to air-turlnde[Sabra et al. 2007a]. However,
obtaining reliable sources of ambient noise exoitgt at higher frequencies (~kHz,

required for guided-waves sensing) remains chaiheng

In practice, the computed mean coherent estin@@ié) (see Eqg. (6)) is only an
approximation of the actual local Green'’s functiGp (t) between sensor #1 and #2 (see
Eq. (4)). ConsequentlyC,,(t) always contains some residual temporal fluctuation
which can blur the identification of the symmetdaivals of C,(t). High levels of

residual fluctuations may potentially prevent tlvewaate extraction of the local Green’s

function G, (t) from DFI. The level of these temporal fluctuatiaras be estimated from
the square root of the variandg,(t) of the DFI estimateC,,(t) which is defined as

[Weaver et al. 2005; Sabra et al. 2005b; Laros#. &008]:
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Vo) = Ni_l[ﬁz(%(t))z —(ﬁchz(t)] ] )

Finally, as stated in the introduction chapter, ¢tbberent signal-to-noise rati®lRt ) )

of the DFI estimateC,,(t) can be defined by:

C12 (t)
V12 (t)

SNRt) = (8)

The value of SNRt )is a commonly used metric to assess the perforenah®FI for
estimating the local Green’s functio@,,(t) between sensors #1 and #2. Theoretical
predictions of SNRt ) are developed in the next section for a simple ehad the

recorded signals in a reverberant elastic structure

2.3 Theoretical prediction of the coherent SNR
Theoretical expressions for the me@p(t) and variance/,(t) of the DFI estimate
varianceV,,(t) have been previously derived for various recordigshal models (e.qg.

stationary or non-stationary elastic field) [Weaeeial. 2005; Sabra et al. 2005b; Larose
et al. 2008]. To the first order, following the abbns of Larose et al. (2008), the

theoretical expression @, (t) reduces to:

Cox(1) = F () 0 (Gip (1) = Gy (1) I 1 (W) (£ + u)dlu (9)

where G, (t) is the actual Green’s function between sensorsamd #2, [ (t ) is the

envelope of the recorded signal averaged oveNtseurces (i.e. the square root of the

averaged intensity) T is the recording durationk(t i a function taking into account

the combined effect of transducer’s response (aspland amplitude) and the normalized

11



autocorrelation of the source signal (close to @m®function for impulsive sources) and
the symbol 0 denotes a convolution operation. When using idahtiransducers at
location #1 and #2 and impulsive remote sources. (aser impulse) to generate the

elastic wavefields,F(t )simply acts as band-pass filter on the true Gredanction

GlZ (t) .

The energy equipartition of the diffuse field im@cessary and sufficient condition to
extract the full Green's function from the cohereutput of the DFI [Weaver and Lobkis
2004; Paul et al. 2005; Langley 2007]. Structuramplexity (e.g. due to random
geometry) typically enhances multiple scatteringl &ence helps achieving a diffuse
field regime. Indeed, the existence of a diffuseldfiensures that all paths existing
between #1 and #2 are fully illuminated, thus lagdio an accurate estimate of the
Green’s function from DFI. The two Green's functi@nms in Eqg. (9) are respectively:
1) the causal impulse response which comes fromptirion of the diffuse field
propagating from sensor #1 to #2 and yielding azemo correlation for a positive time-
delay, and 2) the time-reversed (or anti-causapuise response which comes from the
portion of the diffuse field that propagates fror@ $0 #1 and yields a non-zero
correlation at a negative time-delay (see FigThus, for a fully diffuse field, the cross-
correlation is a symmetric function of time, aswhan the following illustration. Hence,

in practical applications, symmetric arrivals@f,(t) can be used as reliable estimates of

actual paths of the local Green'’s functiG,(t).

12



Similarly to Eg. (9), the theoretical expressiontbé varianceV,,(t) is given by

[Weaver et al. 2005; Sabra et al. 2005b; Larose. &008]:
Vio®) = == [ 12 *(t+ u)dlu (10)
02BN Y

where N is the number of remote sourcés,is the recording duration and is the

frequency bandwidth of the recorded signals.

In complex structures, the measured signals ase¢heors’ locations, generated by an
impulsive source, are typically non-stationary signwith an exponentially decaying
coda (see Fig. 1). This coda is dominated by myltgrattered waves over long

reverberation time. In this case, the temporal @uamh of the averaged intensity of the
decaying elastic wavefield, notdd (t (i)e. the signal’s envelope), can be fitted bye(se
Fig. 7).

l.(t)=1,e7"™ (11)
where 1p is the decay time of the elastic field whose valiegpends on the scattering
properties and elastic attenuation of the strudtavans and Cawley 1999; Derode et al.
1999; Larose et al. 2008].

Furthermore, in practice, the recorded signals ywantained some amount of non-
propagating noise (e.g. experimental sensor naisdeatrical noise) which hinders the
accurate recording of weak multiply scattered dgyaflonger times. The simplest noise
model for this incoherent noise contribution is:aalditive stationary homogeneous flat-
spectrum band-limited zero-mean random field tlsaumcorrelated between sensors’

locations and uncorrelated with the diffuse elas@wefield. Since both the reverberating

13



signal and noise would be subjected to the sartexifiy in any actual DFI application,
the noise bandwidth is assumed to coincide with slgmal bandwidthB, and, for
simplicity, the band-pass filtering is assumed ¢oideal (unity band-pass response with
complete spectral rejection outside the passbabdder these circumstances, the

autocorrelation function of the idealized noisédi@t sensor #1 or #2 location) is:

<n(r n(r, 1) >= 025, SNEAY) oot 1 -1) (12)

" Bt -tY)
where g is the variance of the idealized noise fiedq, is the Kronecker delta function
and 27, = (w, + w, )/ 2is the center frequency of the signal band [PaK95]. It was

also assumed that the variance of the noise figldis identical for all measurements.

Although this noise-field model is idealized, itoaVs simplification of the total variance

V,(t) and provides gage performance results for actuBl Dnplementation. In
particular, in the expression of the variangg(t) (see Eq. (10)), the total recorded
intensity 1°(t ) can then be approximated By (t) + o5. On the other hand, since the
incoherent noise-field is assumed to be spatiallyourelated and with zero mean, it does
not contribute, to the first order, to the meaneareht estimateC,,(t). Hence in the
numerator ofC,,(t) the envelopel (t Xassociated with the amount of coherent energy
flowing between sensor #1 and #2) can then simmy approximated byl _(t .)

Consequently, after combining Eq. (9-12) and basedhis simple model for noise

multiply scattered signals, the theoretical predictof the signal-to-noise rati®NRt )

(see Eq. (8)) of the DFI estima@,(t) is:

14



jOT (Ul (t +u)du

SNRt) = +/2BN
[z + 12l +12¢ )

{F (t) 0 (G, (t) ~Gu(-t)  (13)

which can be rewritten explicitly, after using Efj1) as:

t _(2T+)

_ SNR(e_g—e )
SNRt) =,/2BT,N —— ~ —
\/(SNR) 2 SN

T (14)

. e™-e ™ )+2F§(1+eff>)(1—efv)+

{F (1) O (G, (t) — G, (1))

D

where SNR =12(t)/ o, is defined as the signal-to-noise ratio of theorded diffuse

waveforms. Figure 3 illustrates the result of tarentSNRin function of SNR using

parameters from the experiment described in Ch&Bréms, 7,=5ms and=A, arrival

time = 0.14777ms.

Coherent SNR(t)
o
(o]
|

10° 10" 10

SNR
r

FIGURE 3: Normalizedvariations of the coherent signal-to-noise raB®R(t) vs. signal-to-noise ratio of

the recordingsYNR) based on theoretical predictions of Eq. (10)tfar parametersf=6ms, i,=5ms and
to=Aparrival time = 0.14777ms.

Eq. (13-14) can be used to estimate the influericeanous parameters such Bs
(number of sourcesB (signal frequency bandwidth), (recording duration)p (the

decay time of the diffuse field signals) al®NR on the coherent signal-to-noise ratio
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SNRt) of the cross-correlation waveform. Based on E®-14), it appears that the
parameterd andN do not have the same influence on the increatieeahcoherenSNR

in the case of noisy recorded waveforms (see Ex}).(Indeed, since the incoherent noise
component is assumed to be spatially uncorrelafed (12)), it can be noticed that
SNRt) theoretically grows aéN , which is the same dependency found by previous
studies not accounting for the incoherent noisepmmant. This physically occurs since
adding secondary sources provides additional @#dizs of the scattered wavefield in
the complex structure so that the averaged recdrdiedis a better approximation of the
ideal diffuse elastic wavefield. On the other hahe, dependence of cohereé®iNR with
respect to the parameté&rand 1, is affected by the presence of incoherent noisethe
parameterSNR (recorded signal-to-noise ratio), for the caseaf-stationary decaying

elastic wavefield.

For low values ofSNR (SNR <<1), Eqg. (13-14) can be reduced to:

F
Ip.(—).sinh(—)e ™
SNRt) =+/2BN — 70 ﬁ”’ [{F (t) 0 (G (1) - Gyu (1)) (15)

This case is to be avoided as the incoherent m®iseich too high and will then make the
reconstruction of the GF difficult. Eq. (13-15) shthen that low values 08NR for the
recorded signals limit the achievable value of ttherentSNR especially if the
recordings duratiofl is erroneously selected longer than Thus, in the case of weakly-
scattered signals and in the presence of incoherase, it is often necessary to increase

the number of sourcds in order to reduce the varian®,(t) (i.e increase the coherent

16



SNR and improve the convergence @f,(t) towards the true Green'’s function.
Finally, in the case of high values of the record&dR (i.e. weak incoherent noise
level), the expression of the cohere®NR is, as expected, independent 8BNR and

reduces to the formula expressed in previous sufideaver et al. 2005; Sabra et al.
2005b; Larose et al. 2008]:
sinh(L)
forSNR >>1,  SNRt) =2B7,N —— 2 [{F(t) 0 (G, (t) - G,,(~1))) (16)
sinh(—)
T

D

where the classical dependencyqﬁBrDN (for exponentially decaying diffuse signals,

that is 1o ) or v/2BTN (for stationary signals -such continuous ambimise- that is
Ip —) IS recovered.

For high level of attenuation (i.e. small decaydim), the recorded signals can be
very short, which can lower the values of the ceheSNR (see Eq. (16)). In this case,
the late portion of coda of the signals, composedveak multiply scattered waves,
would not contribute significantly to the total celation C,(t). Hence the DFI process
would not benefit from the coherence of these wealkiply scattered waves although
they represent the portion of the recorded sigrathvis closer to the ideal diffuse field
regime. Previous experimental studies have proptsedcrease the cohere@NR by
clipping the amplitude of the recorded signal to abitrary threshold in order to
artificially enhance the contribution of these weakvals in the recorded coda [Larose et
al. 2004; Sabra et al. 2008]. This clipping progedallows maximizing the amount of

useful information in the recorded signals whicimtcbutes to the mean DFI estimate,
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C,,(t) obtained from cross-correlation (see Eq. (6)). Eesv if the recordedSNR is

low, amplitude clipping also artificially enhancdbe relative importance of the
incoherent noise in the late coda. Indeed, verydbpping level of the recorded signals,
such as “one-bit clipping”, may actually be detritted to the DFI performance since it
artificially amplifies the effect of incoherent isei. The theoretical prediction of Eq. (13)

indicates that the clipping level should, as expaécbe significantly larger than the level

of incoherent noised?, ) in order to effectively enhance the signal-téseaatio SNRt )

of the mean DFI estimat€,,(t). Practical selection of this clipping level willeb

discussed in following experimental chapters.

Overall, the theoretical results in Eq. (13-14)foomed the role of multiple scattering

for accelerating the apparition of the diffuse dieegime (for highSNRt )and large
values ofrp) and hence reducing the variangg(t) . These analytical results suggest that
for any given structures (i.e. a givap) and noise level (i.eSNR), some optimal

combinations of the parametdksand T exist to reach a given targeted coher8NR
value. However, as discussed by Larose et al. (2@B8 simple model of the diffuse
signals yielding Eq. (9-11) is not valid if longage correlations occur in the multiply
scattered signals, for instance due to the existehclosed loops or recurrent scattering
which may exist in a highly disorganized propagatimedium. In this case, the coherent

SNRssignificantly differs from the ideal prediction &q. (13-14), and increasing the

durationT (with or without using amplitude clipping) or tmeimber of sourcell may

not then be useful to efficiently improve the caerSNR after a certain point.
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CHAPTER 3

BROADBAND PERFORMANCE OF THE DIFFUSE FIELD
INTERFEROMETRY TECHNIQUE

3.1 Presentation of the experiments

Experiments were conducted on an aluminum plat¢hickness 2mm (Fig. 4.a),
similar to the one in aircraft fuselage and winggla to demonstrate the potential of the
DFI technique for remote monitoring of structuraltdspots. Cutting the plate edges
irregularly enhances the generation of diffusedfi¢hrough multiple scattering and
reflections from the plate’s edges and other disnaities [Weaver 1986; Evans and
Cawley 1999]. A practical issue in the implememtatiof DFI resides in the spatial
distribution of the secondary ultrasonic sourcesriter to generate a fully diffuse field in
the plate. To investigate these diffuse field regmients, a parametric study of the DFI
technique can be conducted for a given pair ofasrat locationr; andr; by varying the
spatial distribution oN uncorrelated elastic sources located;afi=1..N). This approach
is not very practical for large valuéssince it involves either using a large number of
sources or repeating the experiment several tirgeadying a single source. Instead, by
swapping the role of source and receiver basedasti@reciprocitfyAachenbach 1993],
experimental parametric studies of the DFI weredoated by 1) scanning the plate
with a Laser Doppler Vibrometer to record the slgngenerated by two separated
sources, now located et andr,, over the distributed sensing locatiags(j=1..N) (see
Fig. 4) and 2) summing the cross-correlations doutions according to Eq. (5-7). This
reciprocal implementation of the DFI allows simpigrying the number and location of

reciprocal sources.
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To this end, two piezoelectric (PZT) ceramic aatusatdisks (Steminc mod.
SMD15T09F2275S) [Giurgiutiu 2007] were mounted th6apart on the plate at two
arbitrary locations (plate dimensions 18cm*16.5cEgch actuator was driven by a wave
generator (Agilent mod. 33220A — 20Mhz Functionshding sinusoidal bursts of
frequency 50kHz of amplitude 1V and of width 0 These piezoelectric actuators
provide shot-to-shot repeatability and are commambgd for SHM applications. A
Scanning Laser Doppler Vibrometer (SLDV) [Polytelc Model PSV400M2] allowing
sampling to 1IMHz, was used to record the revertiavanefield over a fixed grid of 624
points (see Fig. 4.b). The sampling frequency ef bcorded signals was 2.5MHz and

the total recorded signal duration was 12.8ms.
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FIGURE 4.a: 2mm-thick aluminum plate subjected to piezoelealiévices excitations at location #1 first,
then at location #2. The color scale indicatesttieasured small variations of the average rms \iglowver
the plate4.b: Measurement grid of the SLDV (624 points). Theasguixel size is 0.6 cm. The locations
of the two actuators as well as the grid point digtéint from the sensors (middle point) are alshiceted.
The blue dots represent the area of the centrahgog grid used for the diffuse field analysis (8e2.2).

Figure 5.a illustrates the waveforms collectedhmy $LDV following a piezoelectric
pulse sent by the first actuator at the actuatpkctl) in solid red line and at actuator 2

(Act2) in dotted blue line reported in functiontahe. There is a delay between the two
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signals, which represents the traveling time ofaaavfrom Actl to Act2. There is also a
difference of amplitude between the first arrivdige to some damping happening in the
plate. The waveforms show also a long “coda” causethe multiple reflections on the
edges. Their FFT is shown in Fig. 5.b and are caap®f three main bandwidths due to
the circular shape of the piezoelectridd=[4-90]kHz, B,=[90-186]kHz and
Bs=[186-440]kHz.B concentrates almost all the energy.

The SLDV is mainly sensitive to the out-of-planesplacements of the plate
dominated here by thepAyuided wave modes given the thin plate geometdytha use
of PZT actuators. Furthermore, due to the limitatddwidth and geometry of the PZT
actuators, the energy spectrum extends in the éreguband=[4-90]kHz (see Fig. 5.b),
with most signal energy concentrated around 40-Z0WHhnally, as it is a narrowband
signal, no significant frequency dispersion waseobsd for the A mode arrival for the

recorded signals (see Fig .14).
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FIGURE 5.a: Waveforms collected by the SLDV following a pieleagric pulse sent by the first actuator
at Actl (solid) and at Act2 (dot) reported in fuoatof time.5.b: FFT of the recorded signals.
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3.2 Experimental results

3.2.1 Elimination of erroneous recorded signals

In order to improve the overall signal-to-noiseicaBNR the signals with high
incoherent noise level (NL) were dismissed. Theolent noise level also called
electronic noise was estimated from the standavéhtien during the last .4ms of the tail
of each recorded signal after filtering in the mbandwidthB=[4-90]kHz (see Fig. 6.a).
Usually the electric noise is measured on the pggédr signal but in our case we did not

dispose of pre-trigger recordings. Then, the sgmath a noise level NIL i ( )=1..624)

higher than three times the averaged value of tekd 624 noise level estimates

N
(NL(i) <3* (%z NL(i)) , N=624 and i=1..N) were considered as bad sigmaltlus did

i=1
not participate in the estimation of the cross-elation. 11 points have been dismissed
using this method. Moreover the FFT of each sidnaal to contain the three main lobes
shown in Fig. 5.b; those that didn’t, were alsardssed: there were 3. So from this point,
all the calculation will be done on these 610 renmgy points and not on the 624 initial

ones (see Fig. 6.b).
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FIGURE 6.a: Noise LevelNL(i) along the plate before elimination when the Actadtive.6.b: Location
of the erroneous points on the plate (holes). Biiaknonds are the locations of Actl and Act2.
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3.2.2 Diffuse field analysis

The spatial and temporal variations of the elastiergy distribution in the plate were
investigated in order to determine the overall brdehe diffuse field regime using the
SLDV measurements. The energy equipartition of diiise field is a necessary and
sufficient condition to extract the full Green'snfdion from the coherent output of the
DFI [Weaver and Lobkis 2004; Paul et al. 2005; Uapg2007]. Formal equipartition
means that in phase space the available energgually distributed in fixed average
amounts among all the possible “states” (e.g. nbmmades or incidence angle at the
receiver) of the structure [Weaver 1982; 1984].the context of this study, energy
equipartition should occur among the different gdidvave modes supported by the
structure which are primarily the lowest order mod® and A given the thin plate
geometry and low frequency excitations [Akolzin anekaver 2004]. Previous studies
have shown that a diffuse field can be generatekinva few tens wave transits across a
regular thin plate [Evans and Cawley 1999].

The decay timerp of the elastic energy for the recorded reverbevemtefield was
determined by fitting the exponential decaying maodee Eq. (11)) to the smoothed
envelopes of the measured signals. The fitting gaace was only performed in the
central portion of the signals, for 3.3ms<t<10.6m®rder to exclude the ballistic and
singly scattered portion of the signal. The las2n® of the recorded signals were
excluded from the analysis since they appeared d@odbminated by incoherent
measurement noise (see Fig. 5.a). Figure 7 dispiaysmoothed envelopes of the signals
recorded on the middle point between the two aotsafsee Fig. 4.b), when either

actuator #1 or #2 were activated. The slight défifie between these two envelopes, even
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at late times, results from the experimental ddfees inherent to these simple PZT
actuators (actuator size, mounting conditions, adsducer response). Figure 7 also
shows the best fit model, based on Eq. (11), ofrdleerded signal’s envelope averaged
over all SLDV sensing locations when either actusactivated. This fitting procedure
yields very similar estimates fap of 4.7ms and 5ms respectively for actuator #1#hd
Based, on the estimated velocity of thg Aode (around 1000m/s, see section 3.2.4.2),
the decay time corresponds to an effective travaiadce for the scattered waves of
D~5m, i.e. over 30 reflections across the dimensairtbe plate which is in quantitative

agreement with previous stud{g&vans and Cawley 1999].
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FIGURE 7: Smoothed envelopes of the signals filtere®iand exponential fit of the signal for the two

cases (act #1 and act #2 active one at a timbgaidint #261, middle point between the two actisat®he
two vertical lines is the interval [3.3 - 10.6] ms which the fit had been calculated.

As stated in the introduction, a uniform spatiatdbution of the elastic energy is a
consequence of the existence of energy equipartitiche plate. Figure 4.a qualitatively
shows that the rms velocity of each recorded resrarit wavefield (see Fig. 5.a) across

the SLDV scanning region is uniform, as a resulthef wavefield randomization induced
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by the irregular geometry of the plate. The spdhaituations of the elastic energy over
the plate were measured in more details in orddurtiher investigate the onset of the
diffuse field regime. Furthermore, in order to alany artefacts due to proximity of the
plate edges and corners, the spatial variatiotiseoélastic energy were only measured in
the central section of the SLDV measurement gri@ @04 points blue dots on Fig. 4.b)
while actuator #1 was exciting the plate and tlgmas were filtered in the barRF[4-
90]kHz. To do so, the smoothed time-varying enveso(similar to the ones displayed in
Fig. 7) of the recorded signals at these 204 cehtations were divided into 35
successive time-intervalsf equal duration 0.37ms. For each interval, theowam of
energy fluctuations across the plate was estinfabed the spatial variations of the mean
value of the signal envelope (i.e. square roohefdignal energy) in each interval. Figure
8 displays the spatial fluctuations of the meanetope value across the 204 points on the
1% time interval (0<t<0.37 ms), which includes thdlibdc arrival, andthe 25" time
interval (8.8ms<t<9.17ms) which corresponds to ladda arrivals. Note the different
vertical scaling on each plot to enhance the vizatbn of the much weaker amplitudes
of the late arrivals in Fig. 8.b. These resultssitate, as expected, that the averaged mean
energy is more uniformly distributed over the plaitelater time (multiply scattered
waves), when compared to first interval where thatial anisotropy of the energy is due
to energy flux emanating from the first actuatorickhis mounted on the right hand side
of the plate.

Similar results were found when using the otheuatcr #2. Hence the diffuse field
regime is more likely to occur during the late cawfathe recorded signals which is

composed of multiply scattered waves.
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FIGURE 8: Average energy (mean values) of the envelopebeofiltered signals generated by Actl over
the 204 selected points located in the centre ®fplhte during both interval8.a: T,=[0 — 0.37] ms and
8.b: T25=[8.8 - 91]mS

Figure 9 displays the evolution, for increasingoréing time, of the relative
temporal fluctuations of the mean envelope valuepgted in each of the 35 successive
time-intervalsof equal duration 0.37ms. The relative temporalrgnductuations were
computed from the ratio of the standard deviatiorthe mean value of the averaged
energy values obtained at each of the 204 poirtstins over the whole plate area for
each time interval (e.g. as displayed in Fig. 8jteAthe first initial 1.5ms of the
recordings, the temporal fluctuations of the avedagnvelope level remain on the order
of 10%. The increase in fluctuations at late tint»l2ms) is an artifact due to the high
variance of the incoherent measurement noise waatbally dominates the recorded

signals in the late coda (see Fig. 5.a).

Overall, the results displayed in Fig. 7-9 indicttat the selected thin plate with
random geometry appears to rapidly randomize tlopggating elastic energy which
rapidly exhibits characteristic features of a d#ufield regime. Hence this thin plate

appears as a relevant test structure to assespetf@mance of the DFI technique
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between location #1 and #2 using the implementaltiased on spatial reciprocity as

discussed in the section 3.1.

0.25

0.15+ R

0.1} -

std(Energy)/mean(Energy)

0.05 ! ! ! ! ! !
0 2 4 6 8 10 12 14

Time (Ms)
FIGURE 9: Temporal evolution, for increasing recording tinoé the relative spatial fluctuations of the
elastic energy in the central region of the plate.each measurement location, the elastic energy wa
estimated from the mean envelope value of the tinmglowed recorded wavefield for each of the selécte
35 successive time-intervals (see Fig. 8).

Now that we are sure to dispose of a diffuse nbiedd, the cross-correlation of
the two signals can be done. Different improvemenitsthe correlation (filtering,
clipping) have been studied in order to improverdgsults. The next sections will present

the results.
3.2.3 Estimate of the Green'’s function

3.2.3.1 Cross-correlation (CC) of the two signatsasured at every 610 points

The signals were filtered iB=[4-90]kHz, and then cross-correlated at each singl
point (CL,(t)) using the commantkcorr” in Matlab (see Eq. (1)). The summation of all

the cross-correlations had been done in a randder 6o have the most general solution
(see Eq. (6)). This specific random order had hesad each time that the evaluation of

the cross-correlation was needed in order to atlomparison between the different cases
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studied in the following subsections.

To compensate for possible signal clipping at iesximums, each cross-correlation
was reevaluated on a 10 times more precise s@ae£T1910=39.063ns), using the
“spline” function in Matlab. Figure 10 illustrates this dincross-correlation @, (t ))
with a distinct first arrival, where the energynminly concentrated, and also part of the

later reflections.

l L
0.5+
*“J&,‘ 0
®)
-0.5+-
-l L | | | | |
-1 -0.5 0 0.5 1
Time (ms)

FIGURE 10: Cross-correlationC,,(t) ) of the two signals recorded by the SLDV when Aatl #&ct2
were active at the 610 points on a scale [-1.511s5]

3.2.3.2 Estimate of the true Green’s function (GF)

Section 2.1 explained the theoretical method toesscto the Green’s function
especially through Eqg. (4). Thus, the estimatéhefGF had been evaluated by taking the
derivative with respect to time of the cross-catien (see Fig.10) and the result is

shown in Fig. 11.

dClZ (t)

ot Is not exactly equal to the GF but proportionatite sum of the reciprocal

and the anti-reciprocal Green’s function (See B9). (This result seems satisfactory, as

the first arrival clearly dominates the later refiens.
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FIGURE 11: Estimate of the true Green’s function by taking tterivative with respect to time of the

dC,,(t)
dt

cross-correlation{—==—=) over the 610 points on a time scale of [-1.5]ris5

Also, this estimate of the GF can be considereldetsy symmetric in time, required

criterion by the theory in a fully diffuse fieldable 1 sums up the study of the symmetry

dCl2 (t)
dt

of

d
TABLE 1. Comparison of the maximums on the negative andtipegime of Ecl"’(t) and on the

positive side of its symmetric. Their correspondfhgmode arrival times are also given.

For negative time| For positive time | For symmetric CC
tmax (S) -1.4770e-4 1.4789e -4 1.4781e-4
Max (A.U.) 0.5257 0.4866 0.5060

The positive time of the maximum represents thetihat a wave takes to propagate
from Actl to Act2, and the negative time is theditaken from Act2 to Actl. Thus the
symmetry is needed. The table shows that betweenctiiresponding times of the
maximums on the negative and positive sides ofaRehere is 0.2us of difference (less
than one recording step of time Ts) which is vespd) And the difference with the time

of the maximum on the symmetric of the GF (see E&).is ~0.1jus. So the symmetry in
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time of the GF can be admitted, especially wherettect similarity of the two actuators
have not been proven. Furthermore, the error betwbe amplitude of the two
maximums is around 8.0% which is also a good result

The symmetric part of the total estimate of the G&,the mean contribution of the
amplitude obtained for both positive and negatineetdelays is compared to the estimate
of the GF in the Fig. 12. The two estimates of@feare mainly in phase along the time

unless around zero where there is mainly only eéattnoise.

= — d/dt(C, (t

2 sl (C,,(0)
Q‘:‘ ————— symmetric

o

3

2 0

]

.2

3]
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E 05}

%) ‘ ‘

-0.2

Time (ms)

d
FIGURE 12: Comparison ofaClz(t) (blue) and its symmetric (red) on the interval2$0.25]ms.

From this symmetric estimate of the GF the dispersif the A mode arrival can be

computed using two different methods first a smgmbudo Wignerville and a
scalogram. Both are based on the study: frequesctine. Thereforeg—tclz(t) vs. time

and its FFT are shown in Fig.13. The FFT confirhesfiltering applied to the signals in
B=[4-90]kHz, and shows that the signals are maimythe frequency bandwidth
Bmair=[40-50]kHz. Then Figure 14 illustrates the resudfsthe two methods. As said
earlier no significant frequency dispersion is ofsed for the A mode arrival for the
recorded signals filtered . Indeed around the arrival time of the ®ode: §=0.148 ms

(see Tablel), the signal is concentrated in thguigacy bandwidtiB.i, as agreed by the
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two figures 14.a and b.
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FIGURE 13.a: Symmetric of the estimate of the Green’s functisntime.13.b: Corresponding FFT.
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FIGURE 14.a: Smooth-pseudo Wignerville o(fj—tC12 (t) . 14.b: Scalogram ofa Cp(t).
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3.2.4 Performance study of the Diffuse Field Integrometry (DFI) technique

3.2.4.1 Influence of clipping level of the reverlatr waveforms

To better understand the information containedhia diffuse field portion of the
signal, a study of its impact on the Green’s fumttcalculation was done. The signals
filtered in B=[4-90]kHz were further processed using an ampéitaljpping procedure to
assign uniform weights to the multiple reverbenagion order to improve the apparent
contribution of the late coda (tail of the signaf)the diffuse field records [Sabra et al.
2008; Larose et al. 2004] (see section 2.3). THiterent threshold levels were studied:
no threshold, 5 and 15 times the standard deviaidhe ambient noise level (5NL and
15NL) calculated on the last .4ms of the signake (subsection 3.2.1). The clipped
signals in both cases (5NL and 15NL) have the same length: the first 4.3ms of the
original waveform, corresponding to the length bé tsignals clipped at 15NL. The
processed waveforms are shown in Fig. 15.a, andclipping effects are easily
noticeable in term of change of amplitude (S5NL amkhne, 15NL dotted line).

The estimate of the Green’s function, illustrated=ig. 15.b, was evaluated for each
case following the steps developed in the previsestion after summing over the
contributions of all 610 points of the scanningdgiThe first observation, coming from
Fig. 15.b, is that the computed estimates of thea@F similar for the three different
processing schemes, so the estimate of the GFridetepend much on the processing,
at least for the early farrival. Thus the DFI process is robust with resge applying
various clipping level. As expected, Fig. 15.b shave first arrival distinct from the
following reflections. A second result is the symimef the cross-correlation in function

of time, satisfying the theoretical prediction irfudly diffuse field. As in the previous

32



section, the symmetry had been proven with a diffee between the positive and
negative times of the Amode less than 2 steps of well-defined timep{J)swhich
correspond to <O0.fis. Hence, the first high-amplitude symmetric afripeovides a
reliable estimate of the Amode contribution of the local Green’s functiorivbeen the

locations #1 and #2 (see Fig. 4).

@
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----- 5NL
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FIGURE 15.a: Recorded signal at Actl when Actl was active riéitein B=[4-90] kHz. The second and
third ones have been clipped respectively at 5ntmes the electronic noise level over the same-t
window of length 4.3ms15.b: Normalized estimate of the Green'’s function of @® points added in a
specific random order in the three cases (see.3)2.3

Furthermore, as stated in Section 2.3, this ang@iitlipping procedure is sensitive to
the amount of incoherent measurement noise presémé recorded waveforms, and can
potentially degrade the performance of DFI at l@earded SNR (see Eg. (13)). Thus,
the influence of clipping threshold of the revedrgrwaveforms on the DFI performance

was investigated by measuring the obtained cohe3aiRt) .
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High coherentSNRof the Ay mode arrivalst(=148us) were measured for the three
waveforms (no clipping, 5NL and 15NL) for N=610 @spective level: 71, 73 and 75
using Eqg. (6-8) (i.e. ~36dB). To evaluate the cehe8NR both Eqg. (6) and (7) were first
computed over a time-windowy=[-0.234 0.234]ms containing the first arrival only
Then in order to minimize the effect of local temgddfluctuations aroundy, the local
varianceVi,(t) (see Eq. (7)) was approximated by its mean vatuéhe interval t=[70-
223Jus centered orp. Then Eq. (8) was evaluated fgtfor each contribution of the

secondary sourcés

The process just described had been used to ezahmtvariations of the coherent

SNRt) in function of the clipping level as shown in Fig6. The waveforms were

filtered in B and then clipped at different level from 5NL toNIQ using two different
recording durationst=4.3ms (solid line) of=6ms (dash line). The chosen lengths of the
signals both correspond to a certain clipping le¥&NL and 9.84NL respectively. The
SNRwere evaluated from the symmetric of the estinmdtéhe GF for which only the
contributions of the first 200 measured pointshad specific random order cited earlier
had been taking into account. High clipping level(7MNL) barely modifies the initial
reverberant waveform while low clipping level (e5)L) removes all visual appearance
of the ballistic arrival and exponential decayshswn qualitatively on Fig. 15.a.

The experimental curves displayed on Fig. 16 irtdi¢hat lower clipping improves
the coherentSNRup to a maximum obtained around 15NL approximaftely both
selected recording duratioh Beyond this value, any additional clipping in@eahe

contribution of incoherent measurement noise onrteasurement which lowers the
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effective recordedSNR and thus, in turn, the measured coher8MR decreases as

expected from theoretical predictions (see Eq.QB-1

Coherent SNR

5 10 20 30 40 50 60
Clipping Lewvel (NL)
FIGURE 16: Variations of the coheref@NRof the correlation waveform (linear scale) for ie@sing

clipping level applied to the different recordingrdtion of the reverberant waveforms T=4.3ms (sliti€l)
or T=6ms (dash line).

3.2.4.2 Influence of the number of secondary saixce

The influence of the number of sourdésn the DFI performances is studied in this
section. The coherenBNR of the A arrival is evaluated as explained in the previous
section for the three cases from Fig. 15 (no chigpiSNL and 15NL on recording
durationT=4.3ms). This definition of th&&NR provides the contribution of each source
in the cross-correlation and will help minimizinget number of sources required. In
agreement with previous studies [Snieder 2004; &abmal. 2005b; weaver and Lobkis
2005; Larose et al. 2008], tH&NR evolves asyN regardless of the specific amplitude
clipping threshold apply to the reverberant wavef®r(Fig. 17, linear scale). This study
showed that the first arrival contained good siggralwing as N with the fluctuation in
this portion growing asVN . Furthermore, results of Fig. 17 also demonstthte

improvement of coherel@NRwhen using a moderate clipping level (15NL, dotiad)

with respect to no clipping at all (plain line), wehvery low clipping level (5NL, dashed

35



line) improves only slightly the cohereBNR For example to reach 8NR level of 60
(i.,e. 35dB), the number of sources increases frespectively 384 for a clipping
threshold of 15NL to 410 for a clipping thresholtl SNL and 428 if no clipping is
applied to the recorded waveforms.

The clipping procedure thus allows the diminutiohtlbe number of secondary
sources by almost 50. However the lower the SNRII&y the less difference there is

between the three cases.

80 .
no clipping
_____ 5NL
S_ 60| ..coeeuree 15NL
$3 q N2
T2 40F
==
x & ’
h © 20+ /”" |
0 ‘ ‘ | ‘
L : 10 15 20 ®

N1/2
FIGURE 17: SNRin B using the definition given by Eq. (6-8) for thedhl cases of thresholding from the
previous part vsa/ N . The theoretical result is given in green, andficors the growth ima/ N .

In SHM, the precision of the phase and group vgtatieasurements obtained from
DFI for a given set oN secondary sources is another important criteiwoastimate the
performance and robustness of the DFI techniqus.ttius studied in this subsection, in
addition to the usual cohereé®BNRmetric. For a given value ®f, the phase (resp. group)
velocity was computed respectively based on thieartimes of the first maximum of
the symmetric of the derivative with respect todiwf the cross-correlation waveform

(t,=0.148ms forN=610) (resp. envelopet(*=0.153ms forN=610)) and given the

knowledge of the separation distanBe=15.6cm between the two actuators. The
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asymptotic estimate of the phase (resp. group)citglobtained for the largest number
N=610 points, and hence best reconstructed wavef(gessFig. 15.b), was estimated as
Cp:1057m/S1 (resp.Cg=1020m/§), which is in good agreement with predicted valued
for the Ay mode (wavelengtiA=1cm) in aluminum samples [Achenbach, 1993]. The

relative variation of these arrival timeg, with respect to the asymptotic values used to

computeC, andCy, computed for each contribution of the secondatysesN are shown
respectively in Fig. 18.a and .b for the three jmes cases (5NL, 15NL clipping or no

clipping).

(b)

@) x 10° x 10°

Maximum on symmetric of d/dt(Clz(t))

2° i
O
3} B -3+ 7
+  no clipping +  no clipping
al O  15NL al O 15NL .
*  5NL * 5NL
1 10 100 1 10 100

Number of points

Maximum on symmetric of the hiIbert(d/dt(Clz(t)))

Number of points

FIGURE 18.a: Evolution of the time of the maximums of the syntrieeof the Green’s function for the
three cases i in function of the number of sources (lpdN)). 18.b: Evolution of the time of the
maximums of the symmetric of the envelope of thedais function for the three cases in functionhaf t
number of sources (lggN)). For each curve, the final time had been cedterezero.

The decision to perform the study on the symmétmction had been made in order
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to have the most general and accurate result. Arilignic scale was used for the
horizontal axis in order to enhance the visualoratf the variations for small values of
the parameteN. Note that the vertical scale is the same for laotti thus the variations
are more than 10 times higher in the group velanigasurements than in the phase ones.
This is even truer that to minimize the variatigiviieen consecutive times ttemooth”
function in Matlab had been used in the group viglaneasurement shown in Fig. 18.b.
As a conseqguence, the error in measured arrivastibecomes very small (<05
(13*Tsnew) afterN=25 (respN=205) for phase (group) velocity measurements. Eleac
this point, the obtained cross-correlation wave®rfrom DFI should yield reliable

estimates of the phase and group velocity of thendde on this thin plate.

3.2.4.3 Influence of the location of the secondsaoyrces

The effects of the spatial configuration and thenhar of the secondary ultrasonic
sources on the DFI performance were then assessggiiactical SHM scenario where
only 25 secondary sources would be used to remaeisact the coherent Amode
between locations #1 and #2 (indicated by diamdvagas on Fig. 19). The choice of 25
sources is made for practical reasons, none expetimill indeed allow having more
than 30 sources.

To do so, 25 measurement points of the SLDV, adciimgecondary sources in this
reciprocal DFI implementation, were selected onpla¢e along three different patterns:
surrounding the whole plate (Fig. 19.a), randorolyated (Fig. 19.b) or aligned along

the three top lines of the measurement grid (Fge)1
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FIGURE 19: Geometric configurations of the selected N=25 mesment points (circle), acting as
secondary sources for the reciprocal DFI impleméntal19.a: all around the plate19.b: randomly
distributed, 19.c: aligned along one side of the plate. The actuatmcsations (see Fig. 4.a), acting as
sensors’ locations for the reciprocal DFI implenagion, are indicated by diamond shapes

Using waveforms filtered iB=[4-90] kHz and clipped at 5NL, for each configuoat
the estimate of the GF was reconstructed and naadal Figure 20 shows the

superposition of these three previous estimatedl@&ned from DFI.

d/dt(C,, ()

25pts all around
————— 25pts random
| 25ptS line top

0.2 0.3 0.4

-0.4 -0.3
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FIGURE 20: Superimpose normalized estimate of the Green’stim obtained from DFI for the three
configurations of secondary sources displayed gn B9.

Visual evaluation once again reveals that the ecosselation waveforms using these

three different sources configurations are highiyilar, especially during the first
symmetric A arrival (10Qus<t<20Qus). Indeed, when the measuregl arival times for
the three configuration are compared with the asgtigpvalue obtained using the whole

610pts measurement point (see Fig. 15.b and Fig. t§8”°= 0.14777 ms, the errors
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made respectively in case a, b and c are: 0.08%5,00.18%. Even if, using sensors
either all around or randomly on the plate leadthtosmallest error in the estimation of

t,, the error made by putting them in the same aedso small. This result highlights

the fact that, once the recorded (or processedgribevant field of the structure
approximates well a diffuse wavefield, the locatafra small number of sensors on the
plate does not drastically alter the performancéhefDFI technique, as expected from
previous numerical simulations [Larose et al. 2008jd furthermore, it demonstrates
that practical implementations of the DFI technidoe SHM applications are feasible

even using a small number of secondary sources.

In addition to these performance criteria, it walso be shown in the following
subsection that relative measurements ofSN&for the direct waves vs. late arrivals of
the cross-correlation waveforms obtained from Défl be used to determine if those late
arrivals are actually dominated by weak coherenfacarrivals (thus potentially usefully
for SHM purposes) or by residual fluctuations iast€thus indicating that more spatial
or temporal averaging is required). Therefore, & mfinition of the SNRwill be

developed.

3.2.4.4 Emergence of coherent coda arrivals frorh DF

Based on the previous discussion, a clear coh&grarrival emerges from cross-
correlation waveform when using a sufficient numbésourcesN (see Fig. 15.b, and
Fig. 20). But, the computed cross-correlation wax@f contains also multiple later

arrivals for any given value dfl (see Fig. 21.a). Hence a practical question foMSH
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applications is to determine beyond which pointséh&ate arrivals correspond to actual
coherent coda arrivals of Green’s function vs.deal temporal fluctuations due to the
imperfect convergence of the DFI process.

One simple way to distinguish between these twaasiins is to measure the

variations of relative amplitude chang&N;T, of) the coherent Aarrival amplitude

with respect to the standard deviation of these éativals averaged over a given time

interval T, for increasing number of sourcsdefined as:

M (£ C,a(0)

R(N;T,) = Eq. (17)

std(a C,(t);tdT)

where the cross-correlation wavefor@),(t) computed using Eq. (6) fdd randomly

selected secondary sources. No amplitude clippiras applied to the recorded
waveforms. This second definition is similar to #guation giving th6&NR(Eqg. 8), but
instead of dividing the square root of the standdegliation of these late arrivals, it
divides it directly. And since DFI is a coherenbgess, the amplitude of any coherent
arrival (e.g. related to an actual arrival of tbhedl Green’s function) would grow linearly

with N, while the amplitude of residual temporal fluctaat (e.g. due to incoherent
noise) only grows as/N [Weaver and Lobkis 2005; Sabra et al. 2005b; Leretsal.

2008]. Hence the ratia(N;T, dheoretically grows as/N as long as the arrivals in the
window T, are dominated by residual fluctuations, but théateaus at a fixed value

when coherent arrivals actually emerge in the sede¢cime-windowT,. Figure 21.b

displays the normalized variations d®(N;T, Vs. JN for three successive time-
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windows T, selected from the reference cross-correlation Yeanes (see Fig 21.a). The
windows had been chosen one closg=[0.58ms-1.8ms]), one in the midd{€,=[3.2-
4.3]ms) and one far ¢E[10.2ms-11.4ms]) from the firstoAnode arrival to have thus an
overview of the waveform content in its whole. Tiegmalized variations of the coherent
SNRt) for increasing\ in the case of no clipping (same as Fig. 17) &e iadicated as

a reference.
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FIGURE 21.a: Location of the three selected time-windows=[D.58-1.8]ms, }=[3.2-4.3]ms, £=[10.2-
11.4]ms, on the filtered d/dt¢&t)) obtained fronN=610 secondary source’l.b: Normalized variations

of the ratio R(N;Tl) (seeEq. (17)) for increasing values a{ﬁfor the three time-windows shown in
21.a. The normalized variations of the cohef&dRare also indicated for comparison (blue solid)line

As expected the rati®R(N;T, $tarts to plateau more rapidly for increashgvhen
the selected time-window, contains early coherent arrivals (dashed ling,compared

to a later time-window (dot-dashed line, dr Ts). As expected, the emergence of the late
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coherent arrivals is thus slower than for earlyareht arrivals. For instance, the ratio
R(N;T,) reaches 95% of the asymptotic plateau value a#e4 for the window
T,=[0.58ms-1.8ms], aftdi=28 for the window 7=[3.2ms-4.3ms], and aft&=73 for the
window T3=[10.2ms-11.4ms]. However, in practice, for sufiti number of sources N,
even the late coda arrivals appear to be genuinereat arrivals which could potentially

be used for structural monitoring purposes (e.gp&ssive coda wave interferometry).

The following part uses these results to go furihehe analysis of the contribution

of the diffuse field part of the signal in the impement of th&&NR

3.2.4.5 Influence of the duration of the reverbesgnal

After improving the SNR by playing on the clipping level, on the numberdan
locations of the secondary sourdgsit is known that using a longer duratidnof the
recorded waveforms allows the benefit from the ipldtscattering effects (see Eq. (13-
15)), and thus it is important to know the relatioetween the coherer8NR and the
length of the signal.

The coherent SNRt )had then been experimentally measured for sigdls
increasing recording duratiofy varying on the same time interval than the onebget

clipping at 15NL:T=[0.43-4.3]ms so the maximum recording duratiofijgx = 3.87ms;
and this, for the three different cases from thevimus studies: no clipping, 5NL, and

15NL. The variation of the recording duratidp is done almost continuously frofnto

Tmax = 3.87ms with an increment of 43. Figure 22 shows the recorded signal at Act2

when Act2 was active, filtered iB and clipped at 15NL on the full length of the time
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window T (solid line), and on a smaller time-windoWw=[0.43-1.8]ms (dashed line),

which is only one example among the different tiwirdows measured.

T=[0.43-4.3] ms
3 SEfpmnd e b T,=[0.43-1.8]ms ||
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FIGURE 22: Recorded signal at Act2 when Act2 was activerfiltein B=[4-90]kHz and clipped at 15NL.
The time-window (red part) is one example amongtitne-windows on which the estimate of the GF had
been evaluated. These time-windows start from 0s4®n.3ms (blue part).

The cross-correlation and thus the coher8iRt weye then evaluated for these
three cases taking the contribution of differentbers of secondary sourdds25 (Fig.
23.a),N=100 (Fig. 23.b) antii=200 (Fig. 23.c). The cohere®NRt measured at the,A

arrival time t=0.148ms are displayed in Fig. 23unction of the square-root normalized

length of the signaly/T, /T, .

These measured variations ®NRt) appear to be very similar regardless of which
pre-processing types (no clipping, 5NL or 15NL) specific number of secondary
sourceN used (see Fig. 23 fdd=25,N=100 orN=200). Moreover, for each number of
secondary sources, tiBNRsof the signals clipped at 15NL are, as expectkdays the
highest of the three experimental curves (see F6g. And the differences in terms of
SNRlevel reached by each curve increase Witlwvhich is due to the contribution of each

extra sources taking into account: whér25 (see Fig. 23.a), tH@NRobtained with no
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clipping and 5NL reached the same level: 17, andnM+200 (see Fig. 23.c), SNR with

no clipping reaches 39 and SNR after clipping alt 5&aches 41.
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FIGURE 23: Evolution of the coherenSNRvs. the normalized recording duratiogT /T ., for

Tma=3.87ms using three clipping levels of the recagdimo clipping (solid line), 5NL (dashed line)dan
15NL (dotted line) witl23.a: N=25,23.b: N=100,23.c: N=200.

In order to compare the experimental result obthiime Fig. 23, the theoretical
prediction had been computed from Eq. (13). Aswla@eforms are best reconstructed
with increasing numbers of secondary sources, tmables in Eg. (13) have been

estimated from the experimental results uiFg@00 points
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In the selected time-window=[0.43ms-4.3ms], the exponential decay of the
reverberant field was estimated as =3.8ms (see the procedure described in Section
3.2.2), the average signal-to-noise ratio of theomded waveforms was measured as
SNR =616>>1, and finally t corresponds to the arrival time of the, Aode
to=0.148ms. Due to the high-values of the recor8&R , the influence of the incoherent
measurement noise can be neglected in the selaotedvindow [0.43ms-4.3ms], and
Eq. (13) tends toward Eq. (14). Thus Eq. (14) wasduto predict the theoretical
variations of SNRt) (dot-dashed line) which are compared in Fig.@the variations of

the coherent experiment&NRof the signals clipped at 15NL with N=200 pointsttéd

line).
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FIGURE 24: Comparison between the experimental variationb@itbherenENRof the cross-correlation
waveforms obtained using a clipping at 15NL &wR200 (same as Fig. 23.c dotted line) and the thieaie

predictions for 0<Td, Obtained from Eqg. (14) by usingi,,=3.87ms,t=t;=0.148ms, 1, =3.7ms,
SNR=616.

The theoretical curve appears in good agreemertt Wieé measured one. Both
experimental and measured variations of the coh&HIRt) tend towards the expected
plateau wherl >, (i.e. when all the energetic part of the recordesteforms had been

processed). This limit shows that tB&lRdoes not depend on the length of the signal

beyond a certain recording duration, as the enerdghe late arrivals is not enough to

46



have a significant contribution in the evaluatidrttte SNR The recording of the signal

can thus be done on shorter period of time thaBmg. as it has been done here.

Different time-windows of same length

Now that we know that increasing the recording tarmaof the signal will not
improve significantly the cohere@NR a further study had been perforntedevaluate
the energy content of different parts of the sigbglstudying the coherer8NR on
different time-windows of same length; and thusassess the effect of incoherent
measurement noise on the performance of the DRih Eeverberant signals collected
over the whole measurement grid were first filtemred®, and then clipped at 5NL, then
they were divided into four arbitrary time-windows same lengthT;=[0 - 4.6133]ms,
T,=[1.3672 - 5.9258] ms[:=[2.7344 - 7.2930] msT,=[4.1016 - 8.6602]ms as shown in
Fig. 25.a. The four estimates of the GF using alcpssed reverberant signaié=610)
for each of the four selected time-windows, ares@néed in Fig. 25.b. As seen earlier, no
big difference can be observed between each cah@gearrival. A study of the arrival

time t, was also conducted, to confirm this observatiomti@ first three windowd,, is
the same t;= 0.14785ms) which also corresponds to the fimaktfound by taking the
entire signal filtered irB and clipped at S5NL without any length constrai@s.T,, t\¥

has a difference of 0.@s compared to the previous one, which remains k& rgaod
result. This highlights the robustness of the DFbdcpss for obtaining deterministic
Green’s function estimate and illustrates that kedHy (e.g. windowT;) and late coda
(e.g. window T4) portions of the diffuse recordings -of similarrdtion- contain a

comparable amount of coherent propagating wave&atrerent information”, between
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the actuators locations #1 and #2 for this randasutythin plate. However, the effective

recordedSNR decreases over the four selected time-windowsedime amplitude of the

reverberant wavefield decays exponentially withetijsee subsection 3.2.2) while the

amplitude of the incoherent measurement noiseylikemains constant throughout the

recording.
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FIGURE 25.a: Typical recorded waveform filtered iB along with the four selected time-windows:
T,=[0-4.6133]ms, }=[1.3672- 5.9258] ms, sF[2.7344- 7.2930] ms , ;£[4.1016-8.6602]ms of the clipped
waveform.25.b: Coherent A arrivals obtained from DFI for ;to T4 (N=610).25.c: Variations of the

coherenSNR($) vs. v N obtained from DFI using the time-windows-T4.
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Consequently, in agreement with the theoreticaldipt®ns from Eq. (14), the

achieved coherenENRt jor a given number of secondary sourdess lower when

using late coda waves (e.g. winddwy when compared to early coda waves results (e.g.
window T3) (see Fig 25.c). For instance in order to obtairadbitrary value of 60 for the
coherentSNR(§) of the Ay arrival, the number of secondary sources is irs@édrom

respectivelyN=408 in the windowl;, N=445in the windowT,, to N=488 in the window
T3, and finally toN=535 in the windowTs. The variations of the coherel@NRt, )

evaluated on full length clipped at 5NL signal\(=[0-9.1]ms) is also shown for
comparison (thick solid line) and is always higfarthe same value of N than the other

computedSNR as expected from Fig. 23.

To conclude, by cross-correlating the diffuse mdrthe signal, an estimate of the
local field Green’s function can still be extractesing a large number of sources (here
130 sources more than with the early arrivals eatadn). The high number of sources
required for this computation can be also explaimgthe fact that the diffuse field is not

enough rich in modes.

3.2.4.6 Parametric variations of the cohef@NRvs.N andT

The last section of this chapter summarizes theigue studies in Fig. 26. Figure 26
displays contour plots of the variations in coheé®NRof the Ay arrival for increasing
values of T and N using three different pre-processing of the fdterreverberant
waveforms: 5NL or 15NL clipping level or no clipgirat all (similarly to the procedure

used to generate Fig. 15 and Fig. 22). Based onethdts from Fig. 19-20 showing that
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the specific distribution of secondary sources daoes influence significantly the
coherent symmetric Aarrival computed from DFI, only one random redima of the
spatial distribution of the secondary sources v&esidor any given valud (up toN=200
here). These parametric variations cohe&\Rdisplayed on Fig. 26 are a summary of
the combined results displayed in Fig. 17 and E&).Each contour represents a constant
SNRlevel at the indicated value from 8 (i.e. 18dBB®&(i.e. 32 dB).

As expected, Fig. 26 shows that obtaining a givaliner of coherenENRfrom DFI
can be achieved by increasing either the recordurgtionT or number of sourceN.
Furthermore, following the findings from Fig 15.bdaFig. 16, Fig. 26 also illustrates the
possibility of using amplitude clipping of the reded data to further reduce the required
value of T or N to achieve a given cohereBNRvalue, as seen by comparing tBER
contours on Fig. 26.a and Fig. 26.c. The asymmstrape of eacBNRcontour curves
with respect to the variabldsandN also shows that an increase in recording durakion
can not always compensate for a lack of secondawyces when using noisy multiply
scattered signals. Indeed the near vertical potibthese parametric curves for small
value ofN shows that the cohere8NRt) tend towards a plateau wha@n> 7, due to the
exponential decay of the measured reverberant wawef and the influence of the

incoherent measurement noise for low record®dR (see Eq. (13) and Fig. 21).

Figure 26 shows that a given value of cohei®@NRcan be achieved optimally in the
“elbow” region of each curve by minimizing both thecessary recording duratidrand
number of sourcedN. However, the lower the desireBNR level is, the fewer
combinations of the parameteFsandN exist, as the “elbow” region is sharper than for

higher SNRlevels. Indeed, for high SNR level, the contouegib to have a third linear
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region instead of an “elbow” region, and these argiprovide more possibilities to

optimize the combination.
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FIGURE 26: Parametric variations of the cohere®iNR (linear scale) as a function of the recording
durationT and number of secondary souréégselected randomly across the measurement pRitey. to
cross-correlations, the recorded signals werefiitsted in B and then three different clipping levels were
applied:26.a.no clipping,26.b.5NL, 26.c.15NL.
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For instance, inspection of Fig. 26 shows that laecentSNRIevel of 17 could be
optimally achieved with the respective combinati¢asA9ms, 47), (1.53ms, 49) and
(1.37ms, 43) while for 35 the choice is wider, plolescombinations are (3.25ms, 165),
(2.82ms, 163) and (2.78ms, 152). The choice ofltb&t combinations is not easy. It
needs to be specified here that none of these wmntlave been smoothed which
complicates the lecture on it. We can see thaa®IRlevel of 17, usindN=25 points or
N=200 points does not make a big difference (reogradiuration diminished by only
0.12ms and only 4 sources in less), however tiseaeciear improvement for@N\Rlevel
of 35: 0.5ms and 13 points win by using N=200 poimstead of N=25 points. These
figures are also useful to choose the right amaingensors according to a specific

recording duration.

3.3 Conclusion

The estimation of the Green’s function of a mectanstructure using Diffuse Field
Interferometry provides the possibility of remoteNd with none or a limited number of
ultrasonic sources. Hence DFI provides a mean doall estimation of the monitored
structure, which is easy to interpret and free fedarrations introduced by the source, from
the effects of multiple reflections and distortionaused by structural and material
complexity often encountered in typical aircraftrqmonents.

To study the potential of the DFI for passive agaltime Structural Health Monitoring
of remote structural hot-spots in complex aircséictures, Chapter 4 presents the results of

the detection of a simulated defect using the BEMnique.
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CHAPTER 4
DEFECT DETECTION EXPERIMENTS

4.1 Presentation of the two experiments

Experiments were conducted with the same aluminiate @s the first experiment
described in Chapter 3 of thickness 2mm. In addiibcutting the plate edges irregularly,
slots were cut on one edge of the plate to randenhie field faster (see Fig. 27) [Evans
and Cawley 1999; Weaver 1986]. Instead of usingqgakectric actuators, the plate was
excited by an impulsive ND-YAG laser (Continuumurélite). The use of the laser was
motivated by several reasons. First, the laser dhagider frequency range than the
actuators actually have. Secondly, the same ekuitatill be exactly reproduced at
different locations. Finally, the laser allows oseasily excite the plate at more than two
locations without moving the plate and grid, foagical SHM implementations of the
DFI technique, it is likely that approximately ontywenty sources would be used (as
opposed to several hundred used in Chapter 3).r&berdings of the out-of-plane
displacements were here again done with the samen8g Laser Doppler Vibrometer
(SLDV, Polytech).

Two different experiments have been conducted @nplate. The first one was
similar to the one described in Chapter 3, the NBGYlaser was exciting the plate at two
different locations #1 and #2, 10cm apart, and Sh®V was recording along a pre-
defined grid of 339 points covering almost the renfilate (see Fig. 27). This experiment
was done to confirm the similarities between actuand laser excitements. The laser
and the SLDV were synchronized through the dataiiaitipn system of the SLDV. A

wave generator (Agilent mod. 33220A — 20Mhz Funwjosending square pulses of
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10us long at 2Hz was exciting the laser.

FIGURE 27: Location of the grid of 339 pts on the plate argltiho laser impacts 10cm apart. The square
pixel size is 0.83 cm.

The second experiment had for goal the detectioa defect and was thus done
twice: once without defect (Experiment 1, with amact plate) and once with one
(Experiment 2, with a “damaged” plate). The setsppresented in Fig. 28. The two
experiments were following the exact same schemecthnsisted of exciting the plate at
25 random locations (approximately the same fohpasing the ND-YAG laser (see
Fig. 29.a), and the SLDV was recording the respphsesach single excitation along a
grid of 40 points split into two lines (see Fig..120 The plate was fixed on an air table to
avoid any vibration coming from the floor, and thser was on a separated table to be
able to move it easily without moving the plate.r fwactical reason, the lens was
attached to the top of the laser using tape andaden support, thus avoiding the need to
move the lens in order to focus the light of the&elaeach time the laser was moved. The
SLDV was 1.5m away from the measured plate. Moredhe defect, a damping screw,
had been carefully stuck on the center of the Sogngrid, so as not to move the plate

between the two experiments. Indeed to be abl®nware the recorded signals, neither
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the plate nor the grid should move. The diametethef contact zone (screw/plate) is

1.5cm.

SLDV

Plate Lense Laser

FIGURE 28: Setup of the defect detection experiment.
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FIGURE 29.a: 2mm-thick aluminum plate subjected to laser exicits at the 25 different locations. The
SLDV scanning grid is indicated by red dots. Théede a damping screw, has been stuck on the cehter
the scanning gricd29.b: Pattern of the scanning grid of 40 points readhgySLDV (red line on Fig. 29.a).
The vertical spacing is 0.46cm and the horizomgakg is 1cm.
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4.2 Experimental results

4.2.1 First experiment: Performance study

In this experimental setup, the signals had beearded on a longer time-window,
twice as long as the time-window of the experimeescribed in Chapter 3 (25.6ms
compare to 12.8ms) at 339 points. The same meth@diier had been used to dismiss
the bad points (see 3.2.1), but this time as wpodisd of pre-trigger signal (see Fig.
30.a), by comparing the pre-trigger noise leveeath signal to the mean one over the

339 points. After this, 317 points were remaining.
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FIGURE 30.a: Waveforms collected by the SLDV following a lasewpiulse at impact #1 when hitting at
impact #1 in black and at impact #2 in blue repbite function of time (see Fig. 2730.b: FFT of the
recorded signal®,s.=[5-280] kHz. The energy is uniform aloBgse,.
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Figure 30.a shows the waveforms collected by the\&following a laser impulse at
impact #1 when hitting at impact #1 in black andhgtact #2 in blue reported in function
of time (see Fig. 27)There is a delay between the two signals, whichiessmts the

traveling time of a wave from impact #1 to impa2t #he waveform shows also a long
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“coda” caused by the multiple reflections on thgesd Moreover, Fig. 30.b illustratdse
main interest of this experiment which is the widerquency content of the signal.
Indeed, in this case, the FFT is no more compos$eg\eral lobes where all the energy

was mainly in oneB=[4-90]kHz) but only of oneBj.se~=[5-280]kHz of high energy all

along the windovB|aser.

Furthermore, to have a comparison with the firgpegdment described earlier and
especially with the study 3.2.3.1, the signals hbgen filtered inB=[50-90]kHz, and
then clipped at different noise level: no clippidNL and 15NL and all have been cut on
the same time-window of length 7.6ms which corresisdike earlier to the length of the

signals after clipping at 15NL.
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FIGURE 31.a: Recorded signal at impact #1 when impact #1 waseditered in B=[4-90] kHz. The
second and third ones had been clipped respectatedyand 15 times the electronic noise level dher
same time-window of length 7.6n131.b: Normalized estimate of the Green’s function of 81& points
added in a random order in the three cases.
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Figure 31.a illustrates the three signals, and Flgb, the normalized estimate of the
true GF corresponding to each case. As earlierattieal of the A mode is similar in the
three cases, and distinguished itself from theroéinevals. Also the three estimated GF
are symmetric. Positive and negative measurgdrAval time for the three cases are all

within 0.2us of the asymptotic value obtained using the symmet the GF of the non

clipped signal on all its length,=98.52us. This value will help determining the phase

velocity (see Fig. 33).

The SNRin function of +/N is given in Fig. 32. The variation of tt&NRis the

same as earlier growing asN | regardless of the specific amplitude clipping thodg
apply to the reverberant waveforms. As the contidouof only 317 points compare to
610 points in the first experiment had been takem account, th&NRlevel reached here
is lower and follows a smaller slope. Furthermoesults of Fig. 32 also demonstrate the
slight improvement of cohere@NRwhen using a moderate clipping level (15NL, dotted
line) with respect to no clipping at all (plainéyn However, very low clipping level (5NL,
dashed line) contrary to earlier does not imprévedoherenBNRand stay approximately
of the same level compare to the case of no clippirhis may occurs since this low
clipping level artificially enhances the relativeyportance of the measurement noise
component, and thus effectively lowers the recomslgdal-to-noise ratio especially in the
late coda. For instance in order to obtain an ramyitvalue for the cohere®NRof 40 (i.e.
32dB), the number of secondary sources is increfisad respectively 211 for a clipping
threshold of 15NL to 217 when no clipping is apgleend 220 for a clipping threshold of

SNL.
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FIGURE 32: SNRin By Using the definition given by Eq. (2-4) for thedl cases of thresholding from
the previous figure in function ot/ﬁ . The theoretical result is given in green, andficoms the growth in
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As previously, the precision of the phase and gneelpcity measurements obtained
from DFI for a given set d=317 points secondary sources is studied, in aofdit the
usual coherenBNRmetric (see 3.2.4.2). The phase (resp. group)itglavas estimated

as C,;,:1015m/31L (resp.Cg=1014m/'sl), using the value of the arrival timg=98.52us

(resp. t;™=98.7us) and knowing the separation distari2el0 cm between the two

impact locations. These results are in good agreenvéh the ones estimated in the
previous par(_‘,|0=1057m/'s1 (resp.Cg=1020m/'sl) and thus with the predicted valued for
the Ay mode (wavelengtiA=lcm) in aluminum samples [Achenbach, 1993]. Figk@e

displays the variations of arrival time of the mmawms of the symmetric cross-
correlation waveform and its envelope, in the séimee cases (5NL, 15NL clipping or
no clipping all on a 7.6ms time-window) as in F&j.. A logarithmic scale was used for

the horizontal axis in order to enhance the vigadilbn of the variations for small values
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of the parametex.
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FIGURE 33.a: Evolution of the time of the maximums of the syntrieeof the Green’s function for the
three cases i in function of the number of sources (lpdN)). 33.b: Evolution of the time of the
maximums of the symmetric the envelope of the Geeamction for the three cases in function of the
number of sources (lagN)).

Contrary to Fig. 18, the variations of time givesrdrare not centered on 0 but on the
true values. We can thus see that the three cumnvasth figures converge approximately
towards the same limit. It is more obvious on thg B3.a. Indeed the vertical scale is
different on both figures, and the variations argcmhigher in Fig. 33.b but stay in a
good range of error. Overall in all cases, therarraneasured arrival times becomes very
small (<0.2us) after N=46 (resp.N=140) for phase (group) velocity measurements.
These errors are slightly smaller than the oneidtawith the piezoelectric. Hence, at

this point, the obtained cross-correlation wave®rfrom DFI should yield reliable
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estimates of the phase and group velocity of thendde on this thin aluminum plate.

These results show the equivalence between themetbods (piezoelectric or laser

excitation).

4.2.2 Second experiment: Defect Detection

The spatial distribution of the 25 secondary sosi@d around the grid) have been
chosen to optimize the creation of diffuse fieldg8.2.4.5) and thus the extraction of the
time domain Green’s function from DFI between awy fpoints of the scanning grid.
The extraction of a high number of potential Gfhis first objective (Experiment 1, with
an intact plate). The second objective is to dernatesthat the extracted GF from DFI
allows high-resolution detection of a defect lodatethe monitoring grid (Experiment 2,

with a “damaged” plate).

4.2.2.1 Recorded diffuse fields

The diffuse field recorded by the SLDV at the gomint #4 (see Fig. 29.b) when the
laser was impacting source point #1 (top middlehef plate, see Fig 29.a) is shown in
Fig. 34. The FFT of the recorded raw data in Figb3hows once again that the ND-
YAG laser has a large frequency bandwidth due ¢artipulsive nature of its excitation.
We will however concentrate our study in the freagpyeband:B= [50-200] kHz, where
the sensitivity of the SDLV is the highest. Thensily presented in Fig. 34.a have been
both filtered in this frequency band. Following thapproach described by

Sabra and al. (2008), the filtered signals wergh@ir processed using an amplitude
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clipping procedure to assign uniform weights to itingdtiple reverberations (see 3.2.4.1).
The level of the threshold was set at 30 timessti@dard deviation of the electronic
noise level (30NL) which was estimated from the-foigger part of the signals. Fig. 34.a

compares both the clipped (blue line) and origfi@red (red line) signals.
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FIGURE 34.a: Recorded signal at #4 when the laser was excitiegplate at laser ptl and filtered in
B=[50-200]kHz. Comparison between the signal oiltgried (red) and the signal also clipped at 3%eSm
the electronic noise level (blue4.b: FFT of the signal before filtering and clipping.

4.2.2.2 Estimate of the true GF and defect detectio

Following the theoretical results from Eq. (4), thime-derivative of the cross-
correlation functions between all sensor pairsymadized by the energy of the records,
was computed and then summed over all 25 secorsdamges contributions. This was
done in order to estimate all possible local GRvieen the scanning points and a fixed
sensor reference. Fig. 35.a (resp. b) displaysdnmalized estimates of the GFs between

point #5 (resp. point #4) and all sensors on théicad line where it lays: line2 (resp.
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linel) (see Fig 29.b). Each curve had been norewhllzy the maxima derivative of the
auto-correlation of the signal without defect. Clpeopagating wavefronts emerge from
this coherent processing, as if the sensing patdtand #5, located on the top of the
scanning grid acted as virtual sources. The twoelvants correspond to the main A
arrival and to the first reflection, given the fusmpcy bandwidth of the recording and the
fact that the SLDV records the plate out-of-plarsplhcements. Moreover, in agreement
with theoretical predictions for a fully diffuseefd, the noise cross-correlation is a
symmetric function of time. Similar results wergahed using as reference sensors #20
and #21 which are located in the middle of the soangrid (see Fig. 37). The “X” shape
wavefronts correspond togAlominated responses propagating away from theemte
Sensors.

The second experiment was then conducted, usingahme experimental setup, by
attaching to the plate a screw, acting as a logelect”. The effect of additional mass is
to strongly attenuate the incident waves as showiig. 36, where the attenuation effect
of this surrogate defect is clearly visible in tteeorded signal at sensor #20, which is
located over the defect location. Figure 35 compd#ne estimated GF with and without
defect. First, the difference in the amplitudesa®sn the curves is only visible in Fig.
35.b and not in Fig. 35.a. This is due to the grattenuation effect of the attached defect
on the amplitude of the direct path for the GF leswsensor #4 and the middle points of
line 1 (#18,#20,#22, located around 4.1cm from ¢y. 35.b). In comparison, little
variations occur when sensor #5 is used as a Vstuace since the defect is not on the
direct path. Hence DFI allows the precise locaimaibf the “defect” in the middle of

line 1 of the scanning grid, without the need fgrri information.
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FIGURE 35: Comparison of estimates of the Green’s functiorhveihd without defect35.a: Green's

function estimates between point #5 and the pailurg line 2.35.b: Green's function estimates between
point #4 and the points along line 1.
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FIGURE 36: Recorded signals along line 1 when the laser ekdhe plate with defect at laser ptl vs.
time.
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FIGURE 37: Comparison of estimates of the Green’s functiorhveihd without defect37.a: Green's

function estimates between point #21 and the pailuisg line 237.b: Green's function estimates between
point #20 and the points along line 1.

Figure 37.a and .b further illustrate the high-reBon detection and localization of
the defect from DFI using sensor #20 (i.e. at ttea defect location) and #21 as virtual
sources. The GF estimates between the point #20rendl has very low amplitude when
the defect is present for all the points on the:lile virtual source #20 can not excite the
plate since all waves are damped by the defectth®@nother hand, the estimated GF
between point #21, only two centimeters apart fitbm point #20, and the line 2 is not

affected by the defect.
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4.2.2.3 Time reversal reconstruction of the deliecation

After estimating all the different GF for every gle pair existing, and having a clear
idea of the defect location, some more data redandtave been performed to identify the
defect location precisely following the method désed in [Tarantola 1984; Fichtner et
al. 2006]. This method is based on the time reVersthe error produced by the defect
back onto the source that created it, i.e. theadédeation. The study has been performed

on the symmetric of the estimated GF.

A first step consisted of evaluating the error viahis the difference between the
estimate of the GF without and with defect for gveair of points given by:
Error = (GF,; —GF.;) f18
whereV stands for undamaged ahdor damaged. Figure 38 illustrates theor between

the points #10 and #31 (plain blue) and the firgstval of the Error (dotted line) (Fig.

29.b and next step).

Errorlo’31

0.3F | e first arrival

0.2} l k -

0.1 S

Errorlo’31
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- B

'0.3 C L L L L L L L |
-0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15 0.2

Time (Ms)
FIGURE 38: Error between the points #10 and #31 (plain blue) the first arrival of thérror (dotted
line).
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Secondly, only the part included into the time &t [-60 ; 60us, which correspond

to the first arrival, has been kept in each esttabF undamagecG(Fif’j where i and j
are chosen arbitrarily) or damag@l?efjj) and also in the tertfarror (see Fig. 38). Figure

39 illustrates the undamage@F,,,,, and in black is the first arrival of the wavefton

between these two points and thus the only pattfiephis study.

u
C-\"[:10,31

0.4+ ] e First arrival

u
10,31

GF

0.4+

\ \ \ \ \ \ \ \ \
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8

Time (ms)
FIGURE 39: GF without defect between the points #10 and #8lld(ine), and first arrival in black.

Then, the third step was the whitening of the FIFThe estimates of the GF and also
of the Error. The whitening consists of clipping all frequerscte a certain level so that
there is no frequency dominating when it should mbe new FFT of the GF is given by:

FFT(GF)
abg(FFT(GF,))) + 05* max(@bs(FFT(GF,))))

FFTnew=

(19)

where GF, ; is the estimate of the Green'’s function betweenpint i and jFFTnewis

the whitened FFT. This allows weighting spectrahponents based upon prior spectral
components, and averaging spectral componentspwih spectral components. Back in

the time domain, the estimated GF without defettvben the point #10 and the linel
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(see Fig. 29.b) before and after whitening are amexgbin Fig. 40. Figure 40 shows that
the signals recorded in this experiment are gosdhere is not much difference between

the whitened and the original estimated GF.
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FIGURE 40: Comparison of the GF without defect between polrft &nd linel before (solid line) and
after (dot line) whitening the FFT. The ordinatésagives the number of the points #j on linel.

The final step was the defect location by usingBher term between two points #A
and #B generally chosen each one on a differeat Moreover #A and #B have to be far
enough from each others and on both side of thectlébcation estimated from the

subsection 4.2.2.2 (location #20).

Let us first consider the two undamaged GF profdéstA (resp. #B) and linel:

GFy, andGFéJ’j given in Fig. 40.
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FIGURE 41: Profile of the first arrivals of the GF withoutfdet (U for undamaged) between the points
#A (resp. #B) and #j describing the entire linel.

Then the selected model tells us to convolute tmgugate of theerror and the two

undamaged GF terms one at a time. These termsvare lgy the following formulas:

GFBE,rjmr(A'B) = (GFA[,)B - GFAL\J,B ).GF; j

(20)
GF/frjmr(A'B) = (GFA[,)B - GFAL\J,B)-GFAL\J,J'

where | covers linel, #A usually will be chosen lorel and #B on line2. What the
convolution actually does, is shiftingF,, (resp.GFéfj ) to the right ontot;™" and to
the left onto —tOE"°r which are the times of the firstoAarrival on the positive and

negative sides of th&rror term between the points #A and #B. These times are

represented in Fig. 42 by the vertical dashed dio¢ bnes. So basicaII)GF,gj (resp.
GF; ;) are reproduced twice symmetrically to t=0 certdeve toError (dashed lines on

Fig. 42). The important part in this study is hdwe positive side oGFXj (resp.GFBU,j )
is shifted (see the dashed lines in both profilesrig. 42). Indeed the intersection

between one of these positive partsGi, > *® (resp. GF.**®) and the positive side
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of GF,, (resp. GFElij) is where the defect is located. Figure 42 reprissthe defect

location using this described technique.

Defect
detectiol

Defect
detectiol

-1

Error Error
15 t

Error Error
0 - tO to

FIGURE 42: Detection of the defect location at the intersettioetween the positive side of the
undamaged GF between #A and @:F:’j (solid red and “X" shape) (respGFéJ’j (solid green)) and

GF;;mr(AB) (dashed green line and “W” shape) (re@:F,fEmr(A’B) (dashed red)). The dashed dot blue
line indicates the time of the first arrival in theror term.

Fig. 43.a and .b illustrate this principle for tbeuple (#10, #31). The “X” shape of
the undamaged estimate of the GF is distinguishatndiegiven in solid red lines. And the
“W” shape of theGF o “°* is also clear in dashed blue lines. Both figutesws that

there are two intersections between the positie sif both GFI™“**" (resp.

GFg ™ 4% and GFy, (resp.GF,; ;) marked by circles. However, these two circles do

not correspond to the location of the defect: i@ #2t to the location of the two sources

#10 and #31.
The result of this study is thus not good. Indeestaad of focusing onto the defect

location it was focusing onto the sources #A andHs is due to the fact that almost all

the energy contained in the error was mainly confiiom the sources, which also means
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that the screw glued on the plate had strictly dampffect and no scattering effect. To

conclude, this method helped us to understandrbettat impact had the defect onto the

field.
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FIGURE 43: Comparison ofGFll(J)’j (solid red and “X" shape) (respGF3Ulj (solid red)) and

GFSE'JTO' 4930 (dashed blue line and “W” shape) (re@Flgfjror @03Y (dashed line)) in order to locate the

defect at the intersection of their positive side.

So to detect the defect another method such asgi@ploy had to be used.
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4.2.2.4 Tomography: defect detection

Using DFI, the local Green’s function can be corepubetween any pair of the 40
SLDV locations surrounding the monitoring regiorthwor without defect, thus providing
up to 780 potential Green’s function measurememtsvéen sensor pairs. This high
number of crossed paths can be used advantagefmusigmographic imaging of the
defect region. It was found that the presencénefabsorbing defect was affecting much
more the amplitude the first coherent arrivay fAode) than its arrival time. Hence only
tomographic reconstruction of the local plate ategion was performed thereafter. To do
so, the monitoring area (see Fig. 29: width 2cnhéight 9.2cm) was divided into small
square cells of length 2mm. This grid size wasrdateed by the sensor spacing and the
measurement errors. The propagations paths of §imo#le along each pair of sensor #I-
#m, on this the 2D tomography grid, were assumdaktetraight. The ratiB,, of the A
mode amplitude in the damaged case to the undamagse was measured
experimentally for each pair of sensors #l-#m. Herthe amplitude of the /Amode in
the undamaged case acts as a calibration facton wiesasuring the Amode amplitude
in the damaged case by effectively mitigating thmepktude variations caused by
geometric spreading and transducer responses. Bjelmng the attenuation of the
propagating A4 wave by a simple exponential decay, the r&jpcan be expressed as

(exponential decay):
R, =€’ (21)
where y, . is the relative cumulated decay of thg Aode along the inter-sensor path of

length L,,. A value of ratioR,=1 (i.e. y;,=0) theoretically indicates the absence of

defect along path between sensors #l-#m. Howeweall samplitude fluctuations of the
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ratio R, on the order of 0.1, were actually measured éwethose inter-sensor paths not
crossing the defect region. This was likely due veriations in the experimental
conditions and setups between the two experimamigdafnaged and damaged case)
which took place one day apart such as: 1) smadrein the repositioning of the ND-
YAG laser when attempting to excite the same locatif 25 secondary sources used for
DFI and 2) small shifts in the alignment of thersgag grid of the SLDV (after having
stuck the screw on the plate) and 3) small tempohanges of the actual Green’s
function in the plate (e.g. due to temperature gbkah occurring between the two
experiments. Hence only significant measurement&9£0.9 were kept for a linear
Bayesian tomography inversion schefilarantola, 1987] for reconstructing the local
plate attenuation.

The average background attenuatign=0.1m" was determined from the median
value of the measured quantitjes/ L, .. The local attenuation coefficieafi) (m™) was
assumed to be constant over each of grid celf#i.id the column vector of cumulated
decay estimatedy,, from the cross-correlation time-function (with pest to the
background attenuatian), a is the column vector of the local attenuation Goeint a(i)
at each grid cell #i, and assuming a simple limaadel for the cumulated decay with
propagation distance, the inversion problem redtmes

y=0a, (22)
where® is the forward mapping matrix (or kernel) indicafifor each particular straight

Ao paths its length across each crossed cell grils. mheasurement-error covariance
matrix =1 was defined as a diagonal matrix with elemenmfs= (0%) corresponding

to a low a-priori measurement error of the cumulatecay given the high SNR for all
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computed cross-correlation time functions. The elets of the a-priori error covariance
matrix of the cell slownesx; values are:
>.(,j)=0exptD, /L) (23)

wheress=2m" is the a-priori (large) variance in local atternomt D is the distance (in
cm) between the center of th8 and | grid cell and L=4mm is a smoothness scale
selected to extend over 2 grid cells (i.e. sligigipaller to the sensor grid’s vertical
spacing). The a-priori attenuation vecterwas set to have constant elememd8)= oo
over all grid cells. The maximum a-posteriori smote (attenuation vector) for the linear
problem defined by Eq. (22) is then:

a=ag+( DI @ +3H) T D SNy D ay). (23)

where the superscrifit indicates a transpose matrix.
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FIGURE 44: Tomographic reconstruction of the local attenuatmoefficient in the presence of a
simulated attenuating defect (see Fig. 29).
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Figure 44 shows the reconstructed variations of [doal attenuation coefficient
obtained from the maximum a-posteriori solutione(&s. (23)) [Tarantola 1987], which
produces a residual variance reduction of 93%ivelad the residual for the homogenous
model. The high attenuation values clearly corragpo the defect region (see Fig. 29.a).
But, only the rim of the (nearly) circular defest mapped correctly with this simple
linear tomographic reconstruction and the intewérthe circular defect perturbation
remains invisible. This likely occurs since the wkngth of the Amode (~1cm here) is
comparable to the defect size (estimated defeet kZcm)and thus only the rim of the

defect acts as attenuation perturbation here [Reshat al. 2006].

4.3 Conclusion

This chapter has thus demonstrated the potenti#theofDFI technique. Indeed, the
detection of the simulated damage (see Fig. 35)odstrates that variations of the
amplitude of the Green’s function can also be atlyeestimated from DFI. Furthermore,
when implemented with a distributed sensor arrag. (&canning grid of the SLDV), the
performance of DFI originates from the high densifycross paths between all sensor
pairs obtained with a minimal number of sourceasthotentially minimizing the power
consumption. Hence DFI could be used for remote itoong and tomographic

reconstruction of structural hot spots.
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CHAPTER 5
INFLUENCE OF THE BOUNDARY CONDITIONS

It should be noted that DFI relies on the spatmatalation of diffuse fields generated
by one (or several) diffuse source recorded simelasly between a pair of sensors.
Hence, the extracted coherent waveforms from DIl @mly sensitive to the local
properties of elastic medium itself between thessen and not to the precise source
characteristics. For instance, when implementing iDR large plate with two sensors in
its center, the first coherent arrivals (e.g.0h § guided modes on a plate) obtained from
DFI are not sensitive to small changes in boundayditions far from the sensors
(similar to conventional active SHM results) evéough the original recorded diffuse
field are, since they may sample those boundafieis. ensures a good repeatability and
robustness of the DFI output for practical SHM ierpentation.

Hence, DFI fundamentally differs from other actisensing techniques for diffuse
fields; for instance, measuring how diffuse fie{dsy. coda waveforms) between a single
source and single receiver pair change over tinth waspect to a reference waveform
[Snieder et al. 2002; Lobkis and Weaver 2003; Matsiaand Michaels 2005; Lu and
Michaels 2006]. As opposed to DFI, these technigdgsare based on the temporal
coherence of the medium, 2) are sensitive to globahges of the elastic medium but yet
do not provide local information between sensord 3nrequire a calibrated and highly
repetitive elastic source and stable experimerglpsin order to minimize potential
artifacts due to changes in source excitation aunting conditions when trying to detect

actual changes of the propagating medium itself.
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A study of the influence of boundary conditions te cross-correlation obtained

from DFI is exposed in this last chapter.

5.1 Presentation of the experiment

To evaluate the influence of the boundary condd#ioon the recorded data,
experiments were conducted on the same plate &opsty on which some more slots
had been cut on two more edges. The influenceeftbunting had been evaluated by
comparing the exact same setup with two differeoumntings: the first one had two
mounts on each side of the plate (see Fig. 45m),far the second one, the right side
mount had been carefully removed so that the @latethe grid does not move between
the two experiments and thus only the left one reasaining (see Fig. 45.b). The same
ND-YAG laser used in the two previous experimersse(Chapter 4) was exciting the
plate at three different locations (#1 and #3 w&fem apart and #1 and #2 were 6.5cm
apart), and the SLDV was recording the answerovollg a pre-defined grid of 323

points as shown on both figures hereunder.

@)
FIGURE 45.a: Plate held with two mounts, excited once at a tahéree different locations (#1, #2 and
#3). The grid is constituted of the 323 points. Ba@are pixel size is 0.65 c#b.b: Plate held with one
mount, the same left one as in Figuremount2, exatece at a time at three different locations ¢2Land
#3). The grid is constituted of the 323 points.
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The propagation of the waves into the plate camepeesented in a RMS picture as
shown in Fig. 46. Figure 46 illustrates the ansofethe plate to a laser excitation at #1

when the plate was held by two mounts. The firgvals are in red.

FIGURE 46: RMS field on the pre-defined grid when the lases \uiting Iocatin #1 on the plate. In red
are the energetic first arrivals.

Then the same process to dismiss the bad recorgiealss had been performed here
by comparing the standard deviation of the preggigsignal to the median one overall

the 323 points, and after this 308 points were reimg.

5.2 Experimental results
The signals at impact #1 recorded after each imppact2 and #3 and their FFT are
respectively plotted on Fig. 46. As expected, th@pagation time of the first impulse
from the point of impact of the laser to the po#it increases proportionally with the

distance. Indeed the time of the first maximum floe three cases are respectively
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tg= 0.271mst>=0.3ms,t3=0.313. Moreover, the FFT of these signals arepzoable

and as the two previous experiments on a wide batkiwvhich will allow to study on

the signal on different frequency bandwidth (see section).

0.04 + DATAL at impact #1
----- DATA2 at impact #1
oco2¢y |- DATA3 at impact #1

Recorded signal (A.U.)

|FFT|

300

Freauencv ( kHz) . .
FIGURE 47.a: Waveforms collected by the SLDV on the plate helcbhe mount at impact #1 following

a laser impulse at impact #1, #2 and #3 respeytividiere is a delay between the three signals, twhic
represents the traveling time of a wave from impgktto impact #2 and to impact #3. The waveform

shows also a long “coda” caused by the multipléeotibns on the edged.7.b: FFT of the recorded
signals: B=[5-280] kHz.

Then the recorded signals had been filtered iredsfit frequency bandwid®y=[50-
90]kHz andB,=[50-150]kHz (same as previous studies) and clippe@5NL, but no

constraint on the length of the signal had beetieghpSo that the signals compared with
one or two mounts did not have the same recordingtidn: inB;, T,'™"= 5.6ms and
T/™"= 4.2ms; inB,, T,m™™= 7.5ms andT,"™= 5.5ms. On these two frequency
bandwidth, the estimates of the GF had been evaluat both setups and compared for
the three combinations of point&,,(t) (see Fig. 48)G,,(t Xsee Fig. 49), and finally

G,5(t) (see Fig. 50).
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FIGURE 48: Comparison of the estimate of the GB;, (t) between #1 and #2 with one (solid line) or

two (dashed line) moun#s8.a: filtered inB,=[50-90].48.b: filtered in B,=[50-150].
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FIGURE 49: Comparison of the estimate of the (3@'23(t) between #2 and #3 with one (solid line) or

two (dashed line) moun#®.a: filtered inB,=[50-90].49.b: filtered in B,=[50-150].
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FIGURE 50: Comparison of the estimate of the (B(B'ls(t) between #1 and #3 with one (solid line) or
two (dashed line) moun&d.a: filtered inB,=[50-90].50.b: filtered in B,=[50-150].

Even if there are some discrepancies in amplittitke,phase of the first arrival is
conserved between the two experiments as showigindB-50, and this independently
of the frequency bandwidth. However, the correlatwaveforms seem to be slightly
better reconstructed in the larger frequency badthv,=[50-150].

The errors between thepAarrival times for each pair of points on each fieacy
bandwidth had been computed and are given in Talfleore detailed values are given

in Appendix A).

TABLE 2: Error between the arrival times for each case.

Imount 2mounts
o Vvs.G #H1-#2 #H2-#3 #1-#3
[50-90]kHz 5% 0.9% 0.7%
[50-150]kHz 3.5% 0.7% 0.6%
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The results of Table 2 are good, and lead to a ggmatoximation of the phase
velocities for the three couple of points studiesteh Indeed, knowing the distances
separating the three points, the phase velociaeskdeen evaluated to be in accordance
with the previous experiments with a mean valuer dhe three phase velocities of

Cp,=1030m/s.

5.3 Conclusion
The results of this experiment confirm that the Dddhnique allow a great freedom
on the setup of the experiments and that the caatipatof the first coherent arrivals and
thus the reconstruction of the estimate of the Gsefunction are not sensitive to small

changes in boundary conditions far enough frons#resors.
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CHAPTER 6
CONCLUSION

The Diffuse Field Interferometry technique inveated in this thesis has the potential
to expand and improve SHM system applications sinedows transforming a simple
receiver into a virtual elastic source using omgss-correlations of the signals recorded
from a limited number of secondary sources whigramotely located from the sensing
region. Theoretical predictions of the signal-taseoratio of the coherent waveforms
extracted from DFI in the presence of incoherenasueement noise were developed
using a simple model for the exponentially decaymyerberant wavefield. The
performances of the DFI technique were also ingattd experimentally based on cross-
correlations of the multiply scattered wavefield amgrements collected over a thin
aluminum plate with complex geometry and boundatieshe frequency bandwidth [4-
90]kHz using a scanning SLDV. Estimates of thegl@&mb wave component as well as
coda waves arrivals of the local Green’s functionpagating between two arbitrary
locations on the plate were extracted from DFI. ¢¢ethis highlights the robustness of
DFI for estimating the full Green’s function (ileallistic and coda arrivals) locally using
only passive sensors, in agreement with previoudirfigs [Weaver et al., 2005; Sabra et

al. 2006; Larose et al. 2008].

The coherentSNR of the Green’s function estimates obtained froml Béts the
achievable accuracy for damage detections betwegairaof passive sensors (e.g. for

detecting the weak scattered field from a locatkyaHence theoretical predictions or
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experimental determination of the dependency of cbkerentSNR on independent
parameters that the operator can potentially cordtah as the recordings durationthe
number of secondary sourcBkor signal-to-noise ratio of the selected portidntree
recorded waveforms- can be used to quantify théaghility of detection of the SHM
systems used to inspect the structure of interAshdnbach 2000]An extensive
parametric analysis of the DFI performances waslgoted experimentally and yielded
the following findings: 1) the coherent SNR of tti®ss-correlation waveforms can be
improved by using amplitude clipping of the recatdeverberant wavefield as long as
the selected threshold remains higher than theenlergel (NL) of the measurements
(around 15NL for optimal results), carefulness stidne used especially when using late
coda portion of the reverberant wavefield, 2) ttNRSs barely influenced by the spatial
configuration of the secondary ultrasonic sourcesimall number of sources and by the
boundary conditions applied to the plate, as longha recorded field is diffused in the
entire structure, as expected from previous nuraksonulations [Larose et al. 2008],
3) a selected value of the cohere3itlR can be optimally achieved with a certain
combination of the parameteéfsandN. However an increase in recording duraflocan
not always compensate for a lack of secondary ssumhen using noisy multiply
scattered signals, 4) late coda arrivals contan aoherent information”, and thus an
accurately reconstruction of the Green’s functigrigasible. However, the influence of
incoherent measurement noise (e.g. sensor noigegher on these late arrivals, which

limits their use in the improvement of the DFI menhances.

Furthermore, even if this technique offers goodepbaélities of retrieving an accurate

84



estimate of the true Green’s function between temsers, the performance of DFI can
be limited by the geometry and material propertiethe structure of interest: 1) as just
stipulated, the incoherent measurement noise hlas touch lower than the amplitude of
the signals to allow the theory to be applicableed® efforts have then to be done to
reduce the ambient noise during the experimentebrdings. 2) Moreover, highly
disordered media have to be avoided as they allmveixistence of closed loops or
recurrent scattering. Thus adding too many slottherplate can have detrimental effects
on the performances of the DFI technique. 3) Tleenstruction of the Green’s function
from DFI does not require necessarily high numbérsources, however a quite
substantial number (~100) is needed to lead toaal gstimate of the phase and group
velocities of the A mode on this thin plate. This requirement on hmgimber of
secondary sources may result both from the preseinsteong elastic attenuation (which
increases the temporal decay of the diffuse field taus limits the effective duration of
the diffuse field record) and the small number mfgagating modes in this plate at low

frequencies (mainly&and A modes here at 50kHz).

Despites this, the theory works well when using dliffuse part of the signal to
extract the local field Green’s function. Espegialls shown by the results of the
detection of the simulated defect. Indeed, the ewmmt without damage had
demonstrated the proposed DFI technique providessamate of the local GF between
any pair of monitored points. Hence DFI providesnaan for local estimation of the
monitored structure, which is easy to interpret &e@ from aberrations introduced by

the source, from the effects of multiple reflecBoand distortions caused by structural
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and material complexity often encountered in typi@rcraft components. The
experiment with damage illustrated the precise diete and localization of a damping
defect with DFI using only passive sensors and {poi@i information. The use of a
distributed sensor array (e.g. scanning grid ofSh®V) allows a precise tomographic
reconstruction of structural hot spots. Howeverdhmping effect of the simulated defect

did not allow the use of a time-reversal technitjudetect it.

It will be interesting in the future to look at tiperformances of the DFI technique
onto the detection of a scattering defect. Howethex ,setup of this experiment will need
great care to reduce significantly the incohereaasarement noise, to be able to notice
the scattering effect of the defect. Once donegtieat potential of the DFI technique in

the monitoring of defect location will be definggbroven.

In closing, this thesis confirms that a great am@fnnformation can be found from
the diffuse part of a signal including the facttfiay cross-correlating the diffuse part of
the signal, an estimate of the local field’s Greehinction can be extracted. As stated
earlier, this can be very useful for analyzing @fcfuselage and wing structures. These
methods and the resulting Green’s functions haeeptbtential to facilitate significant
application for passive and real-time Structurabltte Monitoring to detect, locate, and

guantify damage in structures.
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APPENDIX A

MATLAB CODE

CODE TO LOAD THE RECORDED DATA

clc
clear all
close all

format compact

n=3; % number of DATA recorded
c=[ ko' ,'bo" ,'ro" ],
cl=[ 'k, ,T T

f1=fullfile( 'C:' , 'Documents and Settings' , 'Adelaide’ ,'My

Documents' , 'Adelaide’ , 'LASER_TEST 09 _16_08' , '2mounts' );

f1=fullfile( 'Specific directory' );

cd(f1)

Nn=[0,1:n];

%0Objective #ii: Load and Arrange Data. First Actuat or

for ii=Nn;

ii

if (ii==0) v=genvarname( 'DATA'" , who); eval([v "=0;" )
else

cd([  'pt' ,num2str(ii)])
load( "TH.mat' );

v=genvarname( 'DATA' , who);
eval([v "=TH; )
co = load( 'Xyz.mat' );
load ( ‘raw_conn_data.mat' );
cd(f1)
end
end
clear v
clear DATA

%conn_data.geom.array; CM=ans; d=CM(;,[1 2 3 4])’;
d=grid_r(:,[1 2 3 4])’;
time=time_val,;
Ts=time(2)-time(1) % sampling time

clear TH* %%pour faire la place

%Create Coordinate Matrix of xyz positions (c0.X Si gnifies the
structure)
%
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CO=[co.x' co.y' co.z7;
xx = CO(;,1); yy = CO(;,2); zz = CO(;,3);

cd(f1)

%Drawing the grid and finding the excited points on it
figure(2);clf;

patch(xx(d),yy(d),zz(d)); hold on

axis equal

[X,y]=ginput(n);

for ii=1:1:length(x)
i

for jj=1:1:size(DATAL,2)
D(jj)=sart((xx(jj)-x(ii))."2+(yy(ij)-y(ii)) "2);
[M,K(ii)]=min(D);

end

end

K
X=xx(K);
Y=yy(K);

save K K

%Drawing the impact points on the grid
figure(4);clf;

patch(xx(d),yy(d),zz(d)); hold on
for ii=1:length(K)

plot(xx(K(ii)),yy(K(ii)),c(2*ii-1:2*ii), 'linewidth’ ,5); hold on
end
axis equal
saveas(figure(1), '01- Location of impact points on plate’ )

%9%%%% %% %% %% %% %% %% %% % % %% %% %% %% %% %% %%
Fe=1/Ts; %sampling frequency

N=length(DATAL); % number of sample

freq=[0:N-1]/N/Ts;

%%%%%%%

%0%% %% %% %% % %% %% %% % % %% %% % %% %% %0 %% % % % %0 %8
%%PLot one received data

%0%%%%%%

for ii=1:n; %Choisis un des points
i

figure(ii);clf;hold on
for jj=1:n
s=[ 'DATA" ,num2str(jj)];
D=eval(s);
subplot(2,1,1);hold on
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%Temps

plot( time*1073,D(;,K(ii)),c1(jj));hold on
xlabel( 'time (ms)' , 'fontsize' ,10)
ylabel( ‘Velocity (A.U.)' , 'fontsize' ,10)
title([ 'DATAs at impact #' , hum2str(ii), "and their
fit' ], 'fontsize' ,10)
subplot(2,1,2);hold on %Frequence
plot(freq,abs(fft(D(:,K(ii)))),c1(jj)); hol d on
xlabel( 'Frequency (Hz)' , 'fontsize' ,10)
ylabel( 'Spectrum' , ‘fontsize' ,10)
clear S
clear D
end
subplot(2,1,1);
legend([ 'DATAL at impact #' , num2str(ii)],[ 'DATAZ2 at impact #' ,
numa2str(ii)],[ 'DATAS at impact #' , num2str(ii)])
saveas(figure(ii),[ ‘0" ,num2str(ii+2), '- DATAs at impact #' ,
num2str(ii), "and their fft' )
end

%%9%%%%%%% %% % %% %% %% %% %% % %% %% %% % %% % %00k 0%%%%% %%

%%Elimination of the signal with a std of the pre-t rigger
%%%signal or the tail of the signal too high i.e. w ith a electric noise
too high
%%% in order to improve the SNR
%0Objective #ii: Load and Arrange Data. First Actuat or
for ii=Nn;
ii
if (ii==0) v=genvarname( 'NOISE' , who); eval([v "=0;" )
vl=genvarname( 'NOISElevel' , who); eval([vl "=0;" )
else
s=[ 'DATA' ,num2str(ii)];
D=eval(s);
v=genvarname( 'NOISE' , who);
eval([v ' =std(D(1:600,:));' DB
vl=genvarname( 'NOISElevel" , who);
eval([vl ' =(median(std(D(1:600,:),0,1)));' D;
clear s D
end
end

clear NOISE NOISElevel

figure(5);clf;hold on
for ii=1:n;
s=[  'NOISE' ,num2str(ii)];
D=eval(s);
plot3(xx,yy,D,c(2*ii-1:2*ii));
end
saveas(figure(b), '06- Ambient NOISE through the plate' )
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KK=zeros(1,size(DATAL,2));
for ii=1:n;
s=[  'NOISE' ,num2str(ii)];
D=eval(s);
sl=[ 'NOISElevel' ,num2str(ii)];
for jj=1:size(DATAL,2);
if (D(:,jj)>3*eval(s1)) KK(j)=jj; %DATA(:,ii)=0;%
end
end
end

%9%%6%6%%%%%%% %% %% %% %% % % % %% %% %% %% %% %0 %0 %08 0%%%%%%%
%%%% Reordering of none dismissed signals

L1=1:size(DATAL,2);

L1=L1-KK;

L1=sort(L1);

ZEro=find(L1==0);
ZEro=length(ZEro);

L=zeros(1,size(L1,2)-ZEro0);
for jj=ZEro+1l:size(KK,2);
L(1.jj-ZEro)=L1(1,jj);

end

LI=size(L,2);
LI=randperm(LlI);
LI=L(LD);

save LI LI

%Location of the remaining points
figure(6);clf;

patch(xx(d),yy(d),zz(d)); hold on
plot(xx(Ll),yy(Ll), '‘bd" , 'linewidth' ,3); hold on
for ii=1:length(K)
plot(xx(K(ii)),yy(K(ii)), ko', 'linewidth’ ,5); hold on
end
axis equal
saveas(figure(6), '02- Location of remaining points' )

tcorr=[-(N-1):(N-1)]*Ts;
Ipos=find(tcorr>=0);
Ineg=find(tcorr<=0);
tpos=tcorr(Ipos);

Nc=2*N-1,
freqC=[0:Nc-1]/Nc/Ts; %% axis of the correlation frequency
tfin=[-(N-1):0.1:(N-1)]*Ts; % redefined time axis

Iposfin=find(tfin>=0);
Inegfin=find(tfin<=0);
tposfin=tfin(Ilposfin);
tnegfin=tfin(Inegfin);
Tsfin=Ts/10;
Nfin=(length(tfin)-1)/2;

90



CODE TO DO THE DIFFUSE FIELD ANALYSIS

%% %%%%%%%%%%%% %% %% %% % % % % %% %% %% %% % % YW W W HeY/0%0% %% %%
%%%%%%% Selection of points only in the middle of t he plate
%%i.e. eliminating the points on the edges

figure(2);clf;
patch(xx(d),yy(d),zz(d)); hold on
axis equal

[X,y]=ginput(4);

for ii=1:1:length(x)
i

for jj=1:1:size(DATAL,2)
D(jj)=sart((xx(jj)-x(ii))."2+(yy(ij)-y(ii)) "2);
[M,K(ii)]=min(D);

end

end

K
X=xx(K);
Y=yy(K);

save X X
save Y Y

% load X.mat
% load Y.mat

KK=zeros(1,size(Ll,2));
for ii=1:length(Ll);

it (Oxx(LI(ii))>=X(4))&&(yy(LI(ii))<=Y (1)) &&(xx(LI(ii) )<=X(2))&&(yy(LI(i
))>=Y(3))) KK(ii)=LI(ii);

end
end

KK=sort(KK);
ZEro=find(KK==0);
ZEro=length(ZEro);

L=zeros(1,size(KK,2)-ZEro);
for jj=ZEro+1l:size(KK,2);
L(1,jj-ZEro)=KK(1,j));

end

LL=size(L,2);
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LL=randperm(LL);
LL=L(LL);

clear L ZEro

save LL LL

figure(2);clf; hold on

patch(xx(d),yy(d),zz(d)); hold on

plot(xx(LL),yy(LL), "b" , 'markersize’ ,15)
plot(xx(K),yy(K), "k' , 'markersize’ ,30)
plot(xx(261),yy(261), “r', 'markersize’ ,30)
saveas(figure(2), '01-selected points on the plate’ )

%% %%%%%% %% %% %% %% % % %% % % %% % % %% % % %% % Yo YW W W W W W0 %0 % %% %0 Y%
%%% getting the envelope of DATAL and DATA2
tmp2=zeros(size(DATA2(:,LL)));
for ii=1l:size(LL,2);
tmp2(:,ii)=abs(hilbert(DATA2(:,LL(ii))));
tmp2(;,ii)=smooth(tmp2(;,ii),1500);
end

tmpl=zeros(size(DATAL(:,LL)));

for ii=1:size(LL,2);
tmpl(:,ii)=abs(hilbert(DATAL(:,LL(ii))));
tmpl(;,ii)=smooth(tmpl(;,ii),1500);

end

save tmp2 tmp2
save tmpl tmpl

%9%6%6%6%%%%%%% %% %% %% %% % % %% %% %% %% %% %% %0
%% %Computation of the mean, std on time-windows of

%%%T/35

% load ENV.mat

% load ENV1.mat

©%%0%%% %%

T=length(tmp1)/35;
T=floor(T);

%% %%% %% %% %% %% %% %% %% %% % %% % % %% % % %% % %o YWV WV Ve W Ve Ve W WY Yo Yo
%%%%%%%%%%O0n the 1st intervalle:

Meanl=mean(tmp(1:1:T,:));

Meanll=mean(tmp1(1:1:T,));

STD1=std(Meanl)/mean(Meanl);
STD11=std(Meanll)/mean(Meanll);

%%%% % %% % % %% % % %% % % %% % % %% % % %% % % %% % % %
%%%%%%%%%%O0n the 2nd intervalle:
Mean2=mean(tmp(T:1:2*T,:));

Meanl2=mean(tmpl(T:1:2*T,:));
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STD2=std(Mean2)/mean(Mean2);
STD12=std(Meanl12)/mean(Mean12);

%%% %% %% % % %% % % %% % % %% % % %% % % %% % % %% %0 % Yo %88
%%%%%%%%%%0n the 34th intervalle:
Mean234=mean(tmp(33*T:1:34*T,:));
Mean134=mean(tmpl(33*T:1:34*T,:));

STD234=std(Mean234)/mean(Mean234);
STD134=std(Mean134)/mean(Meanl134);

%9%%%%% %% %% %% %% %% %% %% %% %% %% %% %% %% %0 %09
%%%%%%%%%%0n the 35th intervalle:
Mean235=mean(tmp(34*T:1:35*T,:));
Mean135=mean(tmp1(34*T:1:35*T,:));

STD235=std(Mean235)/mean(Mean235);
STD135=std(Mean135)/mean(Mean135);

%%%%% %% % % %% % % %% % % %% % % %% % % %% % % %% %0 % Yo %88
%%%%%%%%%%0n the 36th intervalle:
Mean236=mean(tmp(35*T:1:end,.));
Mean136=mean(tmp1(35*T:1:end,:));

STD236=std(Mean236)/mean(Mean236);
STD136=std(Mean136)/mean(Mean136);

209%0%%%% %% %% %% %0%0%% %% %6 %6 %% %% %% % %% %6 %% % %9
209%0%%% %% %% %% % %0%0%% %% %6 %6 %% %% %% % %% %6 %% % %9
%0%0%%% %% %% %% %0%0%% %% %% %6 %% % %% %% %% %0 %6 %6 %0 %0 %08k
Meanactl=[Meanl1l1; Meanl12 ;Mean13; Meanl14; Meanl5; M eanl6;Meanl7;
Meanl18;Meanl9; ...

Mean110; Meanl111;Meanl112;Mean113; Mean114;Meanl 15;Meanl16;

Meanl1l17;Meanl118;Meanl119; Mean120;Mean121;Mean12 2;:Mean123;
Meanl124;Meanl125;Meanl26; ...

Meanl127;Meanl128;Meanl129; Mean130;Meanl131;Meanl13 2;:Mean133;
Mean134;Mean135;Mean136];

Meanact2=[Meanl; Mean2;Mean3;Mean4; Mean5;Mean6;Mea n7; Mean8;Mean9;
Meanl10; Mean211;Mean212;Mean213; Mean214;Mean21 5;:Mean216;
Mean217;Mean218;Mean219; Mean220;Mean221;,Mean2 22;:Mean223;

Mean224;Mean225;Mean226; ...

Mean227;Mean228;Mean229; Mean230;Mean231;Mean23 2;:Mean233;

Mean234;Mean235;Mean236];

save Meanactl Meanactl
save Meanact2 Meanact2

STDact2=[STD1,STD2,STD3,STD4,STD5,STD6,STD7,STD8,ST Do, ...
STD10,STD211,STD212,STD213,STD214,STD215,STD216 ,STD218, ...
STD219,STD220,STD221,STD222,STD223,STD224,STD22 5,8TD226, ...
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STD227,STD228,STD229,STD230,STD231,STD232,STD23
STD235,STD236];

STDactl=[STD11,STD12,STD13,STD14,STD15,STD16,STD17,
,STD110,5STD111,STD112,STD113,STD114,STD115,STD1
,STD119,STD120,5STD121,5STD122,5STD123,5TD124,STD1
,STD127,5TD128,5TD129,5TD130,5TD131,5STD132,STD1
,STD135,STD136];

save STDact2 STDact2
save STDactl STDactl

figure(1);clf;
plot(time([1:length(STDact1(1:end-1))]*T)*1000,STDa

1), 'k , 'linewidth’ ,2); hold on
plot(time([1:length(STDact2(1:end-1))]*T)*1000,STDa
1), v, 'linewidth’ ,2)

xlabel( 'Time (ms)" )

ylabel( 'Energy level’ )

legend( ‘'actl' ,'act2' , 'Location’ , 'Best' )
saveas(figure(1), '02-Energy level' )

figure(3);clf;

plot3(xx(LL),yy(LL),Meanactl(1,:), '‘bo" );hold  on
plot3(xx(LL),yy(LL),Meanact2(1,:), *r );hold  on
zlabel( 'Mean on the 1st interval of time ' )
legend( 'Mean for DATA actl’ , 'Mean for DATA act2'
saveas(figure(3), '04-Mean on the first interval of time'

figure(4);clf;

plot3(xx(LL),yy(LL),Meanact1(25,:), 'bo" );hold  on
plot3(xx(Ll),yy(LL),Meanact2(25,:), *r );hold  on
zlabel( 'Mean on the 25th interval of points '

legend( 'Mean for DATA actl’ , 'Mean for DATA act2'
saveas(figure(4), '05-Mean on the 25nd interval of time'
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CODE TO FIT THE RECORDED SIGNALS TO A DECAYING EXPO NENTIAL

f3=fullfile(f1, 'directory’ );
cd(f3)

load tmp

load tmpl

load Meanactl
load Meanact?2
load STDact2
load STDactl
load LL

%%

ii=261
ji=find((LL>=261)&(LL<=261));
figure(7);clf;

plot(time*1000,DATAL(:,ii), ™ )hold on

plot(time*1000,DATA2(:,ii), "“b" );hold on

plot(time*1000,tmp1cut(:,jj), 'g" , 'linewidth’ ,2);hold on
plot(time*1000,tmp2cut(:,jj), "k' , 'linewidth' ,2);hold on

xlabel(  'time (ms)' )

ylabel( 'Recorded signals and their envelopes at the middle point' )
legend( 'Actl #middle point' , '‘Act2 #middle point' , 'Envelope actl #middle
point' , 'Envelope act2 #middle point' )

saveas(figure(7), '07-Recorded signals and their envelopes at the mid dle
point' )

%%

T=length(time)/35;
T=floor(T);
X=[9*T:1:29*T];
ENV=zeros(size(tmp));
ENV=tmp(X,:);
ENV1=tmpl(X,:);
Tfinal=time(X(end));
Xfinal=ENV1(end,jj);
xdata=time(X);

%% first estimation of x0
figure(8);clf;

plot(time*1000,tmp1(:,jj), 'b' , 'linewidth’ ,1);hold on
plot(xdata*1000, Xfinal*exp(-220*(xdata-Tfinal)), g ),

% plot(time*1000,0.0004*exp(-210.0059*(time-0.0155) );

xlabel( 'time (s)' )

ylabel( 'DATAs envelope' )

legend( ‘'envelope #350' , 'fit sur tmp(X):0.0002*exp(-210.0083*(t-

0.0183))" , 'fit sur tmp:0.0004*exp(-210.0059*(time-0.0155))’ )

%%
x0=[ Xfinal 220];

for ii=1:size(ENV1,2);

xs1(ii,:)=Isqcurvefit(@FITT,x0,xdata,ENV1(;,ii) );
xs(ii,:)=Isqcurvefit(@FITT,x0,xdata,ENV(:,ii));
end
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save xsl xsl
save XS Xs

F1=xs1(jj,1).*exp(-xs1(jj,2).*(time-xdata(end)));
F=xs(jj,1).*exp(-xs(jj,2) .*(time-xdata(end)));

figure(9);clf;hold on

plot(time*1000,tmp1(:,jj), 'v" );hold on

plot(time*1000,F1, ‘g ),

plot(time*1000,tmp(:,jj), ™ )hold on

plot(time*1000,F, k),

plot(time(9*T)*1000,0:0.0003:tmplcut(9*T,jj), '+k' , 'linewidth' 1)
plot(time(29*T)*1000,0:0.0003:tmplcut(29*T,jj), '+k' , 'linewidth' 1)
xlabel(  ‘'time (ms)' )

ylabel( 'Envelope and its fit at the middle point between # 1 and #2'
legend( 'envelope #middle point when #1 active' , it sur #1' , 'envelope
#middle point when #2 active' , it sur #2' )

saveas(figure(9), '08-Envelope and its fit at the middle point betwee

#1 and #2' )

where the function FITT is defined by:
function  F = FITT(x,xdata)

F=x(1).*exp(-x(2).*(xdata-xdata(end)));
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CODE TO FILTER AND CLIPPED THE RECORDED DATA

%% Filtering between Fl1e3 and F2e”3 and clipping at THR1 NL
F1=50;

F2=90;

THR1=25;

f4=fullfile(f1,[ '‘BF=",num2str(F1), ' ,num2str(F2), 'kHz clipped at

",num2str(THR1), 'NL' ]);
if (exist(f4) == 0)
mkdir (f4);
end
cd(f4)

%% %%%%%6%%%%%%%% %% %% % % % % % %% %% %% %% % % YW W W WY W W Ve W W WV WY Do
%%DATA processing before

correlation%%6%% %% %% %% %% %% %% %% %% %% %% %% %% % %% %% %% %% %5

%9%%%%% %% %% %% %% %% %% %% %% %% %% %% %% %% %0 %09
%% Choice of the frequency
bandwidth%%6%%%%%% %% % %% %% %% %% %% %% %% %% % % % %% %% %% %% %% %%

%%%%%%%

%BF1
Fmin=F1*10"3;
Fmax=F2*10"3;

freq_intALL=[Fmin Fmax]; %%in Hz;
[BB,AA]=butter(4,[freq_IintALL]/Fe*2);Fs=Fe/N; % Parameters of the passe-
band filter

%% Filtering of the recorded signals
DATA1=filtfil(BB,AA,DATAL);
DATA2=filtfilt(BB,AA,DATA2);
DATA3=filtfilt(BB,AA,DATA3);

IND1=99

DATAref1=DATAL(;,K(1)); % Choice of the references points
DATAref2=DATA2(:,K(2));

DATAref3=DATA3(;,K(3));

%% %%% %% %% %% %% % %% % % %% % %% % % % %% % %% %0 % Yo YW WY W W Ve Ve Ve Ve NNV o
%%%Determine common Threshold estimated of the pre- trigger signal or
the
%%%tail of the signal
for ii=1:n;
s=[ 'NOISElevel' ,num2str(ii)]
A(i)=eval(s);
end
NOISElevel=mean(A);
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THR=THR1*NOISElevel,

%%%% % %% % % %% % % %% % % %% % % %% % % %% % % %% %0 % Y %88
%%%%%Detect THRESHOLD
DECAY=200; %%number of points for the decay
WINDOW=hanning(DECAY*2);
INDEX=1;
for jj=1:size(DATA1,2)
]
for Rec=[1, 2, 3];
if Rec==1
D1=DATAL(.jj);
elseif Rec==2
D1=DATA2(,jj);
elseif Rec==3
D1=DATA3(:,jj);
end

llok=find(abs(D1)>=THR);

ImaxALL(INDEX,jj)=max(find(diff(llok)<=1)); %%Prevent fomr
getting influenced by isolated spikes

llok=[llok(1):llok(ImaxALL(INDEX,j))I;

Imax(:,jj)=llok(end);
Imin(:,j)=11ok(1);
end

end

Imax=mean(lmax);
Imin=mean(Imin);
Imax=floor(Imax);
Imin=(floor(Imin));

DECAY=200; %%number of points for the decay
WINDOW=hanning(DECAY*2);
INDEX=1;
for jj=1:size(DATA1,2)
]
for Rec=[1, 2, 3];
if Rec==1
D1=DATAL(.jj);
elseif Rec==2
D1=DATA2(:,jj);
elseif Rec==
D1=DATA3(.jj);
end

llok1=Imin:Imax;

Imax=llok1(end);
Imin=llok1(1);

%%Select the part of the signal above the threshold "THR"
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TEMP=zeros(N,1);
TEMP(llok1)=D1(llok1);

%%Smooth the edges
TEMP(Imax-DECAY+1:Imax)=TEMP(Imax-
DECAY+1:Imax).*WINDOW(DECAY+1:end);
TEMP(Imin:Imin+DECAY-1)=TEMP(Imin:Imin+DECA Y-
1).*WINDOW(1:DECAY);

IIhigh=find(abs(TEMP)>=THR);

%%Clip the amplitude;
TEMP(llhigh)=THR.*sign(TEMP(llhigh));
D1=TEMP;

%Replace each line by its clipped values
if Rec==1
DATAL(:,jj)=D1;
elseif Rec==
DATAZ2(:,jj)=D1;
elseif Rec==3
DATA3(:,jj)=D1;
end

end
end;
%% Compare the signals before and after clipping
for ii=1:n

sref=[ 'DATAref' ,num2str(ii)]
s=[  'DATA' ,numa2str(ii)]

D=eval(s);
figure(IND1-(ii));clf;
plot(time*10°3,eval(sref), b )
hold on
plot(time*1073,D(:,(K(ii))), ™)
ylabel([ 'DATA" , num2str(ii), "#, num2str(ii)], 'fontsize’ ,10)
xlabel( 'time(ms)' , 'fontsize’ ,12)
title([ filtered in [' , hum2str(F1), ' ,)num2str(F2), 'l kHz and
clipped at ,num2str(THR1), "™*NL' ], ‘'fontsize' ,10)
legend([ 'Filtered in BF=' , hum2str(F1), -
" ,num2str(F2), 'kHz' ],[ 'Clipped at' ,num2str(THR1), 'NL' ])
saveas(figure(IND1-(ii)),[ '01-DATA" ,numa2str(ii), " at the impact
# ,numa2str(ii), " clipped ' ,num2str(THR1), 'NL" ])
end
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CODE TO COMPUTE THE PERFORMANCE OF THE DFI TECHNIQU E:

BY EVALUATING THE ESTIMATE OF THE GREEN’'S FUNCTIONTHE SNR , THE ARRIVAL
TIME AND R(N,T)
06%6%6%%%6%6% %% %6 %% %% %% %6 %% %% %% %% %% %6 %% %% %R

%% Computation of the cross-correlation
CORR=0

20%%%%%%

for__ ji=L:length(Ll);
”CORR=CORR+xcorr(DATA2(:,LI(jj)),DATAl(:,LI(jj)) );

end

CORRorig=CORR;

save CORRorig CORRorig

%% Comparison of the two definition of Correlation

figure(100);clf;hold on;
plot(tcorr*1000,CORR/max(CORR), k')
xlim(1.5*[-1 1])

drawnow

xlabel( 'Time (ms)" )
ylabel( 'C 1 2(t1)" )

saveas(figure(100),[ '01-Normalized Correlation between ' ,num2str(rr),
and' , num2str(RR), .
'BF=" ,num2str(F1), - ,)num2str(F2), 'kHz at ' ,num2str(THR1), 'NL" ])

%% reassign the time axis of the Correlation
tfin=[-(N-1):0.1:(N-1)]*Ts;

Cfin=spline(tcorr, CORROorig,tfin);
figure(101);clf;

plot(tfin,Cfin);

xlim(1.5e-3*[-1 1]);

xlabel(  'time(s)' )

ylabel( 'C_1 2(t) using spline’ )
saveas(figure(101),[ '02-Correlation using spline between ' ,num2str(rr),
"and' , num2str(RR), .

'BF=" ,num2str(F1), - ,)num2str(F2), 'kHz clipped at

",num2str(THR1), 'NL"' )

%% Gradient of Corr
DCfin=gradient(Cfin);
figure(102);clf;
plot(tfin*1000,DCfin/max(DCfin));
xlim(1.5%[-1 1]);

xlabel( 'Time (ms)" )
ylabel( 'd/dt(C_1_2(t))' )
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saveas(figure(102),[ '03-DCfin between ' ,num2str(rr), "and'
num2str(RR),

'‘BF=" ,num2str(F1), - ,numa2str(F2), 'kHz at ' ,num2str(THR1),

save DCfin DCfin

%% determination of the max and min of the green fu nction
[=3.22e5:Nfin+1;
[I=Nfin+1:Nfin+1+length(l)-1;

figure(111);clf;hold on
plot(tfin,DCfin/max(DCfin));
plot(tfin(l),DCfin(l)/max(DCfin), ‘g ),
plot(tfin(Il),DCfin(ll)/max(DCfin), ™),
xlim(1.5e-3*[-1 1]);

Iposfin=find(tfin>=0);
Inegfin=find(tfin<=0);
tposfin=tfin(Iposfin);
tnegfin=tfin(Inegfin);
Tsfin=Ts/10;
[Mmin,Imin]=min(DCfin(11));
[Mmax,Imax]=max(DCfin(l));

%% symmetric of DCfin and its max time
CC-=fliplr(DCfin);
CDsym=(DCfin-CC)./2;

figure(103);clf;hold on
plot(tfin,DCfin, b ),
plot(tfin,CDsym, ™),

xlim(1.5e-3*[-1 1]);
xlabel(  'time(s)' )
ylabel( 'symmetric and d/dt(C_1_2(t)) using spline'

saveas(figure(103),[ '04-Symmetric and GF between ' ,num2str(rr),
", num2str(RR), .
'BF=" ,num2str(F1), - ,)num2str(F2), 'kHz clipped at

",num2str(THR1), 'NL' ])

[Mpossym,Ipossym]=min(CDsym(ll));
[Mnegsym,Inegsym]=max(CDsym(l));
tmax=tfin(I(1)+Imax-1)
tmin=tfin(I1(1)+Imin-1)
tminpossym=tfin(l1(1)+lpossym-1)

%% On a small time-window
DCfinlast=DCfin(Nfin+1-6000:Nfin+1+6000);
CDsymlast=CDsym(Nfin+1-6000:Nfin+1+6000);
figure(104);

plot(DCfinlast)
[Mmin,Imin2]=min(DCfinlast(6001:end));
Imin2=1min2+6000;
[Mmax,Imax2]=max(DCfinlast(1:6000));
[Mpossym,lpossym2]=min(CDsymlast(6001:end));
Ipossym2=Ipossym2+6000;
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IM=[Imax2,Imin2,Ipossym2];
save IM IM

DD=abs(hilbert(DCfin));
DDsym=abs(hilbert(CDsym));

[Mpossymenv,Iposenvsym]=max(DDsym(ll));
[Mposenv,lposenv]=max(DD(ll));
[Mnegenv,Inegenv]=max(DD(l));
tmaxnegenv=tfin(I(1)+Inegenv-1)
tmaxposenv=tfin(ll(1)+Iposenv-1)
tmaxposenvsym=tfin(ll(1)+Iposenvsym-1)

save TTmax tmax tmin tminpossym tmaxposenv tmaxnegenv tmaxposenvsym

%9%%%% %% %% %% %% %% %% %% % %% %% %% %% %% %% % %0 %
%% Location of the different time-windows

STD=5.9e5:6.2€5;

STD2=4.086e5:4.086e5+length(STD);
STD3=3.425e5:3.425e5+length(STD);

0%%%%% %%

figure(105);clf;

plot(tfin,DCfin);hold on

plot(tfin(STD),DCfin(STD), ™ )hold on
plot(tfin(STD2),DCfin(STD2), 'g" ); hold on
plot(tfin(STD3),DCfin(STD3), k')

xlabel( 'time (s)' )

ylabel( 'GF' )

saveas(figure(105), '05-Location of STD on GF' )

%9%%6%6%%%%%%% %% %% %% %% % % %% %% %% %% %% % %0 %0 %084

%% Do the correlations receiver one by one. then su m all of them
tref=tminpossym;

trefenv=tmaxposenvsym;

trefneg=-tref;

trefnegenv=-trefenv;

Irefpos=find((tfin>=tref)&(tfin<=tref+Tsfin))

Irefneg=Nfin+1-Irefpos+1

©%%0%%% %%

Irefneg=find((tfin>trefneg)&(tfin<(trefneg+Tsfin))) -1
Irefposenv=find((tfin>trefenv)&(tfin<trefenv+Tsfin)
Irefnegenv=find((tfin>trefnegenv)&(tfin<(trefnegenv +Tsfin)))-1

%% computation of the correlation and SNR
1=3.22e5:3.26e5;
[1=3.295e5:3.335e5;

figure(200);clf;

plot(tfin,DCfin, '‘b" );hold on
plot(tfin(l),DCfin(l), 'g" )hold on
plot(tfin(Il),DCfin(ll), ™),
CORR=0

% figure(6);clf;

XX=0;
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XXsym=0;

for jj=1:200; %size(Ll,2);
)}
temp=xcorr(DATA2(:,LI(jj)),DATAL(:,LI(jj)));
tempfin=spline(tcorr,temp,tfin);
Dtempfin=gradient(tempfin);
Dtempfin1=Dtempfin(Nfin-6000:Nfin+6000);
CORR=CORR+temp;
Cfin=spline(tcorr,CORR,tfin);
DCfin=gradient(Cfin);
DCfin1=DCfin(Nfin-6000:Nfin+6000);

DCsym=(-DCfin+fliplr(DCfin))./2;
DCsym1=DCsym(Nfin-6000:Nfin+6000);
Dtempsym=(-Dtempfin+fliplr(Dtempfin))./2;
Dtempsym1=Dtempsym(Nfin-6000:Nfin+6000);
DD=abs(hilbert(DCfin));
DDsym=abs(hilbert(DCsym));

%  %%%for STD
STDD=std(DCfin(:,STD),0,2);
STDDsym=std(DCsym(:,STD),0,2);

%%%for STD2
STDD2=std(DCfin(;,STD2),0,2);
STDDsym2=std(DCsym(:;,STD2),0,2);

%%%for STD3
STDD3=std(DCfin(;,STD3),0,2);
STDDsym3=std(DCsym(:;,STD3),0,2);

%Estimate of the arrival time on the envelope
[Max_ENVpos(jj,1),Imin_ENVpos(jj,1)]=max(DD(II) );
[Max_ENVneg(jj,1),Imax_ENVneg(jj,1)]=max(DD(l))
[Max_ENVsym(jj,1),Imax_ENVsym(jj,1)]=max(DDsym( );

%Estimation of the arrival time on the GF and of R( N,T)

[Min_pos(jj,1),Iminpos(jj,1)]=min(DCfin(:,11));
M_pos(jj)=-Min_pos(jj)/STDD;
M_pos2(jj)=-Min_pos(jj)/STDDZ;
M_pos3(jj)=-Min_pos(jj)/STDD3;

[Max_neg(jj,1),Imaxneg(jj,1)]=max(DCfin(:,1));
M_neg(jj)=Max_neg(jj)/STDD;
M_neg2(jj)=Max_neg(jj)/STDD2;
M_neg3(jj)=Max_neg(jj)/STDD3;

[Max_sym(jj,1),Imaxsym(jj,1)]=max(DCsym(:,II));
M_sym(jj)=Max_sym(jj)/STDDsym;
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M_sym2(jj)=Max_sym(jj)/STDDsym2;
M_sym3(jj)=Max_sym(jj)/STDDsym3;

%%%computation of the SNR

XX=(XX+Dtempfinl1./2);

Varr(:,jj)=sart((jj/ (jj-1)*(XX*1/jj-(1/jj*DCfin 1).22)/ij);
Varrmin(jj)=median(Varr(IM(2)-2000:1M(2)+2000,j 0);
SNR(,jj)=(l/jj)*DCfinl./(Varrmin(j));

XXsym=(XXsym+Dtempsym1./2);

Varrsym(:,jj)=sqrt((jj/(jj-1)*(XXsym*1/jj-(1/jj *DCsym1).72))/jj);
Varrminsym(jj)=median(Varrsym(IM(3)-2000:IM(3)+ 2000,jj));
SNRsym(:,jj)=(1/jj)*DCsym1./(Varrminsym(jj));

end

%% SNR vs. sqrt(N) at the maximum point of the GF
figure(8);clf;

plot(sqrt(1:size(SNR,2)),SNR(IM(1),:), ', 'linewidth’ ,2); hold on
plot(sqrt(1:size(SNR,2)),-SNR(IM(2),:), 'v' , 'linewidth’ 2);
plot(sgrt(1:size(SNR,2)),SNRsym(IM(3),:), 'k, 'linewidth’ ,2)

titte(  'SNR in function of NA1A/A2' )

xlabel(  'NAIAA2' )

ylabel( 'SNR"' )

legend( 'negative side' , 'positive side' , 'symmetric’ )
saveas(figure(8), '07-SNR in function of sqrt N' )

%%%% % %% % % %% % % %% % % %% % %% %% % %% % % % %% % % %
%% time representation: phase velocity and group ve
figure(11);clf;
subplot(1,2,1)

0%%%

plot(-tfin(1(1)+Imaxneg-1), +r' );hold  on
plot(tfin(ll(1)+Iminpos-1), '+b" );hold  on
plot(tfin(ll(1)+Imaxsym-1), K,
plot(1:0.1:length(LlI),tref, --g'" , 'linewidth' 4)
xlabel(  'Number of points' )
ylabel( 'Maximum time on symmetric of d/dt(C_1 2(t)) ' )
legend( ‘'negative side’ , 'positive side' , 'symmetric’

. 'reference time' )
subplot(1,2,2)
plot(-tfin(1(1)+Imax_ENVneg-1), +r' );hold  on
plot(tfin(ll(1)+Imin_ENVpos-1), '+b' );hold  on
plot(tfin(ll(1)+Imax_ENVsym-1), K,
plot(1:0.1:length(Ll),trefenv, g )
xlabel( 'Number of points' )
xlabel(  'Number of points' )
ylabel( 'Maximum time on symmetric of the envelope of d/dt( C 121)' )
saveas(figure(11), '10-Maximum time on symmetric of DCfin and its

envelope' )

%% comparison between SNR and R(N,T) on the symmetr ic of the GF
figure(12);clf;

plot(sqgrt(1:length(Ll)),M_sym/max(M_sym), 'b' , 'linewidth’ ,2);hold on
plot(sqrt(1:length(Ll)),M_sym2/max(M_sym?2), 'b' , 'linewidth’ ,2);hold on
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plot(sgrt(1:length(Ll)),M_sym3(1:length(LI))/max(M_ sym3(1:length(Ll))),

'g" , 'linewidth’ ,2);hold on

plot(sgrt(1:length(LI)),SNRsym(IM(3),:)/max(SNRsym( IM(3),2)), 'k, 'linew
idth* ,2);

xlabel(  'NALAMA2T )

ylabel( 'SNR')

title(  'SNR with VARR and MAx/max(MAX) in function of N 17 n2" )
legend( 'symmetric Max/STD2' , 'symmetric Max/STD3' , 'symmetric VARR' )
saveas(figure(12), '14- Comparison two SNRs in function of sqrt N' )

save SNR SNR

save SNRsym SNRsym

save Imaxneg Imaxneg

save Imaxsym Imaxsym

save Iminpos Iminpos

save Imax_ENVneg Imax_ENVneg
save Imax_ENVsym Imax_ENVsym
save Imin_ENVpos Imin_ENVpos

save M_sym M_sym

save M_sym2 M_sym?2
save M_sym3 M_sym3
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CODE TO COMPUTE THE WIGNERVILLE

%%9%%%%% %% %% %% %% %%% %% % %% %% %% %% % %% % %008
%%%%% WIGNERVILLE %%%%%%%%%%%

DCORR=gradient(CORR);
DCORR1=DCORR(N-800:N+800);

CORR=DCORRI;

FeOLD=2.5e6;

freq_int1=[10e3 90e3]; %%en hz;

[BB,AA]=butter(4,[freq_int1l]/FeOLD*2); % Parametres du Filtre passe-
bande

CORRfiltfilt(BB,AA,CORR);

%%Downsample by a factor RATE to reduce the number of points in the
time-series
%%Need to Change the sampling frequency
RATE=4;
Fe2=FeOLD/RATE;
CORR=decimate(CORR,RATE);

%%Redefine Time-frequency axis after resampling
Ts2=1/Fe2;
Mpoint=(length(CORR)-1)/2; %floor(delay/Ts);
tcorr2=[-(Mpoint):(Mpoint)]*Ts2;

Ipos2=find(tcorr2>=0);

Ineg2=find(tcorr2<=0);

tpos2=tcorr2(Ipos2);

Nc2=length(tcorr2); %2*N-1;

freqC2=[0:Nc2-1]/Nc2/Ts2; %%axe de frequence pour la correlation

%%%PLot the two correlations

figure;;hold on

subplot(2,1,1)

plot(tcorr2, CORR/max(abs(CORR)), ™)
xlabel( ‘'time' )

ylabel( 'normalized correlation’ )
subplot(2,1,2)

plot(freqC2,abs(fft(CORR)), 'K )
xlabel(  'frequency’ )

ylabel( 'FFT of the correlation’ )

%%%%% %% %% %% %% %%%%Time Frequency analysis;
addpath( 'C:\Documents and Settings\Sarah Herbison\My
Documents\TIME_FREQUENCY\tftb-0.1\mfiles’ )

%%%%%%%%%%%%For Time Frequ Analysis

IcentTF=Ineg2;  %pos2;%lneg; %%Select only positive time
%%Make it even number-> remove last point;
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IcentTF(end)=[];

TcentTF=tcorr2(lcentTF);

LENGTH1=length(TcentTF)/2;

Nc_TF=length(TcentTF);
freqC_TF=[0:Nc_TF-1]/Nc_TF/Ts2;
Csym=(-CORR+flipud(CORR))/2; %figure;plot(Csym)
CC=Csym(lcentTF).*hanning(length(lcentTF));

% CC=CORR(IcentTF).*hanning(length(lcentTF));

%%Select Frequency equalization to improve bandwidt
EXPOwhiten=0.01
CC=FREQ_WHITEN_HANNINGonly(fft(CC),freq_int1l

[Wig,Tcl,F1] =tfrspwv(CC+sqrt(-
1)*hilbert(CC),[1:length(TcentTF)],LENGTH1);
% [Wig, RWig] =tfrrspwv(CC+sqrt(-
1)*hilbert(CC),[1:length(TcentTF)],LENGTH1);
Wig=((Wig."); %%each column is a frequency

Fcl1=[0:LENGTHZ1-1)/length(TcentTF)/Ts2;
If1=find(Fc1>=freq_int1(1) & Fcl<=freq_intl
Fc2=Fc1;If2=If1;

[RWig, Tcl, Fc2,Wt] =
tfrscalo(CC,[1:length(TcentTF)],sqrt(length(TcentTF
2,freq_int1(2)/Fe2);

Fc2=Fc2*Fe2; %[0:LENGTH1-1)/length(TcentTF)/Ts;

If2=[1:length(Fc2)] ;

RWig=((RWig."); %%each column is a frequency

RMMamp=max(max(abs(RWig)));
MMamp=max(max(abs(Wig)));

Scale=10 %%in DB
figure;clf;hold on
subplot(2,1,1);hold on
pcolor(TcentTF,Fc1(If1),20*log10(abs(Wig(:,1f1).")/
hold on
shading interp

caxis([-1 O]*Scale);colorbar
% xlim(0.1/2*[-1 1])
ylim(freq_int1)

hold off
axis tight
title( 'Smooth-Pseudo Wigner Ville - Ineg on

symGrad(CORR)BF1_2_. 5 N_L' )

subplot(2,1,2);hold on
pcolor(TcentTF,Fc2(If2),20*log10(abs(RWig(:,1f2)."
hold on
shading interp
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caxis([-1 O]*Scale);colorbar

% xlim(0.1/2*[-1 1])

ylim(freq_int1)

hold off

axis tight
title(  'Scalogram' )
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