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Brown-Dymkoski, Eric (Ph.D., Mechanical Engineering)

Adaptive Wavelet-Based Turbulence Modeling for Compressible Flows in Complex Geometry

Thesis directed by Prof. Oleg V. Vasilyev

Turbulent flows, noted for their chaotic dynamic and multiscale nature, are notoriously dif-

ficult and expensive to simulate accurately for problems of engineering interest. Adaptive wavelet-

based methods have shown promise to this end with their ability to efficiently resolve local, coher-

ent structures with a priori accuracy control. Here the methods are extended to the compressible

regime, where thermodynamic and variable density effects interact with the turbulent flow.

The adaptive wavelet collocation method (AWCM) exploits spatio-temporal intermittency in

turbulent flows through multiresolution analysis. The highest fidelity approaches, wavelet-based

direct numeric simulation and coherent vortex simulation, capture all scales of the energy cascade.

The so called stochastic-coherent adaptive large eddy simulation (SCALES) method, however, re-

quires the implementation of a subgrid-scale (SGS) model. A compressible kinetic energy equation-

based approach and a minimum dissipation model are adapted to the SCALES framework. For

the k-equation model, nonlinear filtered terms are scaled by the SGS kinetic energy and model

coefficients are locally determined through dynamic procedures. Stability of turbulent stress and

heat flux is enhanced by the SGS kinetic energy field, allowing backscatter of modeled terms.

This work seeks to extend the capabilities of AWCM towards flow of engineering interest. In

order to efficiently simulate bounded, complex geometry flows using a proposed hybrid adaptive-

wavelet/curvilinear coordinate approach. The AWCM has a notable shortcoming in that mesh

refinement is isotropic. A coordinate system transform can be used to stretch the grid and in-

troduce local anisotropy, more effectively resolving arbitrarily oriented boundary layers while still

preserving the rectilinear computational space necessary for the adaptive wavelet transform. A

volume penalization method for compressible flows has been developed to introduce solid surfaces

with arbitrary boundary conditions.
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Chapter 1

Introduction

1.1 Motivation and Objective

Of physical phenomena, few are as difficult to understand and, paradoxically, as pervasive

as turbulence. It appears in our plumbing, around aircraft, within engines, the weather, and

the interstellar medium that flows through the cosmos. In spite of its ubiquity, comprehensive

understanding of turbulence remains elusive, as it is highly nonlinear, chaotic and dynamic, with

whirls forming and breaking unpredictably. Compressible regimes further complicate flows with

variable density and thermodynamic effects that couple with the underlying motion. Chaos should

not be confused with randomness, however. Turbulence has inherent structure, containing tangles

of coherent vortices ranging across all scales. The contradiction between its omnipresence and

opacity has made understanding and predicting turbulence one of the most important problems

presented to science and engineering.

Computational simulations have made vast progress towards this end. They are not con-

fronted with the same instrumentation limits as with experiments, providing additional insight

into flows. This is especially true for the compressible regime, which is often marked by high

speeds and an experimentally unfavorable environment. However, accurate turbulent simulation

has a very high computational cost due to wide ranges of spatial and temporal scales. In spite of

rapidly developing computer hardware, modern capabilities are still extremely limited with respect

to problems of engineering and scientific interest.

The computational difficulty arises from the fundamental multiscale nature of turbulence.
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Energy input at the largest scales tends to chaotically transfer to progressively smaller scales, until

the relative molecular viscous effects become significant and dissipate the motion into heat. This is

the well known turbulent energy cascade. Andrey Nikolaevich Kolmogorov, the Soviet mathemati-

cian, deduced that the range of scales present scales with the Reynolds number as Re3/4 [38]. This

implies that the degrees-of-freedom (DOF) for a discrete representation should scale as O(Re9/4)

in three dimensions. For comparison, aircraft often operate at Re = O(107). Such simulations

are far beyond even the most optimistic developments in computing power. The difficulties with

simulating turbulence are compounded for applied flows of engineering interest. Complex flow ge-

ometries restrict the numerical methods that may be used and further constrain the computational

landscape.

There are many different approaches to circumventing these problems. One notes that the

Reynolds number scaling based upon Kolmogorov’s work is a conservative estimate that assumes

infinite homogeneity of information in space at the finest physical scales. Indeed, experimental and

numerical investigations to-date show that turbulent fields are composed rather of a chaotic array

of intermittent structures. Adaptive techniques can therefore be used to exploit this intermittency

and reduce the total DOF by several orders of magnitude by accounting for localized variation in the

flow. One such approach, the adaptive wavelet collocation method (AWCM), uses multiresolution

analysis to refine the mesh on local structures and track them through time. Wavelet collocation

is distinguished from other adaptive methods as it rigorously maintains consistent accuracy of

the discrete solution a priori. As such, it optimizes the number of grid points by retaining only

the “important” flow information, and either neglecting or modeling the unresolved signal. The

corresponding high compression of this sparse data representation minimizes the memory footprint

and reduces the computational costs of resolving the turbulent flow field.

A successful framework for adaptive wavelet-based turbulence modeling has previously been

developed for incompressible flows. It provides continuously adjustable fidelity from well resolved

direct numeric simulation (DNS) through very efficient large eddy simulation (LES) in a single,

unified approach. Use of wavelet based methodologies are particularly well suited for aggressively
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modeled turbulent flows [47]. The current work encompasses the extension of this framework to

the compressible regime, where variable density and thermodynamic effects are of high interest and

dramatically impact the flow field. This includes both bulk thermodynamic behavior, as well as

compressible behavior of the turbulent motions themselves. In order to capture desired effects in

the solution, AWCM must target prescribed accuracy toward appropriate fluid properties.

For flows of engineering interest, there is an additional need to account for complex geometry

and arbitrary surfaces. Despite the advantages of AWCM for turbulent simulation, there are

severe difficulties in applying the approach for complex and bounded configurations. The second

generation wavelets popular for the solution of PDEs require a grid that is both topologically and

geometrically rectilinear in order to leverage the fast (O(N )) adaptive transform algorithm[76].

This so-called “lifting scheme” is integral to the efficient grid refinement mechanism.

Additionally, AWCM is unable to distinguish anisotropy in solutions, implying a marked

degradation of performance for bounded high-speed flows. Solid interfaces within the fluid introduce

small scale boundary layers whose resolution is crucial for the accuracy. They inject turbulent

energy via inherent instabilities. For separated boundary layers, the location of detachment and

reattachment points dramatically impacts the flow field, including low order statistics.

Due to the extremely small thickness of the viscous sublayer, very high wall-normal resolution

is required, even for modeled approaches, such as large eddy simulation (LES) and Reynolds av-

eraged Navier-Stokes (RANS). At high Reynolds numbers, the computational cost associated with

the boundary layer can form a large portion of the solution. The isotropic refinement mechanism

of AWCM greatly compounds the cost, negating any advantage of the method. Isotropic adapta-

tion cannot discriminate high correlations tangential to boundary layers from the steep gradients

normal to the surface. This holds true for any sheet- and filament-like structures, resulting in gross

over-resolution and prohibitively expensive sparse data representations of flow solutions.

Optimal approaches to capturing complex geometry in simulations must therefore address

both the restriction imposed by the rectilinear topological requirement, as well as the inefficient

isotropic resolution of surfaces. The current work is to develop an integrated computational envi-
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ronment for the efficient simulation of compressible, turbulent flows in an arbitrary geometry using

adaptive wavelet-based approaches.

1.2 Methodology

To exploit the spatio-temporal intermittancy of turbulent flows, AWCM utilizes multires-

olution analysis to refine the grid upon coherent structures. A nonlinear wavelet filter discards

localized modes associated with an insignificant contribution to the overall solution. The fidelity of

the adaptive mesh representation to the underlying signal is controlled by a threshold parameter

that can either be prescribed a priori, or determined through feedback functions during the course

of the simulation. A principal advantage of AWCM is that the adaptive error is directly correlated

to the local value of this filter threshold. Therefore, the discrete representation of specific variables

and quantities of interest can be rigorously maintained at a prescribed accuracy.

Wavelet-based turbulence methods exploit the additional property of wavelet analysis to

identify and filter structures based on the notion of coherency. In contrast, traditional large eddy

simulation (LES) frameworks typically approach the modeling problem from the perspective of

wavenumber. In that view, reduction of computational cost arises from assumption of some char-

acteristic universality of turbulent structures below a certain length scale in the energy cascade.

Wavelet approaches, however, propose that the stochastic and low energy coherent modes are most

admissible for generalization.

A wavelet-based hierarchical framework for adjustable fidelity turbulence modeling has emerged

from incompressible studies [30, 31, 47]. Simulations can be broadly categorized into three fidelity

levels where specification of the wavelet filter threshold, ε(x, t), rigorously controls the filter and

therefore the accuracy of the solution. Figure 1.1 outlines these classes, distinguished based on the

wavelet coherency filtering, in contrast to traditional length scale modeling arguments.

Wavelet direct numerical simulation (WDNS) achieves the highest fidelity through the direct

solution of the governing transport equations using a filtering threshold with a negligible error.

This is a form of adaptive DNS where the spatial discretization accuracy is rigorously maintained.



5

In WDNS, reduced computational cost is only realized through the sparse data form of the solution

fields. By comparison, traditional DNS would be represented by the nonadaptive grid that results

from ε = 0 with the unclosed wavelet filtered terms vanishing.

Coherent vortex simulation (CVS) is a semi-deterministic approach that directly simulates

the flow equations at a lower fidelity level by only resolving the coherent structures on the grid

[23]. For strict CVS, it is assumed that the discarded modes form a purely stochastic signal at

an ideal level, εIDEAL, as identified by a Gaussian distribution function in the subgrid scale (SGS)

modes. The resolved signal, therefore, comprises of the de-noised coherent structures spanning

all wavenumbers in the flow. In practical implementation, εIDEAL is estimated [47, 58]. Though

non-negligible, the residual terms can be truncated and an explicit closure model omitted while still

maintaining a high degree of fidelity. Since dissipative length scales are explicitly resolved, kinetic

energy is removed at the highest wavenumbers through molecular viscous terms. At these higher

filtering levels, the sparse grid compression is substantially higher than WDNS, with improved cost

scaling against Reynolds number for isotropic turbulence simulations [47]. While CVS was proposed

based on the wavelet-filtered vorticity transport equations, similar behavior has been demonstrated

for the filtered Navier-Stokes equations [30], permitting its use in a unified, adjustable fidelity

modeling framework.

The highest compression ratios are achieved through so-called stochastic coherent adaptive

large eddy simulation (SCALES) [30]. This approach combines tenets of CVS and LES by intro-

ducing SGS closure terms within the coherency filtering AWCM environment. With an aggressive

ε, the lowest energy coherent motions are also discarded and their effect must therefore be modeled,

including providing mechanisms for energy loss through unresolved viscous effects as the least en-

ergetic structures appear at the dissipative length scales in the turbulence cascade. In this manner,

SCALES realizes a substantial reduction in the degrees of freedom compared to WDNS and CVS.

Within traditional lowpass-filtered LES, it is assumed that the largest eddy structures are the most

distinctive modes for a given flow regime, and the smallest have a universal character whose effects

on the resolved field are sufficient to capture statistical behavior. The SCALES mothodology pro-
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poses that it is the most energetic coherent modes that will dominate mixing, heat transfer, and

other quantities of interest that are characteristic to specific flow configurations. The least energetic

modes, therefore, are considered to be the most universal and permissive of subgrid modeling.

By using LES models with suitable properties, namely automatic shut-off for well resolved

and laminar regions, these three approaches collapse into a single unified, hierarchical framework

with continuously adjustable fidelity.

For compressible flows, WDNS and CVS approaches been previously studied [55, 58]. Imple-

mentation of SCALES has been limited to the incompressible regime. To formulate compressible,

wavelet-based SCALES methodologies, corresponding SGS terms are used to close the wavelet fil-

tered compressible Navier-Stokes equations. Naturally, this includes additional SGS modeling for

the thermodynamic transport equation. As the adaptive refinement and a priori fidelity control of

wavelet-based methods is particularly attractive for use in simulating complex flows, appropriate

selection of LES closures need to reflect this environment. Many classic LES methods, especially

variants on dynamic Smagorinsky and scaling models [28], rely on directional averaging for stabi-

lization. Such a requirement can limit their applicability and fidelity for complex geometries.

Here, the implementation of several localized eddy viscosity models is proposed and studied.

For incompressible SCALES, local dynamic kinetic energy models (LDKM) have been particularly

successful due to their dynamic computation, stability, and localization properties, and a com-

pressible analogue is examined. Additionally, low computational cost alternatives are proposed for

targeting the approach toward applied engineering configurations.

In developing AWCM based methods for this problem space, it must be noted that the use

of AWCM places several restrictions upon the discrete mesh. The nonlinear wavelet filter relies

upon an efficient tensorial algorithm, limiting the solver to a rectilinear computational grid. While

attractive for turbulence modeling, these limits have slowed the development of wavelet-collocation

based approaches as a feasible industrial tool. On that topology, simulation of arbitrary complex

geometries can be accomplished through the use of volume penalization methods, which are related

to immersed boundary methods. The governing equations are modified, or penalized, to include
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volumetric forcing terms within the space occupied by solid geometry. Specific boundary condition

approximations arise from the nature and construct of these forcing terms.

Previous volume penalization approaches for the compressible regime have been limited in

the type and nature of the boundary conditions that can be prescribed. A new method is presented

that introduces hyperbolic forcing terms on the governing equations. This characteristic-based

volume penalization (CBVP) method is fully generalized and allows formulation of penalization

terms based on generic boundary conditions, including Dirichlet, Neumann and Robin.

Application of AWCM is further limited by the isotropic nature of the wavelet refinement

mechanism, which is suboptimal for flow features with highly preferred refinement directions, such

as boundary layers. A method for introducing local and spatially varying anisotropy is developed

and introduced here. This adaptive-anisotropic wavelet collocation method (A-AWCM) uses co-

ordinate transforms to permit arbitrary curvilinear meshes in physical space, while retaining the

necessary computational environment for adaptive wavelet methods. The effect is to normalize

highly anisotropic structures through the transform to computational space, on which AWCM grid

refinement performs more efficiently. Many of the attractive properties of AWCM for simulation

are retained in this integrated framework. The discretization error is still rigorously controlled,

and a consistent accuracy of the physical space solution is maintained regardless of the geometry

of the underlying (well conditioned) mesh. The generality of A-AWCM also permits the use of

body-fitted meshing for many cases.

All of the simulations presented here utilize a fully parallel AWCM solver [49].

1.3 Organization

This dissertation is the conglomeration of three journal articles, organized as follows. Chap-

ter 2 develops the Characteristic-Based Penalization Method [9]. It describes the general theory

and specific application to solid obstacles within compressible viscous flows. This is part of a col-

laborative research effort with Nurlybek Kasimov, who developed the application for inviscid flows

and generalized moving obstacles, presented elsewhere.
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The adaptive-anisotropic wavelet collocation method framework is developed in Chapter 3

[8]. This is an approach for introducing complex geometry meshes into the AWCM framework,

including the ability to anisotropically stretch local cells in order to more efficiently resolve sheet-

like and filament-like features.

Finally, the extension of SCALES to compressible and wall bounded turbulent flows is pre-

sented in Chapter 4 [7]. Chapter 5 outlines general conclusions and topics of future research.
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Figure 1.1: Coherency diagram of wavelet-based turbulence simulation methods compared with
traditional lowpass filtered approaches. Turbulence modeling approaches can be considered either
from the perspective of length scale or coherency. Wavelet threshold filtering discards the stochastic
and lowest energy coherent modes. With an increasing ε, the approximation transitions through
WDNS, CVS, and SCALES, in order of decreasing fidelity.



Chapter 2

A Characteristic Based Volume Penalization Method for General Evolution

Problems Applied to Compressible Viscous Flows

2.1 Introduction

Numerical simulations of complex geometry flows in a computationally efficient manner,

especially for moving surfaces, is a challenging problem. Solid bodies are introduced by imposing

appropriate boundary conditions upon surfaces, and to that end, several approaches are used.

These methods can be separated into two major groups: body-fitted mesh and immersed boundary

methods. The former uses conformal grids with nodes coincident to the surface of an obstacle,

while the latter employs forcing upon the constitutive equations to impose appropriate boundary

conditions.

Though body-conformal meshes allow for exact boundary conditions (BC’s) to be imposed,

the grid must be carefully constructed to precisely fit an obstacle. In most cases, this precludes

the use of structured Cartesian grids. The process of mesh generation is highly dependent upon

the obstacle geometry, and can become computationally quite expensive, especially for complex

surfaces. This issue is compounded for moving or deforming obstacles, which require continuous

adaptation or re-meshing throughout computation of the solution [43].

Immersed boundary methods avoid the cost and complications of body meshing by intro-

ducing the effects of obstacles upon the governing equations themselves. Solid body effects, thus

embedded within the flow itself, obviate the rigors of positioning nodes upon a surface. Immersed

boundary forcing can be applied either to the continuous or discretized equations. While applying
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discretized forcing allows for a high level of control based upon the numerical accuracy and conser-

vative properties of the discretization method, this approach lacks generality and flexibility across

solvers [43].

Volume penalization, on the other hand, imposes the effects of solid bodies by introducing

forcing terms on the continuous equations and the resulting evolutionary equations are discretized

and solved in the normal manner. One such method is the Brinkman Penalization Method (BPM)

[1], which was originally developed for solid, isothermal obstacles in incompressible flows. A princi-

pal strength of Brinkman penalization is that error can be rigorously controlled a priori, with the

solution converging to the exact in a predictable fashion [24, 35]. Much work has been done to re-

fine BPM for various numerical techniques, including pseudospectral methods [35, 52, 32], wavelets

[41, 71], and finite-element/finite-volume methods [54]. Of particular note is the impact of volume

penalization upon pseudospectral methods, as it has allowed for arbitrary domain geometry and the

ability to circumvent the limitations of periodic boundaries [52, 32]. In addition to being extended

to various solvers, BPM has been expanded beyond the original application of incompressible flows

to compressible [41, 5] and inviscid [2] regimes.

For all of this progress, boundary conditions imposed by BPM have lacked generality, espe-

cially for compressible flows. They have been typically limited to isothermal obstacles and slip/no-

slip conditions for the inviscid and viscous regimes, respectively. Additional boundary conditions

have been developed on an individual, and usually problem specific, basis. Though homogeneous

Neumann condition was recently formulated for scalar mixing and advection-diffusion problems

[33], general treatment of homogeneous/inhomogeneous Robin and Neumann conditions has been

limited to finite-volume/finite-element methods [54]. In this way, BPM has been inapplicable for

many fluid problems, notably those demanding heat-flux and insulating boundary conditions on

solid surfaces.

In this work, we propose an extension of volume penalization that introduces characteristic-

based forcing terms, exploiting their hyperbolicity to impose general homogeneous and inhomoge-

neous Neumann and Robin boundary conditions. This Characteristic-Based Volume Penalization
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(CBVP) method is flexible and can be applied to parabolic and hyperbolic evolutionary equations;

in this paper, CBVP is examined for both scalar diffusion and the fully compressible Navier-Stokes

equations. As with BPM, this method maintains rigorous control of the error through a priori

chosen parameters for all boundary conditions.

Characteristic-based volume penalization is well suited for use with adaptive mesh refine-

ment (AMR). As volume penalization does not require body-conformal meshing, high resolution is

required around surfaces for computational accuracy and proper definition of geometry. The use of

AMR grids maintains solid geometry resolution without over-resolving flow structures. Addition-

ally, the number of nonphysical points lying inside of the obstacle can be minimized to those neces-

sary to support the boundary conditions, which is particularly important for obstacles inhabiting a

large portion of the computational domain. All of the results reported in this paper were obtained

using the Adaptive Wavelet Collocation Method (AWCM), a general numerical solver which utilizes

a wavelet decomposition to dynamically adapt on steep gradients in the solution while retaining a

predetermined order of accuracy [70, 73, 74]. Employing a rectilinear grid, AWCM precludes the use

of body-fitted meshes to impose solid obstacles for all but the most simple geometries. Therefore,

volume penalization is a natural means for introducing solid obstacles. As the geometry definitions

are treated as any other flow variable by AWCM, and the local grid efficiently and dynamically

adapts to resolve surfaces, even for moving obstacles.

2.2 Characteristic-Based Volume Penalization

2.2.1 Penalized Boundary Conditions

Characteristic-Base Volume Penalization imposes Dirichlet, Neumann, and Robin type bound-

ary conditions by introducing forcing terms into the constitutive equations. Consider a domain Ω

containing obstacles Om, and governed by a generalized evolution equation

∂u

∂t
= RHS (2.1)
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outside of Om, where RHS is simply the physical right hand side forcing terms. Equation (2.1) can

be hyperbolic or parabolic in nature. A masking function, χ(x, t), is defined across Ω, where

χ(x, t) =





1 if x ∈ Om,

0 otherwise,

separates the domain into a physical region and a penalized region defined by the solid obstacle.

Dirichlet conditions are imposed in the same fashion as with the Brinkman penalization

method [41, 71]. For the boundary condition u = u0(x, t) on an obstacle surface ∂Om(x, t), the

constitutive equation (2.1) is modified into the penalized equation

∂u

∂t
= (1− χ)× RHS− χ

ηb
(u− u0(x, t)) + χνn

∂2u

∂xi, ∂xi
, (2.2)

with summation implied over repeated indices. Convergence of the penalization parameter, as

ηb → 0, controls the error on the solution [1] by decreasing the timescale of the forcing term. Note

that moving and deformable obstacles are defined in the penalized equation (2.2) by transient mask

χ(x, t) and boundary condition u0(x, t) functions.

Typically, Brinkman penalization retains the constitutive equations inside of the obstacle

and the penalization terms are simply appended where χ = 1 [1]. The physical viscosity ensures

smoothness and continuity of the solution. In departure from this convention, CBVP removes the

physical terms, RHS, from within the obstacle in order to prevent secondary effects of coupled sys-

tems of equations from contaminating the desired boundary conditions. This allows for consistent

control over the penalization scheme, regardless of the external physical terms.

In the formulation (2.2), removal of the constitutive equations from inside Om necessitate

the use of the penalized terms with nonphysical diffusion of strength νn in order to avoid creation

of the discontinuous solution across the obstacle boundary. The use of numerical viscosity lends

flexibility and generality to the method, as νn can be prescribed based on the particular numerical

environment. Since continuous fluxes across the obstacle boundary are unnecessary, the diffusion

term is not written in divergence form to enforce continuity through the first derivative. The use of

a conservative viscous term across the discontinuous function χνn(x) would result in discontinuous
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derivatives at the interface of the obstacle.

Since the nonphysical diffusion contributes to boundary condition error, the coefficient νn is

prescribed to be the minimal necessary for the stability of the numerical method. The diffusive

length scale, which must be sufficiently resolved, can be determined through order of magnitude

analysis considering diffusive strength νn and a penalization timescale of ηb. For a resolution of ∆x

within Om, the diffusive coefficient must be νn ≥ O(∆x2/ηb).

The Neumann condition, ∂u/∂n = q(x, t) for inward-oriented surface normal n = nk, is

imposed by introducing forcing upon the derivatives of u. Since the volume of the obstacle is

penalized rather than just the surface, the surface normal is defined everywhere by linear extension

throughout Om. This leads to the penalized, hyperbolic equation

∂u

∂t
= (1− χ)× RHS− χ

ηc

(
nk

∂u

∂xk
− q(x, t)

)
. (2.3)

With the normal defined everywhere, (2.3) has inward-pointing characteristics that extend perpen-

dicular to the surface into Om. This propagates the solution from the surface inward with a spatial

growth or decay, based on q, that enforces the desired derivative. The inward nature of the charac-

teristics also prevents the nonphysical solution within Om from propagating outwards, so that the

external solution is only affected through the surface derivative imposed by penalization. Since the

constitutive equations might also be hyperbolic, as in the case with compressible flows, removal of

the physical right hand side terms from (2.3) ensures inward orientation of characteristics within

the penalized region.

The Robin boundary condition, of the form a(x, t)u+b∂u/∂n = g(x, t) with b > 0, is similarly

penalized through the hyperbolic equation

∂u

∂t
= (1− χ)× RHS− χ

ηc

(
a(x, t)u + bnk

∂u

∂xk
− g

)
. (2.4)

Here, the hyperbolic propagation is accompanied by an additional source term, au, indicating

that the penalized Neumann condition (2.3) is simply a special case of the Robin condition where

a = 0. For penalization, it is important that the Robin boundary condition is expressed so that b
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is positive, otherwise the characteristics within Om will point outward. For simplicity, it is defined

here as a constant.

It can easily be seen that at steady-state within Om, both the Neumann- (2.3) and Robin-

type (2.4) penalized equations converge to the desired boundary condition. Since the penalization

timescale is controlled through the parameter ηc, selecting ηc << 1 causes (2.3) and (2.4) to become

quasi-steady within Om on the normalized problem timescale, therefore imposing the intended

BC on the surface. As ηc → 0, the increased disparity in timescales asymptotically controls the

penalization error. However, reducing the error increases the computational complexity. Since

1/ηc is the characteristic velocity for (2.3-2.4), a reduction of ηc is also accompanied by increased

stiffness, a well known problem with Brinkman penalization that is mitigated through stiffly-stable

solvers [41].

2.2.2 Stability and Penalization of Closed Obstacles

In some cases, the hyperbolicity of penalized equations can lead to difficulties when (2.3) and

(2.4) are applied across all of Ω. Since the characteristics all follow surface normals, a situation can

arise for some geometry, including all closed obstacles, where characteristics converge and create

inconsistencies and discontinuities. By defining the normal throughout the volume of Om by the

gradient of a scalar distance function,

n = ∇d, (2.5)

where d is the the distance to the nearest point on a surface, it can be seen that characteristics of

(2.3) and (2.4) will converge wherever d is nondifferentiable. This occurs wherever a point inside

Om is equidistant from multiple surfaces.

To circumvent this difficulty, local differential schemes can be implemented, if possible, and

regions of intersecting characteristics omitted from the solution. For some solvers, such as AWCM

which employs global derivatives, this is not possible or practical. In such a case, inconsistencies

with characteristics are avoided by only applying the hyperbolic terms in a narrow region along

the surface within Om, as shown in Figure 2.1. This region is only wide enough to accommodate
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Figure 2.1: A dual-zone penalization approach for resolving intersecting characteristics. An obstacle
consists of hyperbolic (b) and diffusive (c) regions. The hyperbolic zone contains the CBVP terms
and provides boundary condition support for the solid-fluid interface. The diffusive zone provides
continuity throughout Ω.

the differencing stencil for external points located immediately outside of the interface. Additional

points within the obstacle are unnecessary to support external derivatives.

The interior region, where the hyperbolic penalization terms are not applied, is governed

by weak diffusion to provide support for global derivatives. Unlike the diffusion used to stabilize

the penalized Dirichlet condition (2.2), this diffusion is defined in conservative form, maintaining

continuous fluxes throughout Om.

Transition between the hyperbolic and the diffusive regions often introduces a discontinu-

ous derivative. To avoid forming oscillations, the differencing stencil for hyperbolic terms must

be prevented from crossing the transition and any potential discontinuities. Points near the tran-

sition employ upwind-biased differencing with fully upwind schemes immediately adjacent to the

transition. Experience has shown that oscillations arising from ill-constructed zone transitions and

exacerbated by penalization stiffness can propagate outward and degrade the physical solution in

spite of the inward-pointing characteristics. The hyberbolicity does, however, prevent the solution

in the diffusive region from affecting the solution on the obstacle surface. Using low-order, upwind-

biased differencing and a narrow convective zone has the added benefit of increased stability with

implicit methods, allowing calculations on the external, physical timescale.

These additional considerations of a dual zone approach emphasize the need to remove the
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physical terms within Om from the penalized equations (2.2-2.4) to ensure that all characteristics

point inward on the obstacle, regardless of the constitutive equations. Furthermore, retention of

physical coupling within Om could lead to steep gradients and other spurious structures contaminat-

ing other boundary conditions. Obstacles that employ both characteristic-based and Dirichlet-type

penalization on separate variables are particularly susceptible to adverse coupling effects if physical

terms are not removed.

2.3 Penalization of the Navier-Stokes Equations

A principle strength of this method is the ability to easily prescribe boundary conditions in a

systematic manner. Intentionally general, CBVP can be used for a variety of physical systems and

evolution equations, including fluid regimes. Here penalization is applied for compressible, viscous

flows around complex geometries.

2.3.1 Governing Equations

The fluid is governed by the fully compressible Navier-Stokes equations. The nondimension-

alized continuity, momentum and energy equations in conservative form are

∂ρ

∂t
= −∂ρuj

∂xj
, (2.6)

∂ρui
∂t

= −∂(ρuiuj)
∂xj

− ∂p

∂xi
+

1

Rea

∂τij
∂xj

, (2.7)

∂ρe

∂t
= − ∂

∂xj
[(ρe+ p)uj ] +

1

Rea

∂(uiτij)

∂xj
+

1

(γ − 1)

1

ReaPr

∂

∂xj

(
µ
∂T

∂xj

)
, (2.8)

where

p =
ρT

γ
, (2.9)

τij = µ

(
∂ui
∂xj

+
∂uj
∂xi

− 2

3

∂uk
∂xk

δij

)
, (2.10)

µ =
1 + S1
T + S1

(T )3/2 , (2.11)

e =
1

2
uiui + cpT − p

ρ
, (2.12)
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Rea is the acoustic Reynolds number and Pr is the Prandtl number. Length scales are based on

the characteristic length of the obstacle, L. The velocity u is nondimensionalized based on the

reference speed of sound c0, time based on L/c0, specific energy on c20, density on ρ0, pressure on

ρ0c
2
0, viscosity on µ0, thermal conductivity on µ0cp0 , and temperature on T0. Here, Sutherland’s

law is used for temperature-dependent viscosity, and the constant S1 is normalized to the reference

temperature.

For the benchmark problems considered in this paper, no-slip and adiabatic/heat flux condi-

tions are imposed on velocity and temperature. These boundary conditions, and their corresponding

penalization, are

ui|∂Om
= u0i,

∂ui
∂t

= (1− χ)× RHS− χ

ηb
(ui − u0i) + χνn

∂2ui
∂xj∂xj

, (2.13)

nk
∂T

∂xk

∣∣∣∣
∂Om

= q,
∂T

∂t
= (1− χ)× RHS− χ

ηc

(
nk

∂T

∂xk
− q

)
, (2.14)

where uoi = uoi(x, t) and q = q(x, t) for the generalized case of moving or deforming obstacles and

inhomogeneous heat flux.

In order to apply these penalized boundary conditions to the constitutive equations (2.6-2.8),

the equations of state (2.9 -2.12) are used to determine consistent penalization of the integrated

variables ρ, ρu, and ρe, from the native variables u and T . However, without appropriate penalized

equation for ρ, the equations of state are under-constrained. Additionally, a penalized equation

for density must be provided within Om since ρ is solved across all of Ω. For exact boundary

conditions, the Navier-Stokes equations are well posed through no-slip and heat-flux conditions,

so the continuity equation is solved for density. The simplest approach, then, is to analogously

retain the continuity equation inside of a penalized obstacle, however this was found by Liu and

Vasilyev [41] to cause unacceptable errors. Therefore, the difficulty is to determine an additional

penalized equation for ρ that accurately matches the problem physics at the interface without

imposing additional constraints upon the flow.

There are two main approaches to evolutionary penalization, each with their own advantages.

Physical models can be used within the penalized region to mimic the solution on the interface, or an
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evolutionary condition imposed that passively provides continuity and smoothness. Characteristic-

based passive evolutionary conditions have the advantage of generality, though implementation

involves time integration of an additional equation.

The passive evolutionary condition is built upon the CBVP Neumann condition (2.3). Due

to the inward pointing characteristic, the solution on the interface is determined by fluid physics

with the derivative imposed by the penalized volume of Om. By using an inhomogeneous Neumann

condition on ρ where the target derivative throughout Om is the normal derivative on the surface,

density becomes completely passive to the fluid physics. This is done by introducing an additional

equation and taking advantage of the hyperbolicity of CBVP to extrapolate the density derivative

from the solid-fluid interface into Om along the surface normal by

∂Φ

∂t
= − χ

ηc
nk

∂Φ

∂xk
, (2.15)

where

Φ = (1− χ)nk
∂ρ

∂xk
+ χΦ. (2.16)

Defining Φ across all of Ω provides the necessary boundary condition from ρ for the hyperbolic

equation (2.15), which is solved only within Om. In this way, density derivatives are physically

determined outside of the obstacle via the continuity equation and extrapolated inside Om by

integrating (2.15). Therefore, Φ is fully passive to the physical solution.

Within the penalized region, Φ becomes the target for the inhomogeneous Neumann condition

on ρ, yielding the evolutionary condition

∂ρ

∂t
= (1− χ)×RHS− χ

ηc

(
nk

∂ρ

∂xk
− Φ

)
. (2.17)

Since both the solution ρ and its first derivative are propagated along the inward characteristic,

both are determined by the fluid physics. The flux, however, is discontinuous across the solid-fluid

interface.

Consistent penalization of the integrated compressible variables ρui and ρe is easily deter-
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mined from physical boundary conditions and the equations of state (2.9-2.12) by noting that

∂ρui
∂t

= ui
∂ρ

∂t
+ ρ

∂ui
∂t

, (2.18)

∂ρe

∂t
= e

∂ρ

∂t
+ ρui

∂ui
∂t

+ cvρ
∂T

∂t
. (2.19)

The temporal derivatives of ui, T , and ρ in (2.18) and (2.19) are defined by the penalized native

variables (2.13-2.14) and (2.17). Upon substitution and writing the equations in terms of integrated

variables, the penalized equations become

∂ρ

∂t
= (1− χ)×RHS− χ

ηc

(
nk

∂ρ

∂xk
− Φ

)
(2.20)

∂ρui
∂t

= (1− χ)×RHS− χ

[
1

ηb
ρ (ui − u0i) + ρνn

∂2ui
∂xj∂xj

+
1

ηc
ui

(
nk

∂ρ

∂xk
− Φ

)]
(2.21)

∂ρe

∂t
= (1− χ)×RHS− χ

[
1

ηc

(
nk
∂ρe

∂xk

)
+
ρ(uj − u0j)uj

ηb
− ρuj

ηc
nk
∂uj
∂xk

− ρujνn
∂2uj
∂xi∂xi

− 1

ηc
eΦ− 1

ηc
cvρq

]
, (2.22)

where the the physical RHS terms in (2.20 - 2.22) are the Navier-Stokes equations (2.6 - 2.8).

An alternative method of treating ρ within the penalized region is by actively matching

the physics of the fluid. This eliminates the need for additional integrated equations. From the

momentum equation (2.7), assuming that the error on the no-slip condition is sufficiently small,

the derivative of the full normal stress at a solid surface is zero. Since volume penalization acts

across all of Om and not just on the surface, it is inappropriate to directly apply the Neumann

condition on the normal stress as a third BC, as a spurious stress in the penalized region is required

to ensure smoothness of the velocity solution across the interface. However, for flow regimes with

a sufficiently small gradient in the normal shear stress, that is

O

(
1

Rea

∂nkτnn
∂xk

)
<< 1, (2.23)

through order of magnitude analysis, the normal stress derivative can be approximated as

∂nkσnn
∂xk

∣∣∣∣
Om

≈ nk
∂p

∂xk

∣∣∣∣
Om

≈ 0. (2.24)



21

Attached boundary layer flows and linear acoustic regimes, among others, typically satisfy this

criterion. A consistent boundary treatment for density can therefore be determined from (2.24),

the equation of state (2.9), and the condition on temperature (2.14). As this condition attempts

to match the fluid physics, violation of aforementioned assumptions leads to large errors and oscil-

lations which are particularly problematic for adaptive grids.

For some of the problems presented in this paper, low viscosity and a stationary, adiabatic

obstacle makes the problem well suited for imposing this normal stress approximation (2.24). Noting

that the no-slip condition for a stationary obstacle can be expressed as (ρu)0i = u0i = 0, the

momentum equation can be directly penalized instead of velocity (2.13). By applying (2.24) as a

third condition, the penalized Navier-Stokes equations are determined from (2.18) and (2.19) as

∂ρ

∂t
= (1− χ)× RHS− χ

ηc

(
nk

∂ρ

∂xk

)
(2.25)

∂ρui
∂t

= (1− χ)× RHS− χ

[
1

ηb
ρui − νn

∂2ρui
∂xj∂xj

]
(2.26)

∂ρe

∂t
= (1− χ)× RHS− χ

[
1

ηc

(
nk
∂ρe

∂xk

)
+
ρujuj
ηb

− uj
ηc
nk
∂ρuj
∂xk

− uiνn
∂2ρui
∂xj∂xj

]
. (2.27)

This penalized system is more simple than (2.20-2.22), and does not require any additional inte-

grated equations to calculate an evolutionary target φ. However, it is a form specific to a non-

movable, non-deformable, adiabatic obstacle.

2.3.2 Error Estimation From Linear Asymptotic Analysis

While it is difficult to analyze convergence of the penalized Navier-Stokes equations directly,

rigorous asymptotic analysis gives insight into the error of the penalization parameters ηb and ηc.

Consider one-dimensional flow with an acoustic pulse reflecting off an obstacle. Error arising from

the penalization can be examined in the fully reflected pulse.

For the entire domain, the amplitudes of the nondimensionalized flow variables are asymp-

totically expanded. The leading order expansions are identical in both cases where ηb << ηc and

ηb >> ηc, so η = max(ηb, ηc) << 1 to preserve generality. The leading perturbation terms for both
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the fluid and penalized regions are

ρf (x, t) = 1 + ǫρ′0f + ǫηρ′1f + . . . , uf (x, t) = ǫu′0f + ǫηu′1f + . . . ,

pf (x, t) =
1

γ
+ ǫp′0f + ǫηp′1f + . . . , Tf (x, t) = 1 + ǫT ′

0f + ǫηT ′
1f + . . . (2.28)

For the fluid region, where χ = 0, substitution into (2.25-2.27) and retaining only first order

terms, in essence linearizing the equations, yields the system

∂u′f
∂t

+
∂p′f
∂x

= 0, (2.29)

∂p′f
∂t

+
∂u′f
∂x

= 0, (2.30)

for both zero- and first-order perturbation quantities. Viscous terms are neglected in the high

Reynolds number limit, where 1/Rea << η. Additionally, the relation ρ′f = p′f holds, and the flow

is isentropic. The resulting system (2.29-2.30) is simply the linear acoustic equations, describing

small amplitude pulses propagating through the fluid.

For the penalized region, where χ = 1, substitution of the asymptotically expanded variables

into (2.25-2.27) and retaining first order perturbation quantities yields

∂ρ′p
∂t

+
1

ηc

∂ρ′p
∂n

= 0, (2.31)

∂u′p
∂t

+
1

ηb
u′p − νn

∂2u

∂x2
= 0, (2.32)

∂p′p
∂t

+
1

ηc

∂p′p
∂n

= 0. (2.33)

Again, the isentropic relation ρ′f = p′f holds.

The perturbation equations (2.31-2.33) form a linear hyperbolic system of PDEs with a

single characteristic pointing inward on the penalized domain. Strong damping on velocity drives

the solution towards the no-slip condition on timescale ηb, while strong convection on timescale

ηc enforces the desired Neumann conditions. This implies ηb < ηc to avoid excessive phase lag in

reflected pulses as energy and mass are convected too quickly past the interface.

In order to examine the error convergence as ηb, ηc → 0, the two systems (2.29-2.30) and

(2.31-2.33) are solved on a one-dimensional split domain. Fluid occupies the semi-infinite region
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x < 0 while x ≥ 0 is penalized, placing the solid interface at the origin.

The D’Alembert solution in the fluid region, in terms of initial (u′0(x), p
′
0(x)) conditions and

boundary values (u′1(t), p
′
1(t)) at the fluid-obstacle interface, is

u′f (x, t) =
1

2
u′0(x− t) +

1

2
p′0(x− t) +

1

2
u′1(x+ t)− 1

2
p′1(x+ t) (2.34)

p′f (x, t) =
1

2
u′0(x− t) +

1

2
p′0(x− t)− 1

2
u′1(x+ t) +

1

2
p′1(x+ t) (2.35)

for both zero- and first-order perturbations.

The solution in the penalized region can be determined for each variable independently. The

first order perturbation of pressure is easily solved based on the propagation of the solution on the

interface p′1 for a single characteristic with speed λ = 1
ηc
,

p′p(x, t) = p′1(t− ηcx). (2.36)

The first order velocity perturbation of u′p can be solved by transforming (2.32) into the form

of an inhomogeneous heat equation through

w′(x, t) = e
− t

ηb (u′(x, t)− u′(0, t)). (2.37)

Assuming continuity with the fluid domain through the first derivative, the solution of w′(x, t)

on the semi-infinite domain is known [11]. Provided that the limits of the solution are finite and

constant as x→ 0 for parameter ηb, then the solution at the interface is O(ηb), and normalized to

u∗(t) = (νnηb)
−1 u′p

∣∣
x=0

. Now considering the acoustic timescale 1 >> ηb, the quasi-steady state

solution to the boundary value problem (2.32) is found to be

u′p(x, t) = ηbu
∗(t) exp

(
x√
ηbνn

)
. (2.38)

Enforcing continuity and smoothness between the fluid domain (2.30,2.29) and penalized

domain solutions (2.36,2.38) yields the acoustic solution with leading error terms

E = − 1

1− 2ηc

[
ηc
(
u′0(−x− t) + p′0(−x− t)

)
+

√
νnηb
2

∫ x+t

0

u∗(ξ)dξ + · · ·
]
, (2.39)
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on the reflected pulse for both p′f and u′f . The error due to the penalized Neumann condition on p

is in phase with the reflected pulse, while both phase and amplitude error are introduced through

the no-slip condition. The total error on O(ηc, η
1/2
b ) reinforces that, optimally, the penalization

parameters should be chosen so that ηb < ηc.

2.4 Numerical Results

An initial examination into the accuracy of each CBVP boundary condition is obtained

through numerical simulation of the one-dimensional diffusion equation. Each boundary condition

type can be applied individually and in a physically meaningful way. The fluid benchmark problems

here encompass a representative set of various flow regimes. One-dimensional acoustic reflection

provides error convergence that corresponds to the analytic asymptotic analysis. Penalization is

also applied for a multidimensional closed obstacle with flow past a cylinder. A low-compressibility,

steady state benchmark is given, as well as compressible vortex shedding to demonstrate unsteady

flow regimes. Both homogeneous and inhomogeneous Neumann conditions are implemented.

2.4.1 Benchmark I: One-Dimensional Diffusion

Consider transient one-dimensional diffusion across a domain, Ω = [−0.25, 0.015625), with

the penalized obstacle at O = [0, 0.015625]. The parabolic equation

∂u

∂t
= k

∂2u

∂x2
, (2.40)

is penalized by

∂u

∂t
= (1− χ) k

∂2u

∂x2
− χ

ηb
(u− U0) + χνn

∂2u

∂x2
, (2.41)

∂u

∂t
= (1− χ) k

∂2u

∂x2
− χ

ηc

(
∂u

∂n
− q

)
, (2.42)

∂u

∂t
= (1− χ) k

∂2u

∂x2
− χ

ηc

(
au+ b

∂u

∂n
− g

)
(2.43)

for Dirichlet, Neumann, and Robin conditions, respectively. The penalized diffusion equation for

the Dirichlet condition (2.41) has been solved analytically by Kevlahan and Ghidaglia [35], though
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Figure 2.2: Time-averaged L2-norm error for converging ηc for Neumann (2.2a) and Robin (2.2b)
conditions for 1D diffusion.

in the context of Stokes flow, so here we only consider the characteristic-based penalization BC’s,

(2.42) and (2.43). At the solid boundary, the conditions ∂u/∂x = 0 and u + 2∂u/∂x = 5 are

applied for the Neumann and Robin cases, respectively. At t = 0, an impulsive step function of

height δu = 1 is applied at x = 0 and allowed to diffuse across the domain. The error is determined

while the solution at the interface, u (x = 0), is still transient.

This problem uses a nonadaptive grid of either M = 1089 points. In determining the error,

the solution is compared with numerical results with the exact boundary condition imposed and

while the solution is still transient. The diffusive coefficient k were 0.5 and 1.0 for the Neumann-

and Robin-type penalization respectively.

For comparison, the penalization for the Dirichlet condition converges as O(η
1/2
b ) [35]. The

error from penalization for both the Neumann and Robin conditions, in Figure (2.2) converges as

O(ηc). This is expected, as the Neumann condition is simply a special case of the Robin, where

a = 0, and the convective behavior of both penalized equations is a fundamental departure from

Brinkman penalization of the Dirichlet condition. The parameter ηc is not representative of a

modeled porosity or impedance, but simply a disparate timescale for the relaxation of the internal

zone. The lower convergence rate for the Dirichlet condition is a consequence of the penalization
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terms forming a boundary layer inside of the obstacle in the immediate vicinity of the boundary.

2.4.2 Benchmark II: One-Dimensional Acoustic Reflection

To examine the error convergence for the Navier-Stokes equations, where two penalization

types are imposed on coupled equations, consider one-dimensional acoustic reflection. Isentropic,

low amplitude pulses bounce off of a solid obstacle, and the mass and energy losses from penalization

observed in the reflected pulse. The penalized equations are solved on a domain Ω = [−0.65, 0.25],

where the fluid occupies Ωf = [−0.65, 0), and the solid obstacle is O = [0, 0.25]. The initial

conditions consist of a localized pulse

ρ′ = ρu′ = p′ = 10−3

(
x+ 0.25

0.2
− 1

)4(x+ 0.25

0.2
+ 1

)4

, (2.44)

−0.45 < x < −0.05. (2.45)

The high order polynomial ensures that the piecewise function is continuous through the second

derivative, avoiding discontinuous fluxes. This problem is solved in the inviscid limit, Rea = 108,

and at a very fine resolution with M = [235930] points at the highest adaptive level. To observe

proper error convergence, the Brinkman diffusion term, νn, is held constant at νn = 20∆x, which

allows for convergence of ηb across several orders of magnitude on this grid.

No-slip and adiabatic conditions are penalized at the solid interface. Since the viscosity is

negligible for this problem, the approximation ∂P/∂x = 0 provides the evolution condition for

density at the interface, and the simplified form of penalized equations, (2.27-2.25), are used.

Figure 2.3 shows the error convergence on a fully reflected pulse for ηb = [10−5, 10−2] where

ηc is held constant at ηc = 10−2 and 10−3. The error convergence of both cases is the same, namely

O(η
1/2
b ), and neither case manifests significant errors from the characteristic-based terms. With

the low amplitude, isentropic pulses and the inviscid limit, the asymptotic acoustic problem solved

previously is well modeled here. The solution (2.39) indicates an in-phase error that is highly

localized with a magnitude based on the initial pulse. At the pulse peak, the predicted error is

O(ηc) and rapidly diminishes with the local waveform amplitude. Therefore, the L2-norm error of
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the numerical solution is dominated by the phase lag consequential of the no-slip condition, even

at ηb = 10−5. This result demonstrates that reasonable error convergence can be achieved through

only moderate values of ηc. This is beneficial as it mitigates the computational costs associated

with the stiffness of the hyperbolic penalization terms.

An alternative to a constant νn is to set the coefficient based on the penalization timescale

and resolution to ensure that diffusive effects are properly resolved. For α grid points in the diffusive

length scale,

νn =
α2∆x2

ηb
. (2.46)

Experience has shown that α ≈ 3 points is the minimum required to avoid adaptive mesh-saturating

oscillations using AWCM. With ηc and ∆x remaining constant, the error on a fully reflected pulse

does not converge with ηb, as shown in Figure 2.4. A reduction in ηb is met with a proportional

increase in νn, resulting in an error that is insensitive to the penalization parameter. Rather,

the error converges as O(∆x). This agrees well with the result of the asymptotic analysis (2.39),

which predicts an error of O(η
1/2
b ν

1/2
n ). By defining νn as in (2.46), the predicted error is O(α∆x).

Since α is based on the tolerance of the solver for under-resolved features, this approach effectively

minimizes the error while robustly preserving stability. The assumption still holds that ηb is much

smaller than the normalized timescale of the fluid, however further reduction becomes superfluous

and the error is set by the resolution of the grid near the interface.

2.4.3 Benchmark III: Low Mach Number External Flow

To extend CBVP to multiple dimensions, incompressible flow past a circular cylinder is

considered. For steady flow, with Re ≤ 40, the boundary layer behavior in the wake of a circular

cylinder is well documented for both experimental and numerical cases [14, 69, 40, 20, 25, 19].

Since the streamlines are curved at the interface, the freestream Reynolds number is low, and the

boundary layer separates from the trailing edge, the approximation ∂P/∂n ≈ 0 breaks down and

the simplified penalization (2.25-2.27) is no longer valid. Instead, the more robust form of the

penalized Navier-Stokes equations, (2.20-2.22), using a characteristic-based evolutionary condition
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on ρ. For accurate simulation of boundary layer separation, the proper treatment of the pressure

gradient at the surface is important.

The flow is modeled as weakly compressible withMa = 0.03 and freestream Reynolds number

of Re = 40. A cylinder with radius r = 0.5 (D = 1.0) is centered on the origin of domain

Ω = [−5, 10] × [−5, 5], and the penalization parameters are ηb = 5 × 10−3 and ηc = 10−2. The

numerical viscosity is set according to (2.46), so that penalization error is automatically minimized

based upon the highest resolution of the adaptive grid. Several different resolutions are used to

demonstrate the control of the error through νn. Four cases are considered, where the maximum

level of resolution on the adaptive grid is ∆x = 1/256, 1/512, 1/1024, and 1/2048. The boundary

layer separation point, θ, and the separated wake length L are both measured from the trailing

edge of the cylinder.

Flow field velocity at steady state is shown in Figure 2.5. The results for each level of

resolution are summarized in Table 2.1 and compared with previous numerical and experimental

results. For increasingly refined grids, the solution converges to previously established values [14,

69, 40, 20, 25, 19]. The error arising from the no-slip condition manifests as a nonzero velocity

on the surface, delaying boundary layer separation and decreasing the drag on the surface. By

increasing the resolution, the viscous lengthscale decreases and with it the slip error at the surface.

The large nun dependency and the high accuracy for moderate ηc reinforces that the error on the

penalized Dirichlet condition remains the limiting factor.

2.4.4 Benchmark IV: Laminar Vortex Shedding

To verify the efficacy of CBVP for unsteady solutions, CBVP is applied for low Reynolds

number vortex shedding around a two-dimensional cylinder. For Ma = 0.20 and Re = 1000,

the flow past a cylinder remains laminar but experiences vortex shedding from the trailing edge.

The domain discretization and penalization parameters remain as for the pseudo-incompressible

case, namely Ω = [−5, 10] × [−5, 5], ηb = 5 × 10−3 and ηc = 10−2. Density is penalized with

the evolutionary condition (2.17), and two temperature conditions are considered: an adiabatic
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cylinder and constant heat flux at ∂T/∂n = 1.5.

The velocity and vorticity fields around an adiabatic cylinder are shown in Figure 2.6, as well

as the temperature for both the adiabatic and heated cylinders. Periodic vortex shedding can be

seen in the laminar wake behind the cylinder

In the case of the heated cylinder, the constant flux causes a temperature rise O(0.1) along the

surface. While Wang et al. [79] predict a decrease in the shedding frequency for a heated cylinder

at low Reynolds number, the Strouhal number here is essentially unchanged by the increased

temperatures. For laminar flows in the region of Re ≈ 1000, the frequency is insensitive to the

Reynolds number [6]. The increase in temperature, and corresponding increase in viscosity, is

therefore insufficient to decrease the local Reynolds number enough to affect the periodicity of the

wake. The heating is then best seen only through the direct effect on the temperature of the fluid.

Examination of the temperature profile along an arbitrary surface normal, shown in Figure (2.7),

verifies that the desired heat-flux of q = 1.5 is properly enforced on the penalized boundary.

Time variant lift and drag coefficients CL and CD, shown in Figure (2.8), and agree well with

previous numerical results [6], though a slightly shorter shedding period can be seen. This higher

frequency is reflected in a Strouhal number of St = 0.245, compared to St = 0.238 determined by

Brentner et al. [6].
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2.4.5 Benchmark V: Moving Cylinder

One of the advantages of volume penalization is the ability to easily model moving and

deformable obstacles. In order to demonstrate CBVP for moving obstacles, external flow around

a cylinder is considered in stationary and moving inertial reference frames. For both cases, the

flow parameters remain the same, namely Ma = 0.1 and Re = 185, where the reference velocity

is the difference between the cylinder and freestream. They use an effective resolution of ∆x =

∆y = 1/512, and penalization parameters ηb = 10−2 and ηc = 10−1. The stationary inertial frame

is solved on a domain ] Ω = [−7, 12] × [−7, 7], proceeding until steady periodic vortex shedding is

established.

In the moving reference frame, the freestream velocity is halved with respect to the com-

putational grid and the obstacle translated upstream and an equal rate. The result is an inertial

frame moving at uinf/2 in the positive x-direction compared to the stationary case. This case is

solved on a domain Ω = [−22, 7] × [−7, 7] with the same effective resolution. Due to limitations

on the total simulation time that are imposed by the domain length, a statistically steady state

was unable to be verified. However, comparison of the transient force coefficients CL and CD in

Figure 2.9 show excellent agreement between late periodic shedding in the moving frame and the

statistically steady shedding in the stationary frame.

2.5 Conclusions

A new volume penalization method has been introduced here to extend Brinkman penaliza-

tion to generalized Neumann and Robin conditions for hyperbolic and parabolic equations. This is

accomplished through hyperbolic penalization terms whose characteristics point inward along the

surface-normal direction. The process of prescribing BC’s is flexible, and constructing problem-

specific schemes is systematic through penalization of native variables and propagating to the

integrated equations. Multiple approaches to evolutionary boundary conditions, such as the treat-

ment of the density for compressible flows, were developed using CBVP. Such quantities can be
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either actively modeled and the physics matched at the solid-fluid interface, or evolved passively

making full use of the hyperbolicity of CBVP to propagate physical derivatives.

As with Brinkman penalization, the error of CBVP was shown to be rigorously controlled

through the penalization parameter, η. The error from penalized Neumann and Robin Conditions

converges as O(ηc). With a more favorable convergence than the Brinkman-based penalized Dirich-

let condition, which converges as O(η
1/2
b ), application to the compressible Navier-Stokes equations

typically found the accuracy to be dependent upon the error of the no-slip condition and insensitive

to Neumann parameters. In this way, a comprehensive method of imposing general boundary con-

ditions is introduced without significantly impacting the error vis-à-vis the well-vetted Brinkman

penalization. The higher order error of CBVP is especially important considering the additional

stiffness that accompanies the hyperbolic terms.
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Figure 2.5: Velocity magnitude and streamlines at steady state for Re = 40 and Ma = 0.03.
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Θ L CD

Experimental

Coutanceau and Bouard
[14]

53.8◦ 2.11∗ −−

Tritton [69] −− −− 1.54

2D Numerical

Linnick and Fasel [40] −− 2.28 1.54

Dennis and Chang [20] 53.8◦ 2.35 1.52

Fornberg [25] 55.6◦ 2.24 1.50

de Tullio et al. [19] 53.7◦ 2.23 1.49

Present

∆x = 1
256

51.6◦ 2.31 1.47

∆x = 1
512

52.8◦ 2.31 1.48

∆x = 1
1024

53.7◦ 2.30 1.48

∆x = 1
2048

53.6◦ 2.28 1.51

Table 2.1: Numerical results for incompressible/pseudo-incompressible flow past a 2D cylinder at
Re = 40. The separation point Θ and drag coefficient CD from a CBVP obstacle can be seen
converging to previously established results as grid spacing, and therefore nonphysical viscosity,
are reduced. The far field flow, as indicated by the separated wake length, is largely unaffected.
Note that the wake length L determined by Coutanceau and Bouard [14] is extrapolated at Re = 40.
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(a) Velocity Magnitude (b) Vorticity

(c) Temperature - Adiabatic (d) Temperature - Heated

Figure 2.6: Velocity (2.6a) and vorticity (2.6b) field for flow around an adiabatic cylinder at Re =
1000. The Kàrmàn vortex street is clearly visible. The temperature fields are also shown for an
adiabatic (2.6c) and heated (2.6d) cylinder, where the nondimensional heat-flux is q = 1.5.
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Figure 2.7: Temperature profile along the surface normal at θ = π/4, measured from the trailing
edge. The imposed Neumann condition ∂T/∂n = q = 1.5 has been penalized at the surface. The
distance along the profile is measured from the center of the cylinder, where the surface is at 0.5.
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be seen in a slightly higher shedding frequency.
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Figure 2.9: Lift and drag coefficients, CL and CD, for flow around a impulsively started moving
cylinder at R = 185. The statistically steady force coefficients for the case solved in an inertial
frame of a stationary obstacle are shown for comparison, once periodic shedding is established.



Chapter 3

Adaptive-Anisotropic Wavelet Collocation Method on General Curvilinear

Coordinate Systems

3.1 Introduction

The adaptive wavelet collocation method (AWCM)[76] is a powerful tool for computational

solutions of parabolic [70], elliptic [72], and hyperbolic [56] partial differential equations, as it

allows highly efficient use of memory resources and rigorous control of discretization error. It

dynamically adapts the grid using a wavelet basis decomposition to track localized structures in

the solution, exploiting spatio-temporal intermittency to optimize the total grid point count. As a

result, AWCM has been used to effectively analyze many physical problems, including turbulence

[30, 47, 15], reacting flows [57, 51], and geophysics [37].

There are two major deficiencies inherent to AWCM, however, that have limited its applica-

tion: 1) the “curse of anisotropy,” whereby homogeneous wavelet refinement is unable to introduce

a spatially varying aspect ratio of the mesh elements and 2) the reliance on a rectangular do-

main [13]. The first limitation is related to the adaptive mechanism used by AWCM to analyze

and refine the mesh, which is isotropic in nature. It is unable to distinguish and exploit highly

correlated directions in a variable field where the solution is changing less rapidly than in other

directions. Such features, like flame sheets or interfaces, have anisotropic resolution requirements

which permit coarser tangential discretization. Wavelet-based adaptation is unable to efficiently

exploit these highly correlated and oriented structures. With the associated isotropic adaptation

mechanism, increased refinement for gradients in a single direction triggers refinement in all di-
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rections irrespective of the need. These filament- and sheet-like structures consequentially become

over-resolved, severely degrading the benefits of dynamic adaptivity.

The second limitation is that the use of efficient tensorial wavelets, such as a second gener-

ation wavelet basis [62], imposes the requirement for a rectilinear grid. This impedes the efficient

application of AWCM towards problems involving complex geometries. In these cases, volume

penalization methods have been employed to impose arbitrarily-shaped boundaries [71, 36, 9, 41].

They are simulated through additional forcing terms on the continuous governing equations in non-

physical regions of the computational domain. While this approach circumvents the limitation of

the grid topology, it comes with severe drawbacks, among which the most serious are a) approxi-

mate nature of boundary conditions, even with guaranteed a priori prescribed accuracy convergence,

b) higher surface-normal resolution requirements, c) increased computational stiffness related to

penalization terms, and d) additional computational cost associated with the penalization points

within the nonphysical volume.

While alternative immersed boundary methods might bypass some of the difficulties asso-

ciated with volume penalization, all of these approaches ultimately introduce surfaces into the

AWCM domain, and therefore suffer from the previously mentioned costs associated with isotropic

refinement. Figure 3.1 shows a cross-section from the unsteady flow around a cylinder modeled

with the characteristic-based volume penalization method [9]. Due to the solid interface and the

high velocity gradient in the boundary layer, the mesh has adapted to the highest permitted level.

While the resolution is appropriate in the wall-normal direction, it is excessive in the tangential.

Refinement in this manner means that the number of points required to capture surface effects in-

creases with the inverse square of the characteristic normal lengthscale, δN , (the viscous boundary

layer thickness) and the surface area S, resulting in the computational cost scaling as O
(
S/δ2N

)
in

three dimensions. This quickly becomes prohibitive in many applications, such as high Reynolds

number wall-resolved turbulent regimes or geometries with a large surface area.

Structured curvilinear meshes reconcile this need for anisotropic refinement with the topo-

logical limitations of adaptive wavelet grids. A flexible physical space mesh can be mapped to a
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regular rectilinear geometry in a computational space where AWCM can be implemented. For the

purposes of this paper, the mesh is defined as the geometry of the physical-space discretization,

while the grid is the structured, rectilinear assembly of collocation points defining the discrete

topology and the computational space.

The use of curvilinear coordinate systems to leverage more optimal discretization is a well

established approach for solving PDEs [e.g., 67, 53] on nonadaptive grids. Features that are station-

ary and spatially straightforward to predict, such as boundary layers, benefit from the flexibility of

curvilinear mappings to locally and anisotropically control resolution. Additionally, enabling body

fitted meshes obviates the need for immersed boundary approaches in many cases.

While it may seem that the use of static anisotropic structured meshes is antithetical to

the automated refinement of AWCM, their hybrid implementation is complimentary. Curvilin-

ear meshes provide a continuous mapping that defines local anisotropy and yields a more optimal

discretization. On the other hand, a rectangular computational space permits the native imple-

mentation of AWCM, which locally refines the grid based on structures in the transformed solution,

guaranteeing the accuracy of the solution and quality of the computational grid automatically and a

priori. This property of solution assurance, irrespective of mesh geometry, is a distinguishing feature

of A-AWCM. The coordinate transform then benefits the discretization by reducing the computa-

tional cost. Well constructed curvilinear mappings normalize anisotropy in the transformed field

variables, permitting more efficient wavelet-based compression into a sparse data representation.

The mapping fields themselves are maintained on the grid as additional variables so that AWCM

ensures sufficient support to maintain transform operations at a consistent accuracy and, thus, the

mesh quality.

In this paper, the general framework for an integrated Adaptive-Anisotropic Wavelet Colloca-

tion Method (A-AWCM) is described using curvilinear coordinates. Advantages over isotropic and

static mesh optimization are demonstrated by implementing structured curvilinear meshes based

on explicit analytic mappings. This approach, however, is presented as a fully general framework

that can be implemented with a variety of meshing approaches, including the use of automated
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elliptic mesh generation [e.g., 80, 67, 68, 66, 34] as well as spatio-temporally evolving geometries

[e.g., 65]. Assurance of consistent global accuracy through the dynamic local refinement of AWCM

permits especially flexible use of redistribution and mapping algorithms. Even though the proposed

framework is general and highly flexible, the development of automated meshing and anisotropic

refinement based on the solution, statistical quantities of interest, and/or for geometries with mov-

ing and deformable boundaries is outside of the scope of this paper and left as the subject of future

research.

3.2 Adaptive Wavelet Collocation Mesh Refinement

The adaptive wavelet collocation method is a generalized approach for compressing discrete

data fields into sparse grid representations. It uses multiresolution analysis to dynamically adapt

and refine local resolution to form grids that are suitable for the time-accurate solutions of PDEs.

A spatially dependent field, u(x), is discretized onto a set of dyadic, nested grids and decom-

posed as

u(x) =
∑

∈L0

c0φ0(x) +

jmax∑

j=1

2n−1∑

µ=1

∑

k∈K

dµ,j
k
ψµ,j
k

(x), (3.1)

where c0 and dµ,j
k

are the respective coefficients on scaling functions φ0(x) and wavelet basis

function, ψµ,j
k

(x). Multidimensional wavelet families, µ, arise from the tensorial product of one-

dimensional wavelet and scaling functions, as defined on alternating grid points in each axis-major

direction[76]. The resolution levels are identified by level j, where the higher are more refined. Each

wavelet has localized wavenumber and spatial support. It is uniquely identified and corresponds

one-to-one with the grid points given by k and .

The sparse grid is created by filtering out collocation points whose wavelet coefficient falls

below a prescribed threshold. The coefficients are effectively set to zero, and the corresponding

points are discarded. The resulting approximation, denoted u(x)≥, is given by a subset of the
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original wavelet basis,

u(x)≥ =
∑

∈L0

c0φ0(x) +

jmax∑

j=1

2n−1∑

µ=1

∑

k∈K

|dµ,j
k
|≥ε‖u‖

dµ,j
k
ψµ,j
k

(x), (3.2)

consisting of the dominant information containing modes. Typically, a relative filter threshold ε

is used together with the absolute thresholding scale ‖u‖. This characteristic amplitude scale is

often taken as either the L2- or L∞-norm of the field u or a derived quantity of interest, such as

the Reynolds averaged fluctuating component, u− u, for turbulent flows. The reconstruction error

incurred through the wavelet filtering operation can be shown to be [21]

‖u≥ − u‖ ≤ O(ε ‖u‖). (3.3)

For a sparse dataset, often a weighted norm of u(x) is taken as the characteristic variational

scale, since a strict L2 norm across discrete sample points can become locally biased by local grid

refinement and therefore unrepresentative. In cases where multiple variable fields are adapted upon,

u(x) = {u1(x), u2(x), . . . }, the grid is taken as the union of the grids filtered for each component

where the wavelet thresholds, ε = {ε1(x), ε2(x), . . . }, can be prescribed independently for each

variable of interest.

As the solution evolves, it is necessary to account for wavelets that might become significant

in the next iteration or time step. Therefore, the filtered grid is augmented by nearest neighbors to

every active point on the current, next higher and next coarser resolution levels. This is justified by

the finite propagation rate of information across the grid, which is determined by the type of PDE

and iterative or time integration method. Successively filtering and augmenting steps adaptively

refine upon and dynamically track local structures in the signal.

The interpolating-lifted wavelet transform at the core of AWCM is recursively computed for

one dimension by

dj
k

=
1

2

(
cj+1

2k+1
− P j

k

)
, (3.4)

cj
k

= cj+1

2k
+ P̃ j+1

k
, (3.5)
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where cj+1

2k+1
is a discrete sample of u(x) at the j+1 (next finer) resolution level, dj

k
are the details at

j level of resolution, P j
k
is the corresponding interpolant taken from coarser nodes on the j level, and

P̃ j
k
is the interpolant from the details on the finer j + 1 level of resolution. Lagrange polynomial

interpolants with finite stencils are used to calculate P j
k
and P̃ j

k
. For many implementations it

is common to omit the update step (3.5), especially for distributed memory solvers [49]. The

inverse transform is computed simply by applying the algebraic inverse of (3.4-3.5), starting from

the coarsest resolution level. As new nodes are added during mesh adaptation, the solution is

interpolated to them by explicitly including those collocation points with coefficient dµ,j
k

= 0 and

performing the inverse transform operation. Finite differencing is used to calculate derivative

approximations, for which wavelet interpolation provides stencil support for collocation points not

included in the sparse, filtered grid in (3.2).

Multidimensional wavelets are the tensorial product of their 1D counterparts, therefore the

multidimensional transform is taken by consecutive application of (3.4-3.5) across every direction,

and recursively for each resolution level. While the wavelet basis functions for some multidimen-

sional families, µ, are anisotropic in a strict sense, they cannot be exploited for anisotropic refine-

ment as they result from the lifting transform itself. The families are a direct consequence of the

discrete location on the collocation grid; furthermore, the shapes align with the rectilinear axes.

Since AWCM tightly integrates mesh adaptation, interpolation, and the computational environ-

ment, attempting to impose an artificial anisotropic refinement method externally would introduce

excessive artifacts by violating the consistency of the wavelet-space representation. Restricting

refinement is equivalent to discarding significant information-carrying modes from the perspective

of the wavelet filter, (3.2). This discrete damping is unlike the action of the filter thresholding in

that its effects are unbounded. In such a case, summation across the wavelet basis would no longer

form a valid approximation for the original signal u(x) at the a priori threshold level. Even if such

additional processing of the grid were tenable, the geometry only permits anisotropic control in the

major axis directions.

Despite this shortcoming, tensorial lifted-interpolated wavelets are highly desirable for the



42

solution of PDEs due to their simplicity and computational efficiency, as the transform (3.4-3.5)

can be accomplished in O(N) operations.

3.3 Adaptive-Anisotropic Wavelet Collocation Method Framework for Curvi-

linear Meshes

The Adaptive-Anistropic Wavelet Collocation Method circumvents the shortcomings of the

wavelet transform by employing the general framework for a harmonic mesh map [e.g., 22], which

maps the physical domain Ωp(x) to the computational domain Ωc(ξ) (both assumed to be Rieman-

nian manifolds):

ξ(x) : Ωp → Ωc, ξ = (ξ1, ξ2, ξ3),x = (x1, x2, x3). (3.6)

This allows for flexibility of the mesh geometry and more optimal point distribution by partially

decoupling the physical mesh from the natural coordinate system implied by the rectilinear com-

putational grid. Spatially varying cell aspect ratios and orientation, including body fitting, can

then be prescribed within the physical domain, Ωp, based on the problem being solved. This mesh

is mapped back onto a rectilinear grid, which is suitable for the discrete operators, including the

wavelet transform and derivative approximations.

Assuming that the final mesh is well conditioned and of sufficient quality to support the

discrete PDE solution, this approach is agnostic to the methods that are used to construct it.

Explicit, analytic curvilinear mappings are sufficient for the theoretical consideration of this general

framework, though their use is limited for applied problems of engineering interest. In such cases,

more advanced mappings and automated generation methods, either continuous or discrete, would

prove more useful.

Transform between the Cartesian physical space basis, {e1, e2, e3}, and the computational

curvilinear basis, {b1,b2,b3}, proceeds as

Jijei = bj, (3.7)
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where J is the Jacobian matrix,

Jij =
∂xi
∂ξj

, (3.8)

and summation is implied across indices.

Given that the computational grid is rectilinear, the unmodified AWCM approach is directly

implemented, where it adapts and refines the grid upon the transformed solution fields u(ξ). The

inverse coordinate mappings x(ξ), which define the physical mesh geometry and support the discrete

version of (3.7), are likewise tracked. The Jacobian matrix Jij is therefore readily computed from

these mappings using the integrated finite difference framework. For the construction of PDE

terms, which are naturally prescribed in physical space, computational derivative approximations

are calculated as

∂

∂xj
= J−1

ji

∂

∂ξi
, (3.9)

where J−1
ji is the inverse Jacobian matrix.

Adapting upon the coordinate mappings, x(ξ), with a low, independent wavelet threshold,

εx, ensures consistent accuracy of transformation operations, and automatically controls the quality

of the sparse representation of the mesh. Spurious artifacts can otherwise arise if the local accuracy

of the discrete Jacobian matrix approximation (3.8) deteriorates as a result of grid coarsening.

On the transformed solution, u(ξ), the wavelet filter maintains a priori accuracy of the L2-

and L∞- norm in the usual manner following (3.3). Given that the transform of u is purely spatial,

the corresponding L∞-norms are equal,

‖u(ξ)− u(ξ)≥‖∞ = ‖u(x)− u(x)≥‖∞ . (3.10)

Furthermore, the L2-norms can be shown to be equivalent, as

∫
Ωp
f(x)dx =

∫
Ωc
f(x(ξ))J (ξ)dξ. Therefore, error convergence of the physical space solution,

u(x), which is of primary interest, is likewise guaranteed by (3.3).

Local anisotropic refinement and unidirectional stretching of the physical space mesh is intro-

duced by adjusting the location and distribution of points through the definition of the coordinate

mappings, x(ξ). This compliments wavelet-based adaptation, which adjusts the local mesh point
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density but preserves the underlying geometry and local aspect ratio of the physical mesh. With

properly constructed meshes, highly correlated gradients in physical space become normalized once

transformed to computational space. This results in more efficient isotropic refinement through

AWCM, a smaller memory footprint, and a more optimal use of computational resources. How-

ever, since accuracy convergence through AWCM is unified in both spaces, Ωp and Ωc, the solution

fidelity is independent of the anisotropic refinement. With this general decoupling of the accu-

racy from the mesh geometry, A-AWCM is more robust and flexible than nonadaptive structured

meshes. Note that this property is contingent upon a well conditioned geometry that is capable

of numerically supporting the transform operations. High skewness, degenerate Jacobian matrix

(J → 0), and non-smooth mesh lines can cause a degradation of the transform operations (3.7)

that can not be compensated for by wavelet grid refinement. One consequence of solution/geometry

independence is that it essentially eliminates the need for traditional a posteriori mesh convergence

studies to guarantee the solution quality. Furthermore, it provides enormous robustness and flex-

ibility for moving mesh [e.g., 65] and mesh redistribution [e.g., 64] methods for time-marching

integration schemes, as AWCM will preserve the solution if the mesh geometry becomes temporar-

ily sub-optimal.

In general, well constructed mapping fields, x(ξ), can be provided by a variety of means. In

the simplest configurations and with a priori understanding of the solution field, explicit algebraic

functions can impose body fitting and provide some anisotropic benefit to the computational cost.

More complex problem geometry and more optimal mesh distribution are typically achieved through

automated methods, including the solution of elliptic or hyperbolic PDEs [67, 66, 34]. Many

approaches involve dynamic redistribution and moving meshes [65], either as a cost optimization or

to capture moving/deformable geometry. Development of automatic meshing, mesh redistribution,

and anisotropic refinement methods that exploit the particular computational environment and

take advantage of A-AWCM are a topic of future research.

Each time the grid is dynamically refined through the wavelet mechanism, the mesh must

be updated with the physical space positions of the new points in the discrete mapping. Added



45

nodes are treated in one of two ways, depending on how the mesh is explicitly defined. For meshes

that are exactly defined at every potential grid point, either through the deterministic solution

of an equation (e.g. algebraic or PDE) or some other procedural method, the mapping must be

consistently prescribed for every point that is introduced. Fully discrete maps must have some

mechanism for updating grid points, such as a multiresolution nested definition or the ability to be

refined at will. For some methods, this can involve a potentially expensive global/iterative solution

that can add substantial cost to the refinement. Alternatively, the mesh can be strictly defined

by the continuous, static wavelet representation x0,≥ of any arbitrary mapping, x0, filtered to a

fixed subset of nonzero wavelet basis functions K0 ⊂ K. From this, the value of the map (and thus

the physical coordinate) of a new points at any location in Ωp is interpolated from x0,≥ using the

wavelet transform. The subset, K0, of wavelet functions at grid points and the coefficient values

are determined by an initial mesh generation step, and retained throughout the course of solution.

For static geometries, this has the ability to amortize the cost of highly sophisticated generation

methods and to ensure that grid refinement will maintain a piecewise-smooth mesh suitable for the

polynomial-based numerical framework. It should be noted that the adaptive wavelet filter is not

positive preserving, so care must be taken to ensure that the continuous field x≥ is monotonic to

within a tolerance specified by the finest mesh resolution. This can be enforced by AWCM in the

usual manner.

3.4 Numerical Results

The A-AWCM framework is fully general for the solution of elliptic, parabolic and hyperbolic

PDEs. In order to demonstrate the central principles of the method, it has been applied and

examined here for parabolic and hyperbolically dominant cases. Corresponding mesh geometry

includes body fitting and the introduction of local anisotropy to match general trends in the solution.

This is shown to optimize dynamically adaptive meshes while retaining the fidelity control and error

convergence inherent to AWCM.

While sophisticated meshing techniques can be employed, analytic mappings are used in these
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cases for simplicity and to highlight the general framework and demonstrate the concepts of A-

AWCM, namely the implementation of spatially inhomogeneous anisotropic meshes, h-refinement

in arbitrary geometries, and rigorous error control. Development of automated meshing techniques

that exploit this framework is left as a topic for future research.

The cases considered here are parabolic diffusion, acoustic scattering, and unsteady external

compressible viscous flow. While AWCM, and by extension A-AWCM, can be implemented with

arbitrary order wavelets and finite-differences [72], all of the results shown here use 4-th order for

both.

3.4.1 Parabolic Diffusion

Time-accurate parabolic diffusion is examined on a 2D rectangular domain, defined by the

physical bounds x ∈ [0, π]× [0, π]. A nonhomogeneous profile of the diffusive scalar, u, is imposed

along one edge, generating a steep initial gradient that drives diffusion into the domain.

The parabolic diffusion equation is defined in physical space as

∂u

∂t
=

∂

∂xj

(
κ
∂u

∂xj

)
, (3.11)

where the diffusion coefficient used here is constant, κ = 1. In order to be solved, it is transformed

into the computational coordinates as

∂u

∂t
= J −1

ji

∂

∂ξi

(
κJ −1

ji

∂u

∂ξi

)
. (3.12)

It should be noted that this transform is fully procedural and can be easily abstracted, minimizing

the cost of implementation in existing codebases.

The boundary conditions are given as

∂u

∂x

∣∣∣∣
x=0,π

= 0, (3.13)

u|y=0 = 0, (3.14)

u|y=π = f(x), (3.15)
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where the Cartesian coordinates x = (x, y) will be used interchangeably with x = (x1, x2) for

simplicity of the discussion. This convention is used hereafter.

A fifth order polynomial is specified for f(x). The initial condition is defined by the series

u|t=0 =
∑

m

[
Am

sinh (my)

sinh (mπ)
+
∑

n

Cm,n sin (ny)

]
cos (mx) , (3.16)

where the expansion coefficients Am, and Cm,n are computed to match the boundary conditions,

(3.13-3.15), and an initial steep exponential decay in the y direction. This provides a smooth

approximation of an impulsive perturbation at the y = π edge, generating a steep gradient in the

transported scalar.

The grid is given by a base mesh of N = [5 × 5] points, with jmax = 10 levels of resolution,

yielding equivalent, nonadaptive resolution of

Nmax = [2049 × 2049]. The physical mesh is intentionally non-tensorial and introduces skewness

to demonstrate the generality of the method. An algebraic curvilinear, two-dimensional coordinate

mapping, x = {x, y}, define the mesh across the computational domain ξ = {ξ, η} ∈ [0, π] × [0, π]

as

x = φ

[−1.9

π2
ξ3 +

2.85

π
ξ2 − 0.95ξ

]
+ (1− φ) ξ, (3.17)

y =
−0.65

π2
η3 +

0.45

π
η2 + 1.1η, (3.18)

where a blending function controls the local expression of x-direction anisotropic stretching,

φ =
−2

π3
η3 +

3

π2
η2. (3.19)

The full grid at the j = 3 resolution level is illustrated in Figure 3.2. This mesh has been

stretched in the y-direction to more efficiently resolve the steep initial gradient that is formed on

the y = π edge at early timesteps. The mild stretching in the x-direction near the perturbed

edge captures some of the variability in the boundary profile, f(x). In comparison, a standard

isotropic wavelet grid in Figure 3.3 shows increased refinement in the corners resulting from the

initial temperature field and the one-sided interpolating stencils near the grid edges.
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It should be noted that this particular mesh has been generated to approximate general

trends in the solution, but has not been intentionally or optimally constructed to capture the

functional form of the initial conditions, as wavelet refinement provides any additional refinement

and automatically filters out over-resolved regions.

The error convergence at t = 0.05 is shown in Figure 3.4. As with the standard rectilinear

implementation, both the physical space L2- and L∞-norm are well controlled and scale with the

adaptive wavelet threshold parameter as O(ε). Furthermore, for standard rectilinear AWCM the

total number of grid points, N , scales with the wavelet threshold as O(N−p/n), where p is the order

of the wavelets and spatial derivative operator and n is dimensionality of the problem [72].

3.4.2 Acoustic Scattering

For an examination of hyperbolically-dominant PDEs, consider the acoustic scattering prob-

lem of Tam and Hardin [63]. A low amplitude pulse reflects off of the surface of a cylinder, and

is scattered into the far field. Here the cylinder is modeled using a body-fitted O-type mesh with

appropriate BCs, obviating an immersed boundary approach.

The fully compressible Navier-Stokes equations

∂ρ

∂t
= −∂ρuj

∂xj
, (3.20)

∂ρui
∂t

= − ∂

∂xj
(ρuiuj + Pδij − σij) , (3.21)

∂ρe

∂t
= − ∂

∂xj
(ρuj(e+ P ) + uiσij − qj) (3.22)

are transformed and solved in the curvilinear coordinates in a rectangular computational space,

Ωc, as before.

The energy for the acoustic signal is provided by a small, Gaussian perturbation in the initial

condition,

u′ = p′ = 10−3 × 2−
(x−c)2+y2

0.04 , (3.23)

superimposed on a quiescent field, centered at c = 4. Nonreflective boundary conditions in the far
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field are simulated by a characteristic-based buffer region [27], where convective forcing is aligned

with the radial direction for computational efficiency.

A high acoustic Reynolds number of Rea = 105, based on the cylinder diameter and far

field fluid properties, is used to approximate the Euler equations and match the analytic solution

given for an inviscid fluid [63]. Given the finite Reynolds number, the BCs on the cylinder are

prescribed to be no-slip and isothermal, resulting in a minute boundary layer forming during the

transient interaction between the acoustic pulse and the solid surface. Correspondingly, the mesh

is anisotropically refined in the radial direction by the function

r = 1 +

tanh

(
3

2

(
ξ−ξmin

ξmax−ξmin
− 1
))

tanh
(
3
2

) (3.24)

in order to efficiently resolve the steep gradient that will be generated in the wall normal direction.

At the cylinder surface, the mesh takes upon a high aspect ratio of A ≈ 4 : 1 in physical space,

with the first gridpoint at a distance of r/D ≈ 0.00014 at the highest resolution level. Mesh lines

are evenly spaced in the azimuthal direction. The computational grid at maximum resolution is

equivalent to Nmax = [3073×5632], and utilizes a limit of 10 levels of adaptive refinement, sufficient

to fully resolve all simulations without artificial truncation. Figure 3.5 shows the mesh at the j = 3

level of resolution. As with the previous problem, only very general and conservative considerations

have been taken in construction of this mesh. The use of AWCM ensures that regions of over- or

under-resolution will be refined accordingly to optimize the grid for the underlying geometry.

The reflection of the acoustic pulse is shown in figure 3.6 for a threshold of ε = 5× 10−3. In

the locations of high strain rate at the cylinder surface, the mesh has refined to a high level, while

remaining coarser at other surface regions. As an explicit Runge-Kutta method is used for time

integration, the small resolved spatial scales severely, though temporarily, restrict the computational

timestep, ∆t, in order to maintain stability in accordance with the CFL condition. This is limited

to a relatively concise window in time when the acoustic pulse interacts with the cylinder.

The structure of the acoustic wave spans a large portion of the domain. In the far field, a

greater number of levels of refinement are used to resolve the wave structure. Typically, structured
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O-type meshes yield non-uniform fidelity, as the mesh becomes stretched and enlarged as the radius

increases, degrading the resolution power and spatial accuracy of derivative approximations. With

A-AWCM, however, a uniform accuracy specified by the wavelet threshold, ε, is maintained at all

radial locations, provided that there are sufficient adaptive levels, jmax, to support the necessary

refinement. Figure 3.6b shows an approximation of the local element size across the physical

domain. Consistent physical resolution is provided for the wave structure that spans the entire

radial distance. The physical mesh geometry, therefore, does not degrade the solution quality.

This ability to maintain consistent spatial representation, and therefore globally constant fidelity,

is unique to A-AWCM.

Furthermore, A-AWCM is able to exploit transients in the solution. Before and after the

period where the main acoustic waves are actively interacting with the solid surface, the strain

rate at the surface is negligible, and the mesh is refined only to a coarse level as shown in Figure

3.7. The resulting timestep is then much larger, and only limited by the mesh spacing required to

resolve the pulse in the far field.

The pressure at point x = (
√
2,
√
2) is shown in 3.8. Both the initial wave and its reflections

from the cylinder are visible. As the wavelet threshold is decreased, the error and spurious artifacts

in the transient solution can be clearly seen to converge towards the analytic inviscid solution.

3.4.3 External Flow

For unsteady, 2-D flow around a cylinder, the compressible Navier-Stokes equations (3.20-

3.22) are solved for Re = 250 at subsonic Mach number Ma = 0.1, where the Reynolds number is

based on the inflow velocity, cylinder diameter, and far-field fluid properties. In this configuration,

the governing system of PDEs demonstrates both strong parabolic, hyperbolic, and convective

effects. While the flow is still laminar at this Reynolds number, a well structured von-Kármán

vortex street forms in the cylinder wake.

The computational grid has an equivalent finest resolution of Nmax = [640× 384], employing

7 adaptive levels. In physical space, an O-type mesh is used, with azimuthal and radial distribution
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of mesh points following that of Beaudan and Moin [3]. A more conservative estimation of the wake

region is prescribed to ensure that the vortex street is fully resolved. Wavelet-based adaptation

compensates for the overly dense mesh geometry. The boundary layer is anisotropically refined

using geometric cell growth starting from an aspect ratio of approximately 2.5 : 1 in the radial

direction, with the first point from the surface placed at r/D ≈ 0.0032. The non-adaptive mesh

at the j = 4 level is shown in Figure 3.9. In order to capture important physical behavior in the

solution, the wavelet filter is set to adapt upon momentum, vorticity and the magnitude of the

strain rate tensor. Three simulations were run with the normalized wavelet threshold filter set to

ranges across 10−3 ≥ ε ≥ 10−1 .

Time-accurate lift and drag coefficients are shown in Figure 3.10, and the statistical results

are summarized in Table 3.1. For the most well refined case, where ε = 10−3, the average drag

coefficient (CD), RMS of the lift coefficient (CL,RMS), and Strouhal number (St) for the shedding

frequency agree well with established results [4, 50]. At the higher threshold value of ε = 10−2,

indicating discretization error of O(1%), these low-order statistics are reasonably approximated

using only 5.1% of the total grid points. At the highest threshold value, the solution is only very

roughly approximated on the nearly coarse grid.

From Figure 3.11b, the advantage of a body fitted mesh with A-AWCM is clearly visible. The

resolution is not uniform along the surface, but rather tracks unsteadiness within the boundary layer

and optimizing the number of points to resolve separately the stagnation and separation points,

and near-wake bubble. There are only very limited regions where the highest resolution level has

been reached, indicating that the solution is indeed captured at a numerical accuracy O(10−3)

without effects from the finite available resolution levels. Furthermore, AWCM exploits the near-

surface intermittency of the oscillating shear layer resulting from boundary layer separation. The

anistropically stretched elements on the surface reduce the number of refinement levels that are

used to resolve much of the boundary layer.

As vortical structures are convected into the far-wake, increasingly higher resolution levels

again compensate for the larger cells inherent to O-meshes, maintaining highly accurate spatial
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ε CD CL,RMS St R
10−1 1.026 0.312 0.195 3.6%

10−2 1.265 0.495 0.201 5.1%

10−3 1.273 0.507 0.204 19.5%

Table 3.1: Computed drag (CD) and lift (CL,RMS) statistics, Strouhal number (St) and percentage
of adaptive points retained (R) for pseudo-incompressible flow around a cylinder at Re = 250 at
various values of the wavelet threshold. The values were computed for 15 shedding cycles once the
solution had reached statistically steady state.

resolution. While the smallest physical lengthscales are typically found at the surface and in the

near-wake, the curvilinear transformation effectively regularizes the regional scales in addition to

providing anisotropy for the boundary layer. This allows AWCM to compensate for the underlying

stretching and coarsening that occurs in the far-field of O-type meshes without the compounding

costs of over-resolving the near region.

3.5 Conclusions

The general framework for A-AWCM leverages the advantages of both curvilinear mesh ge-

ometries and wavelet-based adaptive refinement. The use of a transformed coordinate system allows

the simultaneous use of complex geometry meshes as well as efficient wavelet algorithms for the

solution of parabolic, elliptic, and hyperbolic PDEs. Spatially varying anisotropic and complex

geometries can therefore be introduced to more optimally discretize the domain for a given prob-

lem, thereby circumventing the deficiencies that accompany the isotropic refinement mechanism

of AWCM. This permits greatly reduced computational resources, especially with solutions that

contain filament- and sheet-like structures that are often prohibitively expensive for isotropic re-

finement approaches. Furthermore, this enables AWCM to be used in a body-fitted context for

solving applied problems.

Within this framework, many of the most attractive properties of AWCM have been preserved.

The grid adapts to track structures in the solution and thereby exploits intermittency to greatly

reduce the memory footprint. Fidelity of the physical space solution is rigorously controlled a
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priori through the wavelet threshold, ε, and error convergence is demonstrated for both the L2

and L∞ norms. Furthermore, the accuracy is maintained globally. The adaptive wavelet transform

yields uniform spatial discretization in physical space regardless of the underlying mesh geometry,

provided that the local mesh structure is well conditioned for transformation operations. This is

a unique property of A-AWCM, and largely decouples the mesh geometry from the quality of the

solution. The mesh therefore generally implicates only the computational cost and efficiency of the

discretization.

While this method has been demonstrated on a series of problems with analytically created

meshes, the framework itself is agnostic to the particular generation method. It allows for the

use of more sophisticated and automated meshing and mesh redistribution approaches. A high

degree of flexibility can be exercised with these methods since a consistent solution fidelity can

be guaranteed through the adaptive wavelet mechanism. This implies an optimization of the grid

for a given geometry by removing excess grid points in over-resolved regions. Advanced meshing

methods that exploit the particularities of the integrated A-AWCM environment are topics of

ongoing research.
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Figure 3.1: The adaptive mesh for the unsteady flow around a cylinder imposed by volume pe-
nalization. Isotropic refinement via AWCM has created a very large number of points around the
immersed surface and boundary layer.

Figure 3.2: The non-adapted mesh at the j = 3 resolution level used to solve a parabolic diffusion
equation across a square plate. Anisotropic refinement is prescribed on the top boundary to account
for steep gradients at early timesteps.
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(a) (b)

Figure 3.3: The mesh as adapted upon the initial conditions of u with a steep decay from a quintic
polynomial BC. Using the same wavelet threshold, ε = 10−3, the fully rectilinear mesh (a) uses both
a greater number of total points and a higher resolution level than the more optimal curvilinear
mesh geometry (b).
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Figure 3.4: Both L2- and L∞-norm errors of the physical-space numerical solution converge linearly
with the wavelet threshold parameter, ε. As shown by Vasilyev and Kevlahan [72] for 4-th order
wavelets and finite differences, the error and threshold ε scale with the total number of grid points
as O(N−2).
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Figure 3.5: An O-type mesh is used to simulate acoustic scattering off of a solid cylinder. The mesh
is shown with all gridlines at the j = 3 resolution level displayed. Stretching in the radial direction
introduces anisotropy in the mesh at the surface of the cylinder in order to more efficiently resolve
the boundary layer.
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(a) (b)

Figure 3.6: The pressure field at tD/a = 4, when the acoustic wave is passing and reflecting off
of the surface of the cylinder. The minuscule boundary layer is causing the grid to adapt to the
j = 9 level with ε = 5 × 10−3. Examination of the approximate element area shows that uniform
resolution is maintained through wavelet-based adaptation across the acoustic pulse, which spans
from the cylinder to the far field, regardless of local stretching in the mesh geometry.

(a) (b)

Figure 3.7: The pressure field and adaptive mesh at tD/a = 3 (3.7a) and tD/a = 5 (3.7b). When
the main pulse is not directly interacting with the cylinder, the grid locally coarsens, thereby
relaxing the explicit time step through the CFL condition.
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Figure 3.8: Acoustic scattering measured at point x = (
√
2,
√
2). The error and numerical artifacts

in the reflected wave can clearly be seen to converge as ε decreases. Correspondingly, the percentage
of the total nodes retained in the adaptive grid at t = 4.0 is R = 0.9% and 1.3% for ε = 10−1, and
5×10−2, respectively, which were resolved using 8 resolution levels. Since the case where ε = 10−3,
required 10 levels to be fully resolved, a direct comparison of the compression ratios is not possible.

(a) (b)

Figure 3.9: An O-type mesh following the distribution method of Beaudan and Moin [3] is used to
resolve the unsteady wake and boundary layer for external flow past a cylinder. It is shown here
with all gridlines at the j = 4 resolution level.
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Figure 3.10: Lift and drag forces calculated on the cylinder (ε = 10−3).

(a) (b)

Figure 3.11: Vorticity field and the adaptive mesh for external flow. Dissipation of vortices in
the wake causes decreased grid density farther from the cylinder. To maintain the accuracy of
the transform operations, adaptation occurs upon the mesh mappings x(ξ), and is clearly seen in
(3.11a).



Chapter 4

Compressible Stochastic Coherent Adaptive Large Eddy Simulation for

Bounded Flows

4.1 Introduction

Numerical simulation is an increasingly important component of academic and engineer-

ing investigations of turbulent flows. It is a near ubiquitous phenomena in many compressible

regimes, including aerodynamics and turbomachinery. Compared to incompressible regimes, the

transport flow dynamics are further complicated by varying density and significant thermodynamic

changes in these high speed regimes. Though results from direct numerical (DNS) simulation of

the Navier-Stokes equations provide tremendous insight, they remain prohibitively expensive for

even moderately sized problems due to the vast range of spatial and temporal scales [38] .

Many approaches are used to make the simulations of turbulent regimes tractable, including

coarser resolution approximations and dynamic adaptation. In particular, the adaptive wavelet

collocation method (AWCM) [70, 76] has been demonstrated as an effective tool, forming a cogent

framework for turbulence simulation using a greatly reduced memory footprint [16, 23, 30, 47, 60].

Sharing properties with adaptive mesh refinement (AMR), wavelet-based methods seek to exploit

the spatio-temporal intermittency of turbulent vortices by maintaining a sparse data representation,

thereby lowering the computational costs through reduced degrees of freedom. A distinguishing

advantage is that these approaches provide highly controlled error a priori and well behaved,

adjustable accuracy. Regions of low variation experience a coarsening of the grid, while steep

gradients and highly energetic structures become more well refined.
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Stochastic-coherent adaptive large eddy simulation (SCALES) [30] is an approach that com-

bines the tenants of both adaptive wavelet turbulence simulation with the more traditional large

eddy simulation (LES), whereby a filtered form of the governing equations is solved upon a reduced,

coarser grid. Typically, LES uses a lowpass filter to reduce the computational complexity of the

constitutive equations. With sufficient separation between integral and dissipative length scales,

the smaller turbulent scales within the inertial sub-range are assumed to take on some universal

character [28] whose influence can be deduced from the resolved modes based upon a scaling argu-

ment. The retained large scales are presumed to capture the distinctive behavior of particular flow

configurations and are directly simulated.

The SCALES method analogously uses an adaptive wavelet filter to construct the LES-like

approximation. While lowpass filtering splits the fields into large and small scale flow structures,

the wavelet filter decomposes flow into coherent and incoherent components based on a specified

filter threshold. The fundamental LES assumption is that, given the scalable cascade of turbulent

eddies, the retained modes are sufficient to model the effects of subgrid motions. In the context of

traditional LES approximation, this permits lowpass filtering to reduce computational complexity

provided separation between large and small scales. By contrast, SCALES discards the stochastic

and the least energetic coherent portion of the turbulent solution across all lengthscales. It is thereby

assumed that these modes are of a sufficiently universal character to be captured by generalized

models. Where this assumption might fail, the effect upon the resolved field is minimized since the

wavelet-based subgrid scales represent, by definition, the lowest relative energy content. Taking into

account that small-scale coherent structures are largely responsible for subgrid-scale (SGS) stresses

in LES [16], many standard LES closures have been successfully applied within the SCALES context,

including various eddy viscosity-type approaches [31, 75, 17] and dynamic structure models [17].

While it may seem that SCALES is simply a form of LES that utilizes a different filtering ap-

proximation, it should be emphasized that the filtering, gridding, and computational environments

are all tightly coupled within the AWCM framework. Simulation occurs on an adaptive grid that

automatically refines upon transient, dynamically important flow structures in order to maintain a
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consistent discrete approximation. Beyond optimizing the computational complexity, this controls

the quality of the mesh and spatial discretization, to which LES results are especially sensitive.

Adaptive wavelet turbulence modeling approaches form a continuously adjustable fidelity

hierarchical framework [60]. The highest accuracy is achieved through Wavelet-based Direct Nu-

merical Simulation (WDNS), whereby the full flow field is resolved and the effects of the adaptive

wavelet filter are negligible. In this limit, computational costs are reduced only by exploiting

spatio-temporal intermittency within the turbulent flow field. At higher levels of wavelet thresh-

old filtering, Coherent Vortex Simulation (CVS) [23, 61, 31], uses the adaptive wavelet filter to

de-noise the solution and separate out the purely stochastic modes. The discarded signal, being

the Gaussian white noise, has a minimum effect on the evolution of coherent flow structures. It

has been found that CVS can adequately recover many statistical quantities of interest by simply

discarding these subgrid scale (SGS) motions [16]. In CVS, the kinetic energy from the resolved

coherent motions is dissipated through physical viscosity.

Within this wavelet-based simulation hierarchy, SCALES is the lowest fidelity approach as

the discarded SGS modes are substantial. In addition to the stochastic/incoherent content that is

discarded in CVS, SCALES removes the lowest energy coherent modes. An explicit closure model

is therefore necessary since the coherent modes dominate the SGS effects upon the resolved flow

field [16]. Furthermore, the complete or partial removal of dissipative length scales necessitates

additional mechanisms for the dissipation of turbulent kinetic energy. While SCALES is not pred-

icated on a specific class of LES closure models, certain properties are particularly advantageous

for the adaptive wavelet-based simulation framework. For models that automatically switch off in

the well resolved and laminar flow regions, control of the overall physical fidelity can be reduced to

control of the adaptive wavelet threshold filter [18, 48], thereby forming a fully unified hierarchical

modeling framework that transitions continuously between SCALES, CVS, and WDNS. As the

filtering parameters are tightened, a greater portion of the velocity field is retained and resolved,

lessening the effect of the subgrid scale model, which eventually becomes negligible. The filter-

ing parameters can be adjusted both spatially and temporally based on objective physically-based
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criteria throughout the course of the simulation, targeting specific phenomena [18, 48].

Though the wavelet-based turbulence simulation framework has shown to be very promising,

its development and study has been relatively limited. Most application has been within the context

of incompressible turbulence, and only a few authors have investigated CVS in the low Mach regime

of fully compressible transport equations [58]. Furthermore, studies have been limited to a relatively

narrow set of configurations, including isotropic turbulence [31, 47], as well as turbulent wake flows

behind a bluff body [15, 18]. Though the latter features bounded flows, the Reynolds number was

in the transitional regime and the boundary layer itself remained laminar.

Here, SCALES is extended to compressible flows, where variable density and thermodynamic

effects arise. The governing equations consist of the wavelet filtered compressible Navier-Stokes

equations. Two eddy-viscosity closure models are considered for the resulting filtered nonlinear

terms. The first is the Local Dynamic K-Equation Model (LDKM) [12], which is based on the

Dynamic Smagorinsky approach [28]. An additional transport equation is solved to track the

SGS kinetic energy and locally scale the model terms, which are dynamically determined from the

resolved flow field by assuming a scaling relationship between filtering levels. The second approach

is the Anisotropic Minimum Dissipation (AMD) approach [59]. This is a simplified method whose

computational cost in both memory and complexity are far less than LDKM. Minimum dissipation

models seek to approximate the least eddy viscosity necessary to prevent the formation of structures

smaller than the grid.

Both of these closures are examined on SCALES simulations of a compressible turbulent

channel flow. This configuration also examines the behavior of wavelet-based approaches in cases

where boundary layers are fully turbulent. In order to more efficiently resolve all portions of the

boundary layer, including to the viscous sublayer, the Adaptive-Anisotropic Wavelet Collocation

(A-AWCM) [8] is used, permitting stretching of the wavelet mesh geometry close to the wall.
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4.2 Methodology

4.2.1 Adaptive Wavelet Collocation Method

The adaptive wavelet collocation method is a multiresolution approach using a wavelet filter

to dynamically adapt a discrete grid to features in the solution. The filter acts by decomposing

a discrete scalar field, u(x), into a set of orthogonal or bi-orthogonal wavelet basis functions.

Wavelet functions have many attractive properties for multiresolution analysis as they have localized

support in both wavenumber and physical space, due to vanishing moments and rapid spatial decay,

respectively. In comparison, the Fourier transform provides precise information about the frequency

content of a signal, but due to the global support of the Fourier modes, gives no spatial insight.

While there are several classes of wavelets that are suitable for the solution of partial differ-

ential equations (PDEs), second generation interpolating wavelets [62] have been implemented here

for computational efficiency and their application towards domain partitioning algorithms needed

for distributed memory computing [49]. In the wavelet transform, a general field variable is dis-

cretized by a series of dyadic, nested grids comprised of collocation points xj
k
on resolution levels

j. It can be represented by the series

u(x) =
∑

l∈L0

c0l φ
0
l (x) +

+∞∑

j=1

2n−1∑

µ=1

∑

k∈K

dµ,j
k
ψµ,j
k

(x), (4.1)

where each basis function corresponds one-to-one with a grid point k ∈ K. Scaling functions,

φ0l (x), carry the averaged signal, while the wavelet functions, ψµ,j
k

(x), define local, variational

details. The amplitudes are given by the coefficients c0l and dµ,j
k

, respectively, and likewise have

a unique correspondence to grid points. For an arbitrary n-dimensional space, there are 2n − 1

families of wavelet functions, µ.

Wavelet threshold filtering arises naturally from the series expansion (4.1). Wavelets whose

coefficients fall below some prescribed threshold, ε are discarded. For generality, ε = ε(x, t). The



65

wavelet-filtered quantity, u>ǫ(x), can be represented as the conditional series

u>ǫ(x) =
∑

l∈L0

c0l φ
0
l (x) +

jmax∑

j=1

2n−1∑

µ=1

∑

k∈K

|dµ,j
k
|≥ε‖u‖

dµ,j
k
ψµ,j
k

(x), (4.2)

whose terms are a subset of (4.1) and consist of the highest energy modes on jmax levels of resolution.

In many implementations, the filter threshold is taken to be relative to some characteristic signal

amplitude, often either the L2- or L∞-norm of u(x) [30], denoted ‖u‖. The resulting filter operation

is nonlinear. For a properly normalized threshold, the reconstruction error of the filtered variable

is shown to converge as [21]

‖u>ǫ − u‖ ≤ O (ε) ‖u‖ . (4.3)

Dynamic adaptation of the grid is tightly coupled to the wavelet filter, resulting from the

localization of wavelet functions in physical space, and their one-to-one correspondence to grid

nodes. As modes are filtered, their respective collocation points are omitted from the grid, since

the associated value of u>ǫ(x) can be reconstructed (interpolated) using the remaining wavelet

functions. The resulting sparse grid exactly reconstructs the filtered field (4.2). It should be noted

that the wavelet filter, and therefore wavelet-based interpolation, is not positivity preserving. Since

the wavelet modes capture high local energy, the grid is clustered and more refined around strong

structures in the flow field, and becomes coarser in regions of low variation.

Adaptation for transient signals is accomplished by predicting collocation points that may

become significant in the next time step or iteration, as the wavelet filter only acts to remove

points. The sparse grid, supporting u>ǫ(x), is augmented by adding the nearest neighbors to every

significant collocation point on the current, next higher, and next lower resolution levels. This

reflects a CFL-type argument for the finite-rate transfer of information both spatially and with

respect to the wavenumber. Successive application of the wavelet filter and grid augmentation

across time effectively tracks and maintains resolution of the structures. For systems that have

multiple quantities of interest, each field is filtered separately with independent thresholds and

solved on the union of collocation points.. This permits the use of control and proxy variables
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to ensure that aspects of the PDE solution are maintained for a prescribed solution fidelity and

associated analyses.

As opposed to wavelet Galerkin methods, AWCM seeks to solve PDEs in real space. Deriva-

tive approximations are provided by finite-differences at the local adaptive resolution level. Where

differencing stencil points do not explicitly exist on the current adaptive wavelet grid, the functional

values are interpolated from the underlying wavelet basis functions. A full description of the algo-

rithms can be found in Vasilyev and Bowman [76], Nejadmalayeri et al. [49], and Paolucci et al. [51].

While second generation basis used here requires a topologically regular, rectilinear grid, the cor-

responding explicit geometric restriction was recently obviated by use of the Adaptive-Anisotropic

Wavelet Collocation Method (A-AWCM) [8]. This extension of AWCM permits curvilinear mesh

geometries in order to optimize memory requirements. Within this framework, a priori error control

described in (4.3) is preserved.

4.2.2 Compressible Stochastic Coherent Adaptive Large Eddy Simulation

Stochastic Coherent Adaptive Large Eddy Simulation leverages both the dynamic adaptivity

and the inherent filtering of AWCM. In traditional LES, universal turbulent motions are presumed

to be determined solely on the bases of length scale. The transport equations are lowpass filtered

and closed using some model for SGS terms. For SCALES, however, the adaptive wavelet grid is

used as an implicit grid-level filter, (·)>ǫ
that distinguishes between the relative energy content of

localized modes. For compressible, variable-density flows, density weighted Favre-filtering is defined

with the wavelet thresholding operator as

φ̃ =
ρφ

>ǫ

ρ>ǫ . (4.4)
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With the usual assumption of commutation between derivatives and filtering operators, the wavelet

Favre-filtered compressible Navier-Stokes equations follow as

∂ρ>ǫ

∂t
= − ∂

∂xj
[ρ>ǫũj] , (4.5)

∂ρ>ǫũi
∂t

= − ∂

∂xj
[ρ>ǫũiũj + p>ǫδij − σ̃ij + τij] , (4.6)

∂ρ>ǫẽ

∂t
= − ∂

∂xj
[(ρ>ǫẽ+ p>ǫ) ũj − ũiσ̃ij

−
(
κ̃
∂T̃

∂xj

)
+ Cpqj

]
+H, (4.7)

where the viscous stress tensor is σ̃ij = 2µ̃S̃⋆
ij and the traceless strain rate tensor is

S̃⋆
ij = S̃ij −

1

3
S̃kkδij, (4.8)

S̃ij =
1

2

(
∂ũi
∂xj

+
∂ũj
∂xi

)
. (4.9)

The subgrid scale (SGS) stress and SGS heat flux are given by

τij = ρ>ǫ (ũiuj − ũiũj) , (4.10)

qj = ρ>ǫ
(
T̃ uj − T̃ ũj

)
, (4.11)

respectively. Residual filtered energy terms, H, in (4.7) are

H =
∂

∂xj

[
µ̃
∂k

∂xj
+ µ̃

∂

∂xi

(
τij
ρ>ǫ

)
− fj

]
− ǫc (4.12)

where k, fj, and ǫc are respectively the SGS kinetic energy, triple correlation, and dilatational

dissipation, given by

k =
1

2
τkk, (4.13)

fj =
1

2
ρ
(
ũiuiuj − ũiuiũj

)
, (4.14)

ǫc =
∂

∂xj

[
5

3
µ̃

(
˜
uj
∂uk
∂xk

− ũj
∂̃uk
∂xk

)]
. (4.15)

Lastly, the filtered ideal-gas equation

p>ǫ = Rρ>ǫT̃ (4.16)
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closes the thermodynamic state of the fluid, whereR is the specific gas constant. For the simulations

presented here, the specific heats, Cp and Cv, are assumed to be constant.

Specification of the wavelet threshold, ε(x, t), rigorously controls the filter and therefore

the accuracy of the solution. From this perspective, a wavelet-based hierarchical framework for

adjustable fidelity turbulence modeling has emerged from incompressible studies [30, 31, 47]. In

the limit ε → 0, the nonclosed SGS terms τij , qj, k, fj, and ǫc approach zero and the transport

equations (4.5-4.7) converge to their non-filtered counterparts. That is, the reconstruction error

(4.3) becomes negligible.

Apart from controlling the error, the adaptive wavelet methods act to filter fields based on

notion of coherency. At an ideal threshold, the filter separates turbulent fields into purely stochastic

and dynamically important structures. With an aggressive ε in SCALES approaches, the lowest

energy coherent motions are also discarded and the effect of the SGS terms must be modeled. This

includes modeling of energy loss through unresolved viscous effects, and the lowest energies appear

at the dissipative length scales in the turbulence cascade. It is proposed with SCALES that the

most energetic coherent modes dominate mixing, heat transfer, and other quantities of interest that

are characteristic to specific flow configurations. From the opposite perspective, the least energetic

modes are considered to be the most universal and permissive of generalized subgrid modeling.

It has been shown by De Stefano et al. [16] that the (low energy) coherent modes in the

SGS field dominate the SGS terms. Conversely, by filtering out the most stochastic and least

energetic modes, SCALES attempts to minimize the SGS effects that must be modeled. As with

all LES approaches, an optimal closure model is an active topic of research within the turbulence

community. Favorable modeling approaches for SCALES include those that converge to the non-

filtered equations where the flow is laminar or well resolved, as this allows for implementation of a

unified wavelet-filtered framework whereby SCALES is able to revert to highly accurate CVS and

WDNS where it is needed solely through the control of the AWCM mechanism.

The compressible regime increases the complexity of SCALES, as the chaotic velocity field is

influenced by thermodynamic variations and non-constant density. Furthermore, thermodynamic
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phenomena commiserate to the turbulent field is often of primary interest for compressible simu-

lations. Inclusion of a thermodynamic transport equation, here the total energy (4.7), increases

the number of nonlinear filtered terms that must be modeled. However, many of these, including

the SGS heat flux (4.11) are driven by the same mechanism as the SGS stress, namely the subgrid

scale velocities, making the extension of SCALES natural to this regime. The use of the ideal gas

equation here in lieu of nonlinear real-gas equations of state simplifies the analysis.

With the more complicated physical environment, the options for adaptive markers are greatly

increased for compressible flows. A naive implementation would be to adapt on all conserved vari-

ables, ρ>ǫ, ρ>ǫũi, and ρ>ǫẽ, though this approach might be sub-optimal for some configurations.

Characteristic amplitude scales and particular phenomena of interest are highly problem depen-

dent. For example, aeroacoustic analysis may require accurate resolution of density and pressure

linear perturbation fields in order to accurately resolve propagation, whereas drag computations

may benefit from the cost savings of approximating these quantities. At minimum, the SCALES

framework for high-speed turbulence simulations requires targeted adaptation on the velocity field

and resolution of any velocity driving thermodynamic effects.

While the computational framework is similar, a distinction should be made between SCALES

and adaptive LES using a lowpass filter. In the latter, a lowpass filter is imposed by limiting the

maximum resolution in (4.2). This approach is consistent with traditional LES as the filtering is

prescribed at some length scale within the inertial range of the turbulent energy cascade. A very

low wavelet threshold, ε, is imposed, ensuring that the residual of the wavelet filter is minimal and

the transport equations approach the lowpass filtered equivalent. Reduction in memory footprint

from the wavelet-based adaptation would then be entirely realized through intermittency at these

larger length scales.

4.2.3 Closure Models

As the coherent part of the SGS turbulent quantities dominate the effect on the resolved field,

standard closure models are presumed to capture these coherent modes [16] in a similar fashion as in
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incompressible SCALES. Two compressible SGS turbulence models are examined here, namely the

LDKM approach of Chai and Mahesh [12] and the reduced cost AMD model proposed by Rozema

et al. [59]. These are both eddy-viscosity approaches, whereby the effects of the SGS modes are

considered to behave as dissipative forces that can be deduced from larger scales. Both provide a

localized, dynamic estimation of SGS effects that take full advantage of the adaptivity of SCALES

for complex turbulent flows without geometric averaging. Furthermore, they exhibit attractive

convergence properties, whereby the modeled terms are implicitly coupled to ε by automatically

reducing to zero in well resolved or laminar regions.

4.2.3.1 Local Dynamic K-Equation Model

The LDKM class of approaches were first proposed by Ghosal et al. [29] as a variation on

the dynamic Smagorinsky model that explicitly tracks a budget of the SGS kinetic energy (4.13),

enabling localized computation of SGS terms while maintaining stability. Incompressible forms of

LDKM have been successfully implemented in a SCALES context [17] for several flow configurations.

For compressible flows, a version was developed by Chai and Mahesh [12]. The wavelet

Favre-filtered transport equation for the SGS kinetic energy, k, is given by

∂ρ>ǫk

∂t
=− ∂

∂xj

[
ρ>ǫkũj − τij ũi − µ̃

∂k

∂xj

−µ̃ ∂

∂xi

(
τij
ρ>ǫ

)
−Rqj

]

− τijS̃ij − ǫs − ǫc −
∂f

∂xj
+Π

(4.17)

where the solonoidal dissipation, ǫs, and pressure–dilatation, Π, are

ǫs = 2µ̃
[
S̃⋆
ijD

⋆
ij − S̃⋆

ijD̃
⋆
ij

]
, (4.18)

Π = p
∂uk
∂xk

>ǫ

− p>ǫ ∂̃uk
∂xk

, (4.19)

and D̃⋆
ij is the traceless velocity gradient tensor.

To model the nonlinear filtered terms in the transport equations, (4.5-4.7) and (4.17), the
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following models are used:

τij −
1

3
τkkδij = −2Cs∆ρ

>ǫ
√
kS̃⋆

ij, (4.20)

qj = −Cs∆ρ
>ǫ
√
k

PrT

∂T̃

∂xj
, (4.21)

fj = Cf∆ρ
>ǫ
√
k
∂k

∂xj
, (4.22)

ǫc =
CǫcM

2
Tρ

>ǫk3/2

∆
, (4.23)

ǫs =
Cǫsρ

>ǫk3/2

∆
, (4.24)

where Cs, Cf , Cǫc, and Cǫs are closure coefficients, PrT is the turbulent Prandtl number, ∆ is the

nominal local filter width (as a function of the local resolution level), and Mt =
√
2k/a0 is the

turbulent Mach number based on the subgrid scale modes. As noted by Chai and Mahesh [12],

the pressure dilatation term, Π, can be neglected to reduce computational costs and still recover

satisfactory statistical results.

The model coefficients in (4.20-4.24) are determined through the dynamic procedure [39]. By

test-filtering the resolved SCALES field and assuming some scale similarity or analogy relation-

ship, the coefficients can be deterministically computed. This particular implementation of LDKM

follows that of Chai and Mahesh [12], where Cs, Cf , and PrT are computed using Germano-like

scaling [44, 39], and the dissipation coefficients Cǫc, and Cǫs use the scaling law of Menon and Kim

[42]. A local lowpass filter is used for the test-level filter in the dynamic procedure.

One of the prime advantages of LDKM is that it permits negative values for Cs, emulating

a return of kinetic energy to the resolved scales. The inherent instability of the resulting negative

dissipation terms is limited by the budget of local SGS kinetic energy, k(x), through the production

term −τijS̃ij .

4.2.3.2 Anisotropic Minimum Dissipation

Minimum dissiaption models are less costly alternatives that feature both dynamic compu-

tation and well behaved convergence properties. They are a recent family of closure models, the
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earliest being the QR model [77, 78], designed to estimate the minimum amount of eddy-dissipation

required to remove the subgrid scales from the LES solution. They use Poincaré’s inequality to

bound a dissipation term that prevents the accumulation of energy at scales the are smaller than

the local LES filter width, ∆. Rather than relying on similarity arguments and a universal behav-

ior of turbulent energies across lengthscales, minimum dissipation approaches seek to minimize the

effect of the eddy-viscosity model assumption. As the algorithm does not require test-level filtering,

spatio-temporal averaging, or additional transport equations, it can have inherent cost benefits over

models involving the dynamic procedure, such as the well known approach of Germano et al. [28].

The Anisotropic Minimum Dissipation (AMD) model [59] addresses a deficiency in the orig-

inal QR approach when applied to anisotropic grids. The LES results were shown to be highly

sensitive to the filter width approximation ∆. While the geometric mean of each filter direction is

conventionally used, ∆ = (∆x∆y∆z)
1/3, no general approximation for ∆ was shown to be widely

robust. Alternatively, the AMD eddy viscosity, νe, is derived by modifying the Poincaré inequality

to explicitly account for grid anisotropy, yielding

νe = C

max

(
−∆k

∂ũi
∂xk

∆l
∂ũj
∂xl

S̃ij, 0

)

∂ũm
∂xn

∂ũm
∂xn

, (4.25)

where the constant C is determined by the derivative operator. For the central fourth-order finite

differences used in this paper, C = 0.212 is used in accordance with the original formulation [59].

For generalization to complex mesh geometries, compressible SCALES is implemented here

using the Adaptive-Anisotropic Wavelet Collocation Method (A-AWCM) [8]. A spatial transform

is used in A-AWCM to admit curvilinear meshes while retaining the rectilinear grid necessary to

support the wavelet filter. The computational grid is defined in the curvilinear coordinates, ξ(x).

In this context, (4.25) can be directly adapted for the transformed coordinate systems in terms of

the computational space grid spacing, ∆ξ
i
=
{
∆ξ

1,∆
ξ
2,∆

ξ
3

}
, which is readily available. The eddy
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viscosity is therefore computed as

νe = C

max

(
−∆ξ

k

∂ũi
∂ξk

∆ξ
l

∂ũj
∂ξl

S̃ij, 0

)

∂ũm
∂xn

∂ũm
∂xn

. (4.26)

Note that in numerator of the right hand side of 4.26, both the grid-level filter sizes and spatial

derivatives are given in computational space, while velocity and strain rate components are still

defined in physical space with respect to x. The dominant SGS terms are then modeled as

τij = −2µtS̃⋆
ij , (4.27)

qj =
µt
PrT

∂T̃

∂xj
, (4.28)

where µt = ρ>ǫνe and the turbulent Prandtl number is a constant. Residual terms in (4.5-4.7) have

been neglected.

In this form, (4.26) does not admit backscatter effects and is limited to positive values of

νe. Simplified closure models for SCALES are justified by their lower computational cost and the

controllable fidelity of the wavelet-based turbulence modeling framework.

4.3 Turbulent Channel Flow

To validate the extension of SCALES to compressible flows, simulations of high-speed channel

turbulence have been performed. This configuration examines the application of the method for

fully turbulent boundary layers, a context hereto unexplored with AWCM turbulence methods.

Fourth order wavelets and finite differences are used to compute both the Navier-Stokes and closure

terms, and a lowpass box filter with a width of the local grid spacing provides the test-level filtering

for the LDKM model.

The channel flow configuration follows the DNS benchmarks of Morinishi et al. [45] and Foysi

et al. [26]. Isothermal walls are imposed on the boundaries normal to the y-axis, and the domain

is periodic in the streamwise (x) and spanwise (z) directions. Constant mass flux is maintained

by a body forcing term applied in the streamwise direction. Scaled by the channel half-width, H,
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the domain measures L = [4πH × 2H × 4πH/3]. The bulk Reynolds number is Re = ρmumH/µw,

and the Mach number is Ma = um/cw, where (·)m denotes bulk mean quantities and c is the

speed of sound. Reynolds averaging is indicated by 〈·〉, with (·)w signifying quantities averaged

at the walls. Density weighted (Favre) averages are noted by {·}. The friction Reynolds number

is given by Reτ = H/δν , where δν = µw/(ρwuτ ) and the friction velocity uτ = (τw/ρw)
1/2. Here,

τw indicates the resolved wall shear stress. Two configurations are considered here: Re = 3000

and Re = 6000, and corresponding Mach numbers of Ma = 1.5 and Ma = 3. Both cases use a

Prandtl number of Pr = 0.72 and adiabatic index of γ = 1.4. As the high Mach numbers introduce

large thermodynamic variations, temperature dependent viscosity is given by Sutherland’s law,

normalized as

µ

µw
=

1 + S1/Tw
T/Tw + S1/Tw

(
T

Tw

)3/2

, (4.29)

with the constant S1/Tw = 0.3765.

Simulations at both Reynolds numbers use the same base grid of M = [20 × 7 × 10], with

adaptive parameters as shown in Table 4.1. For all cases, much higher spatial resolution was

permitted than in the reference DNS, though a lower order derivative approximation is used here.

A notable difference is that a much lower aspect ratio was used in the present SCALES simulations,

as it was found to retain far fewer adaptive grid points. Using A-AWCM, the mesh is stretched

in the wall normal direction according to a hyperbolic tangent distribution with the first point

located at ∆x+ ≈ 0.145. The maximum adaptable grid refinement is therefore sufficient to support

DNS and resolve the dissipative lengthscales in the flow, thus making ensuring that the effect of

the cutoff refinement level is minimal. Aggressive wavelet thresholding of ε = 10−1 is applied. The

momenta, total energy, and temperature fields are used as the sensors for the adaptive wavelet filter

in order to capture both kinematic and thermodynamic phenomena.

The simulations are initialized with a parabolic mean velocity profile, u>ǫ, and a constant

density and temperature. For optimal perturbation [10], the least stable eigenfunctions were su-

perimposed upon the initial velocity to hasten the transition to fully developed turbulence. A



75

Figure 4.1: The adaptive grid on a section of the turbulent vorticity field within the channel.

low initial wavelet threshold, ε0 = 10−2 was used for the first several flow through times, limiting

the damping effects of the wavelet filter on low amplitude instabilities, permitting them to grow

through transition to fully developed turbulence. As the early time solution is relatively smooth,

the increased computational cost was mitigated.

The adaptive grid for the developed turbulent flow field is illustrated in Figure 4.1, demon-

strating refinement around localized structures. The compression ratio R, defined as the percentage

of collocation points retained by the grid, is of a similar order of magnitude to that found in in-

compressible SCALES studies of homogeneous isotropic turbulence [46, 47]. The higher Re cases

correspond with a notable increase in grid compression, retaining a lower fraction of the total

points. Further studies will be required to fully characterize the Reynolds number scaling for high

speed channel flows.

The results of the SCALES simulations compare well with the benchmark DNS solutions

[26, 45]. Statistics were computed from the adaptive grid by interpolating the continuous wavelet

basis onto regular, nonadaptive sampling grids. As a reference, the friction Reynolds numbers

Case Re Model [Nx ×Ny ×Nz]max jmax R Reτ

1 3000 AMD 1280 × 448 × 640 7 0.95% 205

2 3000 LDKM 1280 × 448 × 640 7 1.01% 207

3 6000 AMD 2560 × 896 × 1280 8 0.24% 505

4 6000 LDKM 2560 × 896 × 1280 8 0.29% 512

Table 4.1: Computational and flow parameters. The maximum resolution is dictated by the highest
refinement level, jmax. The adaptive compression ratio Ris the percentage of total grid points that
were retained in the simulation.
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found in the DNS are Reτ = 221 and 556 for the Re = 3000 and 6000 cases, respectively [26]. For

all of the SCALES simulations presented here, the the average wall shear stress is under predicted

by O(10%). This discrepancy corresponds with the order of error introduced by the high adaptive

wavelet threshold of ε = 10−1. The use of an aggressive threshold in SCALES simulations is justified

by the ability to reconstruct statistical quantities in spite of the elevated error in the deterministic

solution. In the near-wall region, where the structure of the flow is not truly turbulent, the global

SCALES approximation is inconsistent with capturing the functional shape of the viscous sub-layer

to a high degree of accuracy.

In spite of this difference, turbulent statistics compare well with the DNS data across the

closure models and Reynolds numbers considered here. Velocity statistics are shown in Figure 4.2,

where Favre fluctuations are indicated by (·)′′ and Reynolds fluctuations are denoted (·)′. The

streamwise 4.2a and spanwise 4.2b Reynolds stresses have good general agreement with the bench-

mark results, predicting the location of maximum stress near the wall. The magnitudes of the

profiles computed from the SCALES simulations are slightly lower than found in the DNS data for

y+ > 20, as the energy content of the discarded wavelet modes is non-negligible.

Mach number effects manifest, in part, as heating from the dissipation of kinetic energy.

With isothermal boundaries, this results in elevated temperatures within the channel and increased

density at the walls as fluid mass has been displaced. The average density profiles are shown in

Figure 4.2c with increased gradients and density variation corresponding with the increased Mach

number.

The Van Driest transformation of the average streamwise velocity, shown in Figure 4.2d, is

〈u1〉+V D =

u+
1∫

0

(〈ρ〉/ρw)1/2 d〈u1〉. (4.30)

It is clearly seen that the SCALES simulations not only capture the universal log-law profile, but

also manifest the slight Re-associated discrepancies found in the DNS benchmarks [26]. A subtle

underprediction of 〈u1〉+V D near the wall coincides with the depressed wall shear stress, τw, while

the higher values at y+ > 20 are reflected in the higher average density in the same region.
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Figure 4.2: Profiles of the Reynolds stresses in the streamwise (a) and spanwise (b) directions, the
averaged density (c) and Van Driest-transformed mean velocity (d). Profiles are compared to the
DNS results of Foysi et al. [26].
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One of the primary purposes of this investigation is to ascertain the ability of the SCALES ap-

proach to adequately capture compressibility effects and the corresponding fluctuations in the ther-

modynamic quantities. The RMS of the fluctuating density, ρ′rms/ρw, and temperature, T ′
rms/Tw,

are shown in Figure 4.3, with comparative DNS data available only for Re = 3000. The results

align well with the benchmark case. The Re = 6000 flow configuration shows a similar profile

with the peak fluctuation RMS located very close to the boundary. The increase in Mach number

manifests as increased thermodynamic variation throughout the width of the channel.

The high accuracy of the density perturbations near and on the wall highlight two points

of note for the SCALES approach. First, the increase in accuracy near the wall for all statistics

shown here largely arises from the increase in adaptive resolution. High gradients in velocity and

temperature in the inner boundary layer cause increased local adaptation in the collocation grid.

In contrast, adaptation in the center of the domain is a result only of the fluctuating quantities

upon a low-gradient mean flow. The disparate flow conditions result in different resolution of

the turbulent phenomena throughout the domain. Second, the improvement in the accuracy of

computed turbulent statistics coincides with the same region where the normal shear stress, τw,

manifests a large error. This reinforces the idea that the SCALES methodology differs in its ability

to predict statistical versus deterministic quantities. The straightforward global application of

SCALES to turbulent channel flows, which contain quantities of interest of both types, is more

amenable to the former.

The accuracy of both the LDKM and AMD closure models was found to be similar across

both flow configurations considered here. Differences between the results computed with each model

are minimal and dependent upon the quantity examined. The average point count, as noted in

Table 4.1 by the active point ratio R, was higher for LDKM, though generally comparable.

The slightly higher point count of the LDKM simulations may be coupled to the lower RMS

eddy viscosity, µT , illustrated in Figure 4.4. Additionally, LDKM admits backscatter-type effects

through negative diffusion which is inherently unstable. Both of these effects can contribute to the

retention of energy in high wavenumbers and commensurately increased resolution. Indeed, one of
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the principle stabilizing mechanisms for negative eddy viscosity within the SCALES framework is

the ability to adapt upon unstable regions. Increasing resolution deactivates the modeled terms

(4.20-4.24) via the dynamic test filtering procedure.

The µT,rms profiles confirm that both models automatically converge to zero at the wall

without the need of additional damping functions. The LDKM model is more localized to the

turbulence-producing region within the boundary layer and the RMS profile rapidly reducing in the

center of the channel. In contrast, the AMD closure maintains a more consistent level throughout

the full domain. Increased eddy viscosity is seen throughout the domain for the higher Reynolds

number flows.

The similarity of results between the LDKM and AMD models is notable. Much of the moti-

vation behind more sophisticated LES closures is to better predict generalized turbulent flows, that

is non-homogeneous and anisotropic configurations, with lower computational cost. However, the

numerical landscape of wavelet based methods is distinct from traditional LES, as it implements

a wavelet rather than a lowpass filter. Indeed, the maximum resolution for these SCALES simula-

tions is comparable to DNS. The adaptive wavelet filter, by discarding low energy modes, acts as

an implicit component to the LES model. Within this framework, the current results indicate that

the choice of the explicit closure have a mitigated impact for the flow configurations considered.

For example, the LDKM closure separately considers and dynamically computes the SGS heat

flux 4.21, but predicts ρ′rms and T ′
rms profiles that are essentially indistinguishable from the AMD

closure, which relies on a simplified constant PrT assumption.

With this result, AMD is advantageous with a minimal computational cost. The closure term

(4.26) involves only algebraic reductions of the velocity gradient tensor, and is trivially extendable

to curvilinear meshes. In contrast, the LDKM closure requires application of the dynamic proce-

dure across five terms: (4.20-4.24). Each computation of the dynamic procedure involves multiple

lowpass, test level filtering operations. Furthermore, LDKM involves the solution of an additional

transport equation. It should be noted, however, that it remains an open question whether this

accuracy parity can be expected for other configurations, such as shock/turbulence interaction,
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supercritical pressure flows or combusting regimes.

4.4 Conclusions

The SCALES method for wavelet-based turbulence modeling has been extended to the com-

pressible regime, and examined for fully turbulent boundary layers. Simulations were performed

for multiple compressible channel flow configurations, implementing LDKM and AMD approaches

to close nonlinear terms arising from filtering the transport equations.

While the average wall shear stress was underpredicted due to the aggressive wavelet thresh-

old filter, the computed turbulent statistics were well matched with established DNS results. Of

particular note for the high speed regime, thermodynamic quantities were reasonably captured

through the SCALES approach. The channel flow configuration poses a hereto unexplored regime

for wavelet based methods, as fully developed turbulent features rapidly transition to the lami-

nar structure of the viscous sub-layer. Development of automated approaches for simultaneously

capturing these deterministic structures at high accuracy while providing a low cost approach to

turbulence modeling is a topic of ongoing research.

Of the explicit models examined here, the implementation had a muted effect on the resolved

solution. Both the AMD and LDKM closures are dynamic eddy viscosity models with favorable

convergence properties where the forcing terms vanish for well resolved, laminar, and boundary

regions. While the LDKM closure model is much more sophisticated, tracking SGS energy budgets

and emulating backscatter effects, the simpler AMD model produced results of similar quality

within the SCALES framework. This is an important result for the extension of SCALES into

applied contexts where the cost savings of simple closure models becomes important.
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Figure 4.3: Profiles for the Reynolds fluctuation RMS of density (a) and temperature (b) compared
to the DNS results of Morinishi et al. [45] for the case of Re = 3000. Comparative results were not
available for these quantities at Re = 6000.
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Chapter 5

Conclusion and Future Research

5.1 Conclusions

Application of wavelet-based LES methods to high speed flows and configurations of engi-

neering interest requires the extension of SCALES techniques to the compressible regime and the

development of approaches to efficiently capture complex geometries. A series of methodologies

has been proposed to address these deficiencies and provide a framework for efficient turbulent

simulation in this regime.

The generalized boundary condition approach of CBVP and the flexibility of A-AWCM form

powerful tools for introducing complex geometries into the otherwise restrictive wavelet environ-

ment. Furthermore, the ability to provide localized anisotropic mesh geometry greatly mitigates

one of the major shortcomings of AWCM: the so-called curse of isotropy. Isotropic grid refine-

ment incurs prohibitively high expense in the presence of sheet- and filament-like structures. Given

the prevalence of wall-bounded flows in engineering applications, this restriction had previously

precluded the use of AWCM as a practical tool. The development of A-AWCM has been shown

to permit highly efficient sparse data representations in these otherwise untenable configurations.

Importantly, A-AWCM preserves the rigorous accuracy control of multiresolution wavelet analysis

independent of the underlying mesh geometry. In this way, it addresses one of the principle diffi-

culties of static curvilinear meshes; namely, it guarantees that the grid is sufficiently well resolved

to maintain the desired discrete approximation of field variables.

A priori fidelity control and coherency filtering form the basis of the wavelet turbulence
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modeling framework, which has been extended here to the compressible regime and examined for

the first time on cases involving fully turbulent boundary layers. In addition to the filtered mo-

mentum equation, the wavelet filtered continuity and energy-transport equations are modeled and

solved. Sensor variables for the adaptive grid were chosen so that both kinematic and thermody-

namic phenomena would be resolved at the desired level. Two separate closure models have been

demonstrated successfully for high-speed channel flow. For the case considered, the solution quality

of the low cost AMD model was on par with the more expensive LDKM closure, which explicitly

tracks an estimate of the SGS kinetic energy budget. The use of low cost models increases the

attractiveness and applicability of SCALES for applied engineering analysis where total simulation

cost is a crucial factor.

5.2 Future Research

Further development efforts are ongoing for advanced curvilinear meshing methods that ex-

ploit the particular A-AWCM environment. As the wavelet refinement maintains the accuracy

of the solution in a compressed form, there is a large degree of flexibility inherent for specifying

the mesh geometry. An un-optimally distributed mesh will not detrimentally impact the solu-

tion quality, provided that the mesh is well conditioned for the coordinate transform. Aggres-

sive meshing procedures can therefore be employed biased heavily towards capturing anisotropic

structures and mapping to boundaries. Meshing metrics target regions and structures of highly

orientable anisotropy in order to ultimately provide a more efficient sparse data representation

through AWCM.

There is ongoing work in development of dynamic mesh redistribution algorithms, in which

a meshing equation is solved in a time-accurate manner and coupled to the physical transport

PDEs. Statistical quantities in the flow solution, such as averaged boundary layers, are then used

to inform the mesh. The purpose is to provide optimal sparse data representations without a priori

knowledge of the flow. One of the difficulties of mesh redistribution for transient flows has been the

danger of losing discrete approximation of the underlying fields during the redistribution process.
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A-AWCM obviates this failure mode, as it guarantees that the signal is retained at the desired

accuracy by adding grid point density in the required regions.

The application of SCALES for fully resolved boundary layers manifests the limitations of

the method, namely its applicability modeling only the purely turbulent component of the flow. In

this sense, SCALES is not a complete method for simulation of complex flows that involve both

distinctly turbulent and laminar qualities. Proposed solutions have involved dynamic feedback

loops that locally specify the wavelet threshold, ε(x, t), in time and space [48, 18]. While these

solutions for a unified engineering simulation framework are promising, their application has been

limited to flows that are well partitioned between laminar (boundary layers) and turbulent regions

(bluff body wakes). It remains an open question whether these approaches are well suited or optimal

for fully developed boundary layers where the turbulent and laminar qualities transition in close

proximity in the inner layer.

An alternative approach is proposed that is more consistent with the underlying philosophy

of SCALES modeling. The flow field is decomposed into the average 〈u〉 and perturbation u′

quantities in situ on the sparse, adaptive grid. By resolving the averaged field 〈u〉 to a high accuracy,

that is ε < 10−3, it is hypothesized that the laminar features, such as the viscous sub-layer, will

be accurately captured. It is then philosophically consistent to apply the SCALES approach to

the turbulent fluctuating quantities. Examination of such variable thresholding approaches is an

ongoing effort.

Lastly, the methods presented here enable new opportunities for efficient turbulence simu-

lation in thermodynamically interesting regimes. Future efforts are directed towards application

of these methods for numerical experiments and investigations into problems of engineering and

academic interest that have been hereto untenable.
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