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Abstract

Small angle and quasielastic neutron scattering (SANS and QENS) were used to investigate the
cause of the minimum in the diffusion coefficient for polystyrene (PS)/single walled carbon
nanotube (SWCNT) nancomposites (M. Mu, N. Clarke, R. J. Composto and K. |. Winey,
Macromolecules, 2009, 42, 7091-7097). Radius of gyration (R,) values for PS/SWCNT
nanocomposites were obtained by fitting SANS data with the Debye equation, and were found to
increase by ~450% (110 kg mol™) and ~500% (230 kg mol™), indicating agglomeration or

incomplete contrast-matching of the matrix and the nanotubes.

Elastic scans recorded via QENS on ring and chain-labelled samples indicated that the PS rings
were more mobile in both the polymer and the nanocomposite, and that adding SWCNTs
increased the mobility of the chain at SWCNT concentrations above 1 wt%, especially around the
glass transition temperature (T,). Slower motions of the ring also increased, but only at 4 wt%
loading. The stiffness values for the chain and ring were isolated for the first time, indicating

reduced chain stiffness on addition of increasing levels of SWCNTs.

QENS peaks were Fourier transformed and the decay curves fitted with the KWW function. Only
the data recorded at 177 °C returned relaxation times that could be resolved, suggesting that the

motions at lower temperatures are slower than could be detected.

T, values were extracted calorimetrically and from neutron data. The calorimetric T, had a
minimum at ~1 wt%. The neutron T, was recorded from data on two spectrometers, IRIS (2-200
ps) and HFBS (100 ps—10 ns); the ring data recorded on IRIS increased relative to the bulk on
loading, while the chain data recorded on HFBS decreased, indicating that the chain and rings are

affected by SWCNTs on different timescales.

The neutron static structure factor was affected at loading levels of 0.1-3 wt%, and the effect was

more pronounced for the chain than the ring.

This work clearly indicates that adding nanoparticles influences the local structure and fast local
dynamics of PS/SWCNTs, and while it does not identify the origin of the minimum in the diffusion

coefficient, it does narrow the time window where the origin must lie.
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best fit (blue) combines the contribution from the nanotubes and defects (red) and the single
chain contribution and background (green). The left hand data is fitted with the Zimm equation ();
the right hand data is fitted with the Debye equation (Equation 32). ......ccceecveevieerieeeciee e, 117
Figure 33: n extracted from the Zimm and Debye fits to the 110k and 230k PS series of samples.
The pink horizontal [ine iINICates N= 2. ..o 118
Figure 34: 2D SANS detector images for 230A_ann (230 kg mol™ with 0 wt% SWCNTs, annealed).
Sample—detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 m. ........cccuvveenneen. 119
Figure 35: 2D SANS detector images for 230C_ann (230 kg mol™" with 1 wt% SWCNTSs, annealed).
Sample—detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 m. ........cccuvveeenneee. 120
Figure 36: 2D SANS detector images for 230E_ann (230 kg mol™ with 2 wt% SWCNTs, annealed).

Sample—detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 m. .........cc.oec......e. 121
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Figure 37: 2D SANS detector images for 230F_ann (230 kg mol™ with 3 wt% SWCNTs, annealed).
Sample—detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 m. .......cccceeeeennns 122
Figure 38: 2D SANS detector images for 110A (110 kg mol™ with 0 wt% SWCNTs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ....cccvevvviieririciieeeiiieen, 123
Figure 39: 2D SANS detector images for 1101 (110 kg mol™ with 4 wt% SWCNTs). Sample—detector
distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ...cceeeeiiiiiiiie i, 124
Figure 40: 2D SANS detector images for 230A (230 kg mol™ with 0 wt% SWCNTs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ....cccvevvvviiiiiriciieeeieeenn, 125
Figure 41: 2D SANS detector images for 230F (230 kg mol™ with 3 wt% SWCNTs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ....cccvvvevciiereeiciieeeeciieen, 126
Figure 42: Apparent R, as a function of nanotube concentration for the 110k PS series of samples
obtained from the fits of the Zimm (black squares) and Debye (red squares) functions to d.2/d.2
vs. Q. The black and red horizontal lines indicate the unperturbed dimensions found from fitting
the data with the Zimm and Debye functions, respectively........ccccoeceeiiecii i, 127
Figure 43: Apparent R, as a function of nanotube concentration for the 230k PS series of samples
obtained from the fits of the Zimm (black squares) and Debye (red squares) functions to d.2/d.2
vs. Q. The black and red horizontal lines indicate the unperturbed dimensions found from fitting
the data with the Zimm and Debye functions, respectively........ccccooceeiieceiiiccieieec e, 128
Figure 42: SAXS data for d5 PS with 0, 0.1, 0.4, 1, 2, 3 and 4 wt% SWCNTSs, prior to background
SUBTIACTION. 1. ettt et sttt e s e s bt e e s b e e s bt e e s a b e e s b e e e st e e sabee e nteesabaeenareesares 130
Figure 44: Plots of parameter A extracted from both the Zimm and Debye fittings of d2/dQvs.
SWCNT concentration for (left) the 110k PS and (right) 230k series of PS/SWCNT nanocomposites.

Figure 45: SSF for d3 (chain-deuterated) PS with 0—4 wt% SWCNTSs recorded on IRIS at ISIS: (a) O
wt%, (b) 0.1 wt%, (c) 0.4 wt%, (d) 1 wt%, (e) 2 wt%, (f) 4 wt%. All data are normalised such that
the maximum value has an /(Q) value of 1. Error values on the /(Q) values are +0.5%, which is
smaller than the size of the data points, therefore error bars have been omitted. ...................... 138
Figure 46: SSF for d3 (chain-deuterated) PS with 0—4 wt% SWCNTSs recorded on IRIS at ISIS: (a) O
wt%, (b) 0.1 wt%, (c) 0.4 wt%, (d) 1 wt%, (e) 2 wt%, (f) 4 wt%. All data are normalised such that
the maximum value in the secondary (amorphous) peak has an /(Q) value of 1. Error values on the
1(Q) values are +0.5%, which is smaller than the size of the data points, therefore error bars have
DEEN OMITEEA. ...ttt e s bt e e s e e s be e e nee e sreeesnneens 139
Figure 47: X-Ray scattering intensity for atactic polystyrene from experiment (293 K, solid line)
and molecular dynamics simulation (298 K, dashed line). Ayyagari and co-workers,"*® reproduced

with permission from ACS © 2000. ........cccuueieeiiiiieeeiiieeeeeiie e e eeireeeeeereeeeesbeeeeeeabeeeeensraeeeensreeesenssens 140
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Figure 48: SSF for d3 (chain-deuterated) PS at (a) 67 and (b) 177 °C. All data are normalised such
that the maximum value has an /(Q) value of 1. Error values on the /(Q) values are £0.5%, which is
smaller than the size of the data points, therefore error bars have been omitted. ...................... 141
Figure 49: SSF for d3 (chain-deuterated) PS at (a) 67 and (b) 177 °C. All data are normalised such
that the maximum value in the amorphous (high-Q) peak has an /(Q) value of 1. Error values on
the /(Q) values are £0.5%, which is smaller than the size of the data points, therefore error bars
have DEEN OMITEE. ... iieee ettt ettt st e e st e s b e s sbee e sbeeesaneeas 142
Figure 50: SSF for d5 (ring-deuterated) PS with 0-4 wt% SWCNTSs: (a) 0 wt%, (b) 0.1 wt%, (c) 0.4
wt%, (d) 1 wt%, (e) 2 wt%, (f) 3 wt%, (g) 4 wt%. All data are normalised such that the maximum
value has an /(Q) value of 1. Error values on the /(Q) values are £0.5%, which is smaller than the
size of the data points, therefore error bars have been omitted.........ccccccvveeeiieiiccciei e, 144
Figure 51: SSF for d5 (ring-deuterated) PS at (a) 67 °C and (b) 177 °C. All data are normalised such
that the maximum value has an /(Q) value of 1. Error values on the /(Q) values are +0.5%, which is
smaller than the size of the data points, therefore error bars have been omitted. ...................... 145
Figure 52: Elastic scan of neat ring-hydrogenated polystyrene (h5 PS) from 43 to 454 K at selected
values of Q from 0.44 to 1.85 A™, recorded on IRIS at ISIS. The plot at the top shows the data after
reduction; the plot at the bottom shows the reduced data after normalisation by the elastic
intensity extrapolated tO T=0 K. ... e e e s e e e s e e e s bre e e e sbaeeeeeans 149
Figure 53: Elastic scan of neat chain-hydrogenated polystyrene (h3 PS) from 43 to 454 K at
selected values of Q from 0.44 to 1.85 A™, recorded on IRIS at ISIS. The plot at the top shows the
data after reduction; the plot at the bottom shows the reduced data after normalisation by the
elastic intensity extrapolated 10 T=0 K. ...oooiciiiiieiiie ettt e e e erre e e e sarae e e e snnaeeean 150
Figure 54: Elastic scan of neat ring-hydrogenated polystyrene (h5 PS) from 44 to 450 K at all
recorded values of Q (0.25 to 1.75 A™), recorded on HFBS at NIST. The plot at the top shows the
data after reduction; the plot at the bottom shows the reduced data after normalisation by the
elastic intensity extrapolated 10 T=0 K. ...oooiciiiieeiiie e et e e et e e e satae e e e eanaeeean 151
Figure 55: Elastic scan of neat chain-hydrogenated polystyrene (h3 PS) from 44 to 450 K at all
recorded values of Q (0.25 to 1.75 A™), recorded on HFBS at NIST. The plot at the top shows the
data after reduction; the plot at the bottom shows the reduced data after normalisation by the
elastic intensity extrapolated 10 T=0 Ku...ooiiiciiiiieiiie e saaee s 152
Figure 56: Normalised elastic scans for h5 (ring-hydrogenated) PS with (a) 0, (b) 0.1, (c) 0.4, (d) 1,
(e) 2 and (f) 4 wt% SWCNTs recorded on IRIS @t ISIS. .....uviiiiieiiieiiee ettt 153
Figure 57: Normalised elastic scans for h5 (ring-hydrogenated) PS with (a) 0, (b) 0.4 and (c) 4 wt%
SWCNTSs recorded 0n HFBS @t NIST.....cooiiiiiiieeeeteeesee sttt s s 154
Figure 58: Normalised elastic scans for h3 (chain-hydrogenated) PS with (a) 0, (b) 0.1, (c) 0.4, (d) 1,
(e) 2 and (f) 4 wt% SWCNTSs recorded on IRIS @t ISIS. ......ccuviiiiereie e 155



Figure 59: Normalised elastic scans for h3 (chain-hydrogenated) PS with (a) 0, (b) 0.1, (c) 0.4 and
(d) 4 wt% SWCNTSs recorded on HFBS @t NIST. ....ccuiiiiiiiiiie e eeee et eee s e e e svee e e e sene e 156
Figure 60: Natural logarithm of the normalized elastic intensity of (a) neat h5 PS, (b) h5 PS with
0.4 wt% SWCNTs, (c) neat h3 PS, and (d) h3 PS with 0.4 wt% SWCNTs as a function of Q* for
selected temperatures. (a) and (c) are from data recorded on IRIS at ISIS, while (b) and (d) are
from data recorded on HFBS at NIST. The Debye—Waller factor can be extracted from these plots
by evaluating the slope: the slope has a value of -(U2)/3.......cccoereieeerceereieeeeeeeeee e 158
Figure 61: Mean-square displacement (u?) as a function of temperature for h5 (ring-
hydrogenated) and h3 (chain-hydrogenated) PS with between 0 and 4 wt% SWCNTSs (see legend
for sample composition details) from data recorded on IRIS @t ISIS. ......cccovieeiiieiieciiee e, 158
Figure 62: Mean-square displacement (u?) as a function of temperature for h5 (ring-
hydrogenated) and h3 (chain-hydrogenated) PS with between 0 and 4 wt% SWCNTs (see legend
for sample composition details) from data recorded on HFBS at NIST. .......ccoovvveieeiiieeeenriee e, 159
Figure 63: Polymer stiffness for ring- and chain-hydrogenated polystyrene—SWCNT
nanocomposites as a function of nanoparticle concentration (SWCNTs for the data presented in
this chapter). Additional stiffness data from Sanz et al.’s 2008 paper*?° on PS—C¢, nanocomposites,

recorded on spectrometer IN16 at ILL, are also included (in this case the nanoparticles are Cgp).

........................................................................................................................................................ 161
Figure 64: Neutron glass transition temperature values extracted from measuring the
temperature of the discontinuity in the (U2) Vs. T PIOtS. ....cvoveeeeeeeeeeeeeeeeeeeeeeeeeeeee e 163
Figure 65: Calorimetric T, values for the d3 (black squares) and d5 PS (red circles) SWCNT
nanocomposites used in the QENS experiments. The error bars correspond to the standard
deviations of the average values from two heating runs. .........ccecveeiriiee e 165

Figure 66: Sample /(Q,t) decay curves created via Fourier transform of the S(Q,w) QENS peaks
deconvolved with a dedicated instrument resolution peak, R(Q,w) recorded during the same
neutron scattering session. The curves shown are from the neat h3 PS sample at: 177 °C and three
Q values (detailed in the legend, left), and Q = 1.773 A" at five temperatures (detailed in the
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Figure 67: Sample /(Q,t) decay curves created via Fourier transform of the $(Q,w) QENS peaks
deconvolved with an instrument resolution peak, R(Q,w), improvised by adding the peaks
recorded from the first five temperatures of the elastic scan of the same sample. The curves
shown are from the h5 PS sample with 2 wt% SWCNTs at: 177 °C and three Q values (detailed in
the legend, left), and Q = 1.773 A™ at five temperatures (detailed in the legend, right). ............. 168
Figure 68: Sample 1(Q,t) decay curves (left) before and (right) after truncation at the point at

which the data displays an upturn or becomes noisy. These curves display data obtained from h5
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PS + 0.4 wt% SWCNTs samples at 177 °C, and are representative of all samples. Details of the Q
values of each data set are given in the legends of each plot.........cccceeeeeeciiiieii e, 169
Figure 69: Fits of the KWW function with freely varying S to the /(Q,t) curves of h3 PS + 4 wt%
SWCNTs at 177 °C. Details of the Q values of the data are given in the legends of each individual
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Figure 70: Fits of the KWW function with freely varying S to the I(Q,t) curves of h3 PS + 4 wt%
SWCNTSs at 177 °C. Details of the Q values of the data are given in the legends of each individual
plot. ContinUAtion Of FIGUIE B9 ......ciiiiiiiii ettt e e st e e s sbee e e s sbeeeessbeeeassans 172
Figure 71: Fits of the KWW function with freely varying £ to the /(Q,t) curves of h3 PS + 4 wt%
SWCNTSs at 177 °C. Details of the Q values of the data are given in the legends of each individual
plot. ContinUAtion Of FIGUIE B9. ......cciiiciiieiieiiee ettt e e s s e e s sbee e e s sbeeeessbeeeassans 173
Figure 72: Bvalues obtained from fitting all 595 curves from the h3 PS series of samples. Samples
containing 0 wt% SWCNTSs are squares; 0.1 wt%, circles; 0.4 wt%, point-up triangles; 1 wt%, point-
down triangles; 2 wt%, diamonds; 3 wt%, left-pointing triangles; and 4 wt%, right-pointing
triangles. Beta values extracted from data recorded at 67 °C are indicated in red; 97 °C, yellow;
127 °C, green; 152 °C, blue; and 177 °C, PUIPIE. ...eeei ettt e et e s eaaee e 174
Figure 73: Plot of A (black, left-hand y-axis) and t gww (blue, right-hand y-axis) extracted from
the KWW fits using variable S for h3 PS + 4 wt% SWCNTs at 177 °C. .coovvvirvienineeeneceeeeeeenne 175
Figure 74: Fits of the KWW function with £ =0.61 to the /(Q,t) curves of h3 PS + 4 wt% SWCNTs at
177 °C. Details of the Q values of the data are given in the legends of each individual plot......... 177
Figure 75: Fits of the KWW function with = 0.61 to the /(Q,t) curves of h3 PS + 4 wt% SWCNTs at
177 °C. Details of the Q values of the data are given in the legends of each individual plot.
ContiNUAtiION OF FIGUIE 74 ...ttt e ettt e et e e et e e e et a e e e e ataeeeeestaeeeentseeesansaeeans 178
Figure 76: Fits of the KWW function with £ =0.61 to the /(Q,t) curves of h3 PS + 4 wt% SWCNTs at
177 °C. Details of the Q values of the data are given in the legends of each individual plot.
ContiNUAtiION OF FIGUIE 74 ...ttt e ettt e e et e e et e e e e etta e e e s ntaeeeeassaeeeentseeesansraeans 179
Figure 77: All Bvalues extracted from the KWW fits to the /(Q,t) curves for the h3 PS
nanocomposite series, fitted with a straight line. ......ccveviiiiiiii e 180
Figure 78: Fits of the KWW function with Q-dependent S to the /(Q,t) curves of h3 PS + 4 wt%
SWCNTSs at 177 °C. Details of the Q and S values of the data are given in the legends of each
[TaTe 1RV o [V F= I'e] [o ] PPN 182
Figure 79: Fits of the KWW function with Q-dependent S to the /(Q,t) curves of h3 PS + 4 wt%
SWCNTSs at 177 °C. Details of the Q and S values of the data are given in the legends of each

individual plot. Continuation Of FIGUIE 78. .......cocuiiii ittt e et e s s nanee e 183
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Figure 80: Fits of the KWW function with Q-dependent S to the /(Q,t) curves of h3 PS + 4 wt%
SWCNTSs at 177 °C. Details of the Q and S values of the data are given in the legends of each
individual plot. Continuation Of FIGUIE 78. ...t e e e e e e nare e e e e e 184
Figure 81: Plots of (left) A and (right) t gww extracted from the KWW fits using three different
forms for S: variable, fixed and Q-dependent; for h3 PS + 4 wt% SWCNTs at 177 °C.....ccccevveeneee 186
Figure 82: Fits of the KWW function with = 0.44 to the high-Q /(Q,t) curves of h3 PS + 4 wt%
SWCNTSs at 177 °C. Details of the Q values of the data are given in the legends of each individual

0] o 2SRRI 187
Figure 83: Plots of (left) A and (right) t xkww extracted from the KWW fits using three different
approaches to £: Q-dependent, £ =0.61 and = 0.44; for h3 PS + 4 wt% SWCNTS. ....cccccovenenne 188
Figure 84: All Bvalues extracted from the KWW fits to the /(Q,t) curves for the h5 PS
nanocomposite series, fitted with @ straight line. ......ccoeei i, 190
Figure 85: Straight line fits to h3 (blue) and h5 (pink) PS. .......ooovoiiii e 190
Figure 86: The KWW background parameter, A, vs. Q as a function of temperature for the h3 PS
series of nanocomposites. Each plot corresponds to a different nanotube concentration: top row,
left: 0 wt% SWCNTs; top row, right: 0.1 wt% SWCNTSs; row two, left: 0.4 wt% SWCNTSs; row two,
right: 1 wt% SWCNTSs; row three, left: 2 wt% SWCNTSs; row three, right: 3 wt% SWCNTSs; bottom
FOW: 4 WEYD SWIECNTS. ettt ettt e ettt e e e s s s st b e e e e e s s s saabtteeeeesssaastbeaeeeeeessannsseaaeeesenns 192
Figure 87: The KWW background parameter, A, vs. Q as a function of temperature for the h5 PS
series of nanocomposites. Each plot corresponds to a different nanotube concentration: top row,
left: 0 wt% SWCNTs; top row, right: 0.1 wt% SWCNTSs; row two, left: 0.4 wt% SWCNTs; row two,
right: 1 wt% SWCNTSs; row three, left: 2 wt% SWCNTs; row three, right: 4 wt% SWCNTs............. 193
Figure 88: The KWW parameter A from h5 PS with 2 wt% SWCNTSs, overlaid with the static
structure factor from d5 PS with 2 wt% SWCNTs, both from data recorded at 177 °C. The lines
joining the data points are provided as a guide to the eYe. ......cccvveeeeciiee e 196
Figure 89: The KWW parameter A from h3 with 2 wt% SWCNTs, overlaid with the static structure
factor from d3 PS with 2 wt% SWCNTSs, both from data recorded at 177 °C. The lines joining the
data points are provided as a guide t0 The EYE. .......uee i 197
Figure 90: The KWW t xww parameter, vs. Q as a function of temperature for the h3 PS series of
nanocomposites. Each plot corresponds to a different nanotube concentration: top row, left: 0
wt% SWCNTSs; top row, right: 0.1 wt% SWCNTSs; row two, left: 0.4 wt% SWCNTSs; row two, right: 1
wt% SWCNTs; row three, left: 2 wt% SWCNTSs; row three, right: 3 wt% SWCNTs; bottom row: 4
wt% SWCNTs. The horizontal red line corresponds to the lower limit of the instrumental
FESOIUTION. .ttt et e s bt sae e s st e et et e e s b e e s beesasesanesabeeabeeneennees 198
Figure 91: The KWW 1 xyww parameter, vs. Q as a function of temperature for the h5 PS series of

nanocomposites. Each plot corresponds to a different nanotube concentration: top row, left: 0
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wt% SWCNTSs; top row, right: 0.1 wt% SWCNTSs; middle row, left: 0.4 wt% SWCNTs; middle row,
right: 1 wt% SWCNTs; bottom row, left: 2 wt% SWCNTSs; bottom row, right: 4 wt% SWCNTs. The
horizontal red line corresponds to the lower limit of the instrumental resolution. ..................... 199
Figure 92: The KWW 1 gww parameter, vs. Q as a function of concentration for the h3 PS series
of nanocomposites at 177 °C. The red horizontal line indicates the lower limit of the instrumental
(T o] [V} o] o PP U PO URTOPRROPPOURONt 200
Figure 93: The KWW 1 gww parameter, vs. Q as a function of concentration for the h5 PS series
of nanocomposites at 177 °C. The red horizontal line indicates the lower limit of the instrumental
FESOIUTION. .ttt e bt e s bt e s ae e s et et e et e e s bt e sbeesaeesabeeabeeabeeneennees 201
Figure 94: S(Q, w) peaks for h5 PS with no SWCNTs at 67 °C for four different Q-values (details of
the Q-values are given in the figure legend) compared to the resolution peak............ccccuuveenn.e.e. 202
Figure 95: 5(Q, w) peaks for h5 PS with no SWCNTs at 177 °C for four different Q-values (details of
the Q-values are given in the figure legend) compared to the resolution peak........c.ccccccuvveeenn.nen. 203
Figure 96: S(Q, w) peaks for h5 PS with no SWCNTs at Q = 0.48 A™ at two temperatures (details of
the temperatures are given in the figure legend) compared to the resolution peak. ................... 203
Figure 97: $(Q, @) peaks for h5 PS with no SWCNTs at Q = 1.77 A™ at two temperatures (details of
the temperatures are given in the figure legend) compared to the resolution peak. ................... 204
Figure 98: /(Q,t) curves for h5 PS with no SWCNTSs at two temperatures and two Q values. Black
line: 67 °C, Q = 0.48 A™%; red line: 67 °C, Q= 1.77 A™%; green line: 177 °C, Q = 0.48 A™%; blue line: 177
G, Q= .77 A e ettt ettt ettt ettt ettt et et et et et et et enneeenaene 204
Figure 99: 2D SANS detector images for 110A (110 kg mol™ with 0 wt% SWCNTs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ....cccvvvevciiiieciiieeeeiiiee, 212
Figure 100: 2D SANS detector images for 110B (110 kg mol™" with 0.5 wt% SWCNTs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ....ccccveeeeiiiieeeiciieeeeeeee, 213
Figure 101: 2D SANS detector images for 110C (110 kg mol™" with 1 wt% SWCNTs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ....cccceeeeiiieeeiciieeeecieeee, 214
Figure 102: 2D SANS detector images for 110D (110 kg mol™ with 1.5 wt% SWCNTs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. .....ccceeeeciiieeeccieeeecieeee, 215
Figure 103: 2D SANS detector images for 110E (110 kg mol™ with 2 wt% SWCNTSs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ....cccvvvevviiiieeiciieeeciiee, 216
Figure 104: 2D SANS detector images for 110F (110 kg mol™ with 2.5 wt% SWCNTSs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ....cccvvveviiieieeicieee e, 217
Figure 105: 2D SANS detector images for 110G (110 kg mol™* with 3 wt% SWCNTs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ....cccvvvveviiiereeiiieeeeiiieeen, 218
Figure 106: 2D SANS detector images for 110H (110 kg mol™ with 3.5 wt% SWCNTs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom:39.0 M. ....cccvvveviiiieieiiieeeeiiee, 219

18



Figure 107: 2D SANS detector images for 1101 (110 kg mol™ with 4 wt% SWCNTs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ....cccoevviiriiiieeeeeecieee, 220
Figure 108: 2D SANS detector images for 230A (230 kg mol™ with 0 wt% SWCNTs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ....cccvevvviieririciieeeiiieen, 221
Figure 109: 2D SANS detector images for 230B (230 kg mol™ with 0.5 wt% SWCNTs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ....cccvevvvvieririiiieeeiieenn, 222
Figure 110: 2D SANS detector images for 230C (230 kg mol™ with 1 wt% SWCNTs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ....cccvevvvviiiiiriciieeeieeenn, 223
Figure 111: 2D SANS detector images for 230D (230 kg mol™ with 1.5 wt% SWCNTs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ....cccvvvevciivieecciieeeeciiee, 224
Figure 112: 2D SANS detector images for 230E (230 kg mol™ with 2 wt% SWCNTs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ....cccvvveevciieeeeiciieeeecieen, 225
Figure 113: 2D SANS detector images for 230F (230 kg mol™ with 3 wt% SWCNTSs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom:39.0 M. ....cccvveevciiireeiiieeeeeee, 226
Figure 114: 2D SANS detector images for 230G (230 kg mol™ with 4 wt% SWCNTSs). Sample—
detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 M. ....ccccovviiirrreereeeeiccnnrnneen, 227
Figure 115: 2D SANS detector images for 230A_ann (230 kg mol™ with 0 wt% SWCNTs, annealed).
Sample—detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 m. ......cccceeeeeeennns 228
Figure 116: 2D SANS detector images for 230C_ann (230 kg mol™ with 1 wt% SWCNTs, annealed).
Sample—detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 m. ......ccceceeeeerennnns 229
Figure 117: 2D SANS detector images for 230E_ann (230 kg mol™ with 2 wt% SWCNTs, annealed).
Sample—detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 m. .........ccueeeenneee. 230
Figure 118: 2D SANS detector images for 230F_ann (230 kg mol™ with 3 wt% SWCNTSs, annealed).

Sample—detector distances: top left: 1.50 m; top right: 8.00 m; bottom: 39.0 m. .........ccueee..eee. 231
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List of abbreviations

R.2
— Debye function

(app) 2 tube diameter

(u?) mean-squared displacement

j—z () differential scattering cross-section normalised by a unit volume
1:202 single chain contribution

T4 tube diameter

TKWW Kohlrausch—Williams—Watts decay constant
2D two-dimensional

AFM atomic force microscopy

a-PS amorphous polystyrene

APTES 3-aminopropyltriethoxysilane

AQ”" small angle upturn

By inc incoherent scattering cross-section

CNT carbon nanotube

CVvD chemical vapour deposition

D background

D diffusion coefficient

d wall-to-wall distance

Dy bulk diffusion coefficient

d3 PS chain-deuterated polystyrene

d5 PS ring-deuterated polystyrene

DMF dimethyl formamide

Diin minimum value of the diffusion coefficient
dPS deuterated polystyrene

EISF elastic incoherent structure factor

FENE finite extensible non-linear elastic



FWHM full-width half-maximum

g(w) density of states

GBP Great British pound

h Planck’s constant

h3 PS chain-hydrogenated polystyrene

h5 PS ring-hydrogenated polystyrene

h8 PS fully-hydrogenated polystyrene

hPS hydrogenated polystyrene

HWHM half width at half maximum

1(Q) scattering intensity

1(Q,t) intermediate decay function

1Q, w) intermediate scattering function
la(Q) elastic intensity as a function of neutron wavevector
INS inelastic neutron scattering

kg Boltzmann’s constant

KWW Kohlrausch—Williams—Watts stretched exponential function
m chiral integer (nanotube)

MC-RIS Monte Carlo random isometric state
MD molecular dynamics

MWCNTs multi-walled carbon nanotubes

n chiral integer (nanotube)

PDMS poly(dimethyl siloxane)

PEO poly(ethylene oxide)

PMMA poly(methacrylate)

PS polystyrene

Q neutron/X-ray wavevector

QENS guasielastic neutron scattering

R size of the polymer chain

R(Q,w) spectrometer resolution function



Rg

RgO
RMWCNT
Rne
RSWCNT
5(Q w)
s.d.
SANS
SAXS
SC/PRISM
SSF

SWCNTs

radius of gyration

radius of gyration of bulk polymer
multi-walled carbon nanotube radius
nanoparticle radius

single-walled carbon nanotube radius
incoherent structure factor

standard deviation

small angle neutron scattering

small-angle X-ray scattering

self-consistent polymer reference interaction site model

static structure factor

single-walled carbon nanotubes
temperature

transmission electron microscopy

glass transition temperature
tetrahydrofuran

melting temperature

temperature of maximum weight loss
volume percent

wide-angle X-ray scattering

wide-angle X-ray scattering

number of entanglements per chain
fraction of immobilised chain segments
effective local stiffness

neutron wavelength

volume fraction of polymer nanoparticles
critical volume fraction

stretching exponent

relaxation time
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frequency
scattering angle

viscosity
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Chapter 1: Literature review
This thesis concerns the influence of carbon nanotube (CNT) fillers on the structure and dynamics

of polystyrene (PS). In order to study the effect of the filler, it is first necessary to review the
properties of both the nanotubes in the absence of a supporting matrix, and the matrix in the
absence of filler. First a background on carbon nanotubes and their scientific interest is presented,
including a discussion of their effect on polymer matrices. Second, the polymer chain
conformation in polymer nanocomposites is reviewed. Third, the dynamics of polystyrene, both in
the bulk and as thin films is considered; followed by a review of the literature concerning the

dynamics in polymer nanocomposites.
1.1 Carbon nanotube nanocomposites

1.1.1 Carbon nanotubes

Carbon nanotubes (CNTs) were first identified in 1991 by lijima,* and consist of rolled up sheets of
carbon atoms end-capped with hemispherical carbon shells (hemifullerenes). There are two basic
types of carbon nanotube: (i) single-walled carbon nanotubes (SWCNTs), which consist of a single
graphene sheet rolled into a seamless cylinder, and (ii) multi-walled carbon nanotubes
(MWCNTSs), which are made up of nested cylinders of graphene with interlayer separations of 0.34
nm, which corresponds to the inter-plane spacing in graphite. The properties of carbon nanotubes
are dependent upon their morphology, size and diameter, and CNTs can be metallic or semi-

conducting.

1.1.1.1 Synthesis
Carbon nanotubes can be synthesised by a variety of methods, including arc discharge, laser

ablation and chemical vapour deposition.”?

1.1.1.1.1 Arc discharge

Arc discharge was the method used by lijima in the first synthesis of carbon nanotubes, which
were MWCNTs.! In this method, the CNTs are formed via hot plasma discharge between two
graphitic electrodes connected to a power supply in the presence of gaseous helium. Gaseous

carbon is formed by evaporation of the solid carbon, which then condenses to form nanotubes.

1.1.1.1.2 Laser ablation

In 1995, Guo et al. used this method to create the first reported SWCNTs.? For laser ablation, a
carbon source is doped with small amounts of a mixed metallic catalyst (0.6 at% each of Co and
Ni) for nucleating CNT growth, then the doped carbon is vaporised using a pulsed laser beam at
very high temperatures and pressures in the presence of an inert gas. The nanotubes condense
away from the laser, in regions that are comparatively cool. This method of nanotube production

is very energy intensive, and thus expensive.
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1.1.1.1.3 Chemical vapour deposition

For chemical vapour deposition (CVD), a catalyst is used to decompose a gaseous carbon source
(e.g. a hydrocarbon or carbon monoxide), and the nanotubes grow on a metallic substrate. While
this method requires high temperatures (500-1000 °C), it is conducted at atmospheric pressure,
making it commercially viable for the production of large volumes of CNTs. Plasma-enhanced CVD,
first used by Ren et al. in 1998 uses a direct current plasma to align the nanotubes,’ and this

variant of CVD is used to produce CNT-based flat panel displays and solar cells.

1.1.1.2 Properties
Carbon nanotubes have been shown to have unique properties, including excellent mechanical,

2,3,6,7

electrical, thermal and optical properties. This combination of properties is not seen in any

other individual material, except graphene.

1.1.1.2.1 Mechanical properties

Carbon nanotubes exhibit high stiffness, high moduli, and excellent tensile strength. Yu et al.
reported stress—strain values for individual MWCNTs of 0.27-0.95 TPa, fracture of MWCNTs at
strains up to 12%, and strengths of 11-63 GPa, corresponding to nanotube toughness values of
~1200 J g_l. The nanotubes were found to fracture via a sword and sheath failure mechanism,

with the outer layer of the nanotube fracturing and the inner layers telescoping out.?

It has proven difficult to obtain the mechanical properties of individual single walled carbon
nanotubes,’ as it is difficult to isolate them, but good results have been achieved for small
bundles of SWCNTSs: Salvetat et al. described tensile modulus values of 1 TPa for small bundles of
SWCNTs via bending methods in an atomic force microscope.” The properties of larger bundles
were poorer owing to slippage between the nanotubes. Yu et al. determined SWCNT moduli of
0.32-1.47 TPa, strength values of 10-52 GPa, and failure strains of 5.3%, giving toughness values

of ~770 ) g2 The bundles were found to fail at their perimeters.

1.1.1.2.2 Electrical properties

The arrangement of atoms in an individual nanotube can be described by the chiral vector (n, m),
where n and m are integers of the vector equation R = na; + ma,. Carbon nanotubes may be
metallic or semi-conducting, and their conductivity is determined by the values of n and m. A
SWCNT is metallic when n — m is divisible by three, otherwise, it is semiconducting.11 Ebbensen et
al. measured the conductivity of individual nanotubes, reporting values of 10-10® S m™,*? but
also reported that the conductivity varied widely from nanotube to nanotube. The electrical
properties of carbon nanotubes are affected by defects in the CNTs, with defects leading to a

large increase in electrical resistance.™
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1.1.1.2.3 Thermal properties

Individual carbon nanotubes display excellent thermal conductivity, achieving values (6000 W m™
K™) comparable to diamond or a monolayer of graphene,* and significantly higher than copper,
which has thermal conductivity of ~400 W m™ K™ at room temperature,” and is widely used for

its good thermal conductivity, e.g. in saucepans.

1.1.2 Nanocomposites

Polymer nanocomposites are polymer matrices containing fillers that have at least one dimension
of less than 100 nm. A wide variety of fillers, including nanoclays, nano-oxides, carbon nanotubes,
metallic particles and silsesquioxanes can be used. The nanoscale dimensions of the particles in
nanocomposites result in a high specific surface area, leading to increased physical interactions
and physico-chemical and chemical interfaces, which can in turn lead to enhanced electrical,
optical, mechanical, thermal and barrier properties at much lower loading levels than can be

achieved with conventional fillers.*®>*’

1.1.3 Carbon nanotube nanocomposites

The first carbon nanotube polymer nanocomposites were produced by Ajayan et al. in 1994."
Since then CNT polymer nanocomposites have been widely researched, with new papers being
published on them every day. Carbon nanotube polymer nanocomposites are of interest because
they can exhibit large enhancements in the mechanical, electrical, thermal properties relative to
the base matrix, conventional composites containing microscale fillers and other nano-filled
composites.” > Carbon nanotube polymer nanocomposites have been used in the automotive,

microelectronics, aeronautic and aerospace sectors.”

1.1.3.1 Synthesis

Unfortunately the surface properties of CNTs cause them to agglomerate, forming bundles of 10—
100 nm in diameter,”® making them difficult to disperse in polymer matrices. As composites in
which the nanotubes are well dispersed tend to display greater improvements in properties than
those in which the nanoparticles are poorly dispersed, the key aim when preparing CNT—polymer
nanocomposites is to ensure that the CNTs are as well dispersed as possible.” In addition, the
aspect ratio of the CNTs should not be detrimentally affected by the preparation process, as
aspect ratio is one of the key properties of CNTs. For certain properties of CNT—polymer
composites, e.g. load transfer, it is also necessary for good interfacial bonding to be achieved

between the polymer matrix and the CNTs.

There are three major categories of CNT—polymer nanocomposite production: melt processing,

20

solution blending and in situ polymerisation,” *° each of which are covered in the following

section.
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1.1.3.1.1 Pre-processing

The methods currently used for the preparation of CNTs tend to mean that a sample of CNTs will
contain other species, so pre-processing is required to eliminate these contaminants.? This pre-
processing usually consists of up to three steps: (i) purification, (ii) de-agglomeration, and (iii)

chemical functionalisation.

The intention of the purification steps is to remove any amorphous carbon, fullerenes, non-
crystalline graphitic species and catalyst residue from the CNTs. In general, this is done by
thermally annealing the CNTs in air or oxygen, which selectively etches the amorphous carbon,
then washing the CNTs in acid to eliminate the catalyst residues. Alternatively mechanical
techniques, e.g. centrifugal separation, size exclusion chromatography and microfiltration, may be
used. Unfortunately all current methods tend to reduce the amount of material by ~50%, so more
efficient methods (of CNT production and purification) must be developed in order for CNTs to be
considered for routine industrial application; at present carbon nanotubes cost of the order of

hundreds of pounds (GBP) per gram, with SWCNTSs costing significantly more than MWCNTs.*

A wide variety of methods are available for the de-agglomeration of CNTs, including
ultrasonication, electrostatic plasma treatment, polymer wrapping (where a polymer is wrapped
round a CNT via non-covalent association, in a way that does not affect the structure of the

22,23

individual nanotube) and electric field manipulation. Of these, sonication is the most widely

used, but it has been shown that this can reduce the aspect ratio of the CNTs. 2%

Chemical functionalisation is a common technique that can be used to improve the interactions
between the CNTs and the polymer matrix, leading to improved processability and property
enhancement. In addition, through surface functionalisation, the nanotubes can be covalently
bonded to the polymer matrix, which further improves the interaction at the polymer—CNT

interface.””?*

1.1.3.1.2 Melt processing

Melt processing methods of preparing CNT—polymer nanocomposites are commonly used for
industrial-scale nanocomposite preparation as they make use of conventional industrial
techniques, e.g. extrusion, internal mixing, and injection and blow moulding, to incorporate the
CNTs into the polymer matrix.”> Melt processing methods rely on the high temperatures and
shear forces inherent in these techniques to disperse the CNTs in the polymer matrix, but they are
still less effective than solution blending at dispersing the CNTs, and are limited to low
nanoparticle concentrations due to the viscosity increasing rapidly as the CNT concentration is

increased.”?*°

30



Melt processing methods do, however, have some advantages. As no solvent is required for these
methods the final composite is purer and the risk of introducing contaminants is reduced; in
addition, if elongational flow is part of the processing technique, the CNTs are aligned during

processing, which can lead to improved properties.?

1.1.3.1.3 Solution blending

Solution blending classically involves three key steps: (i) the CNTs are dispersed in a solvent; (ii)
the CNT-solvent dispersion is mixed with a polymer solution; (iii) the composite is recovered via
either precipitation or film casting. Solution blending is the most commonly used method of CNT—
polymer nanocomposite preparation in the academic literature, partly because the presence of
solvent significantly lowers the viscosity of the solution compared to melt blending, but also
because it is possible to produce small samples, which is ideal for most laboratory techniques.?
However, the presence of solvent also has disadvantages: unless they are chemically modified,
CNTs are insoluble in all solvents, so ultrasonication is necessary to produce a metastable solution
of CNTs, but, as mentioned previously, this can reduce the aspect ratio of the CNTs, particularly if
long periods of sonication are required. In addition, during solvent evaporation, the CNTs have a
tendency to agglomerate, however, this can be reduced by using spin-casting (where a droplet of
CNT—polymer—solvent mixture is spun at high speeds to rapidly remove the solvent) or drop-
casting (where the CNT—polymer—solvent mixture is dropped onto a heated substrate causing the

solvent to evaporate rapidly).

For the work presented in this thesis on CNT—polystyrene (PS) nanocomposites, the coagulation

1.3 in 2003 and is a variation on

method was used. This method was first demonstrated by Du et a
the solution blending methodology. Du et al. used poly(methyl methacrylate) (PMMA) due to its
good spinning properties, and its high solubility in dimethyl formamide [DMF, a solvent which
disperses single-walled CNTs (SWCNTs) well] and single-walled CNTs, but the method has also
been shown to work well for SWCNT—PS nanocomposites.?* The method involves 5 key steps: (i)

purification of the SWCNTs; (ii) dispersion of the SWCNTSs in DMF; (iii) dissolution of polymer into

the DMF-SWCNT suspension; (iv) coagulation into water; (v) drying the final composite.

1.1.3.1.4 In situ polymerisation

In situ polymerisation occurs via a two-step process. First, the CNTs are dispersed in the
monomer, then the monomers are polymerised. This method leads to improved dispersion of the
nanotubes in the polymer matrix, especially when combined with chemically-functionalised
CNTs—the functionalisation improves the dispersion in the monomers and thus in the final
polymer. In addition, chemical-functionalisation can lead to covalent bonding between the CNTs
and the matrix, providing reinforcement on a molecular level. This method was not used for the

production of the nanocomposites in this thesis as the analysis of neutron scattering data is
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simplified if the polymer has very low polydispersity;** in order to achieve a polymer with a low
polydispersity, living anionic polymerisation was used, a method which requires the elimination of
all impurities or the reaction fails.*? It is not possible to make the nanotubes sufficiently pure to

be incorporated during a living anionic polymerisation reaction.

1.1.3.1.5 Other methods

There are several other methods which may be used for incorporating CNTs into polymer
matrices. Solid-state mechanical pulverisation (e.g. pan milling and twin-screw pulverisation)
essentially involves grinding the polymer and nanotubes together. This method can result in the
nanotubes becoming grafted to the polymer, leading to good dispersion, improved interfacial

adhesion, and improved tensile modulus.*3*

In the latex fabrication method, CNTs are dispersed in water, then a suspension of latex
nanoparticles is added, followed by freeze-drying and processing. This method is good for using
with highly viscous polymer matrices as a good level of dispersion is produced without having to

worry about viscosity issues.*>’

1.1.3.2 Properties

1.1.3.2.1 Mechanical properties

The excellent mechanical properties of carbon nanotubes (i.e. high Young’s modulus, high tensile
strength, high aspect ratio, low density, etc.) make them ideal candidates as reinforcement
materials for polymer matrices. In addition, their low density, high aspect ratio and large surface
area mean that only low loading levels are required to see some improvement in mechanical
properties. Nanotubes also have the advantage of offering multifunctionality, e.g. reinforcement

plus electrical conductivity.” > *

The tensile modulus and strength of CNT composites have been seen to increase with nanotube
loading, with the CNT dispersion, aspect ratio, length and alignment all affecting the resulting
material properties.” Homogeneous dispersion and alignment of the CNTs prevents agglomeration
and gives better load transfer between the filler and the matrix, leading to a greater improvement
in mechanical properties. The level of improvement is not as great as theoretical predictions
suggest could be achieved; this arises from imperfect dispersion and poor load transfer. Even low
levels of agglomeration increase the diameter and length distributions of the CNTs, leading to a

decrease in aspect ratio and a reduction in the filler modulus.

In order to be used for mechanical reinforcement, a good interface between the nanotube and
the polymer is required in order to facilitate load transfer. This requires aggregation to be
minimised to prevent slippage between the individual nanotubes. Chemically modifying the

surface of the CNTs can lead to improved compatibility between the CNT and the matrix, with a
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0.3% grafting density between carbon nanotubes and a polyethylene matrix (6 crosslinks with two
methylene units each) resulting in an increase in the shear strength of the nanocomposite of over
an order of magnitude.*® Covalent bonding at the CNT/polymer interface can be very effective in

improving compatibility and strengthening the material.

Schadler et al.** and Ajayan et al.** found that slippage occurred between the shells of MWCNTSs,
and within SWCNT ropes (bundled nanotubes), limiting stress transfer in CNT/polymer
nanocomposites. Nucleation of cracks occurs at low CNT density regions in the nanocomposite,

then cracks propagate along weak CNT/polymer interfaces.*

One disadvantage of adding CNTs to a polymer matrix to increase tensile strength and modulus, is
that this can be coupled with reduced strain at break, indicating a reduction in polymer toughness
and flexibility. Also after a critical CNT loading level, the matrix mechanical properties can
decrease with increasing loading, sometimes to levels below those of the neat matrix as the

nanocomposite becomes more powder-like at high filler concentrations.***

1.1.3.2.2 Electrical properties

Individual carbon nanotubes conduct electricity, and a CNT-polymer nanocomposite becomes
electrically conducting when the filler content exceeds a critical value, the percolation threshold.”
* At this concentration, the nanotubes form a continuous three-dimensional network within the
matrix, leading to a conductive path through the material. The CNT loading levels required to
create an electrically conductive nanocomposite depend on the aspect ratio, dispersion and
alignment of the fillers, but typically less than a few vol% of CNTs is required because of the large
aspect ratio and excellent electrical conductivity of the CNTs. As only small levels of CNTs are
needed to induce conductivity, nanocomposites can retain the optical clarity, mechanical
properties and low viscosity of the matrix. Electrically conducting nanocomposites are used in
electrically conducting adhesives, antistatic coatings and films and electromagnetic interference

shielding materials for electronic devices, etc.

Nanotubes conduct through their extended n-network, and well-dispersed nanotubes can induce
conductivity in an insulating polymer matrix. While chemical functionalisation can improve the
dispersibility of carbon nanotubes in the polymer matrix, a factor that should reduce the
percolation threshold, chemical functionalisation can increase the electrical percolation threshold

of CNT-polymer nanocomposites as the extended m-network is disrupted.

