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Clouds impact Earth’s climate through cloud transmission and reflection prop-

erties. Clouds reflect approximately 15 percent of the incoming solar radiation

at the top of the atmosphere. A key cloud radiative variable is cloud optical

depth, which gives information about how much light is transmitted through a

cloud. Historically, remote measurements of cloud optical depth have been lim-

ited to uniform overcast conditions and had low temporal and spatial resolution.

We present a novel method to measure cloud optical depth for coastal regions

from spectral zenith radiance measurements for optically thin clouds, which re-

moves some of these limitations. Our measurement site is part of South Florida’s

Cloud-Aerosol-Rain Observatory (CAROb), located on Virginia Key, FL (6 km

from Miami). This work is based on Marshak et al.’s [1] method for finding cloud

optical depth from vegetative sites that provide a strong spectral contrast between

red and near infrared surface albedo. However, given the unique nature of our

site, which contains water, vegetation, beach, and urban surface types, we found

no such spectral contrast at those wavelength pairs. We measured albedo, with

hyperspectral resolution, for different surface types around our measurement site



to estimate the effective spectral albedo for the area centered on the site with a

5km radius. From this analysis, we found the best possible albedo contrast (573.9

and 673.1 nm) for our site. We tested the derived cloud optical depth from zenith

radiance at these two wavelengths against a concurrently running polarized micro

pulse LIDAR (MPL) and found good agreement.



For my father.
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Chapter 1

Introduction

Clouds determine a large part of the balance of Earth’s incoming and outgoing

radiation, the Earth’s energy budget, which then directly influences the climate.

We can consider clouds as having both a cooling and heating effect on the Earth’s

temperature. On the one hand, radiation coming from space is reflected back

out, which causes cooler temperatures. On the other hand, long wave radiation

emitted from the Earth’s surface can become absorbed and re-emitted from the

bottom of clouds, which causes hotter surface temperatures when compared to

clear-sky conditions. Clouds vary greatly both in time and space, which leads

to the complexity in measuring their optical properties. Although clouds have

traditionally been poorly understood, there has been much interest in the recent

years to improve our knowledge of them. Among the most important variables

in cloud optics is cloud optical depth. When cloud optical depth is large, clouds

backscatter more light, and transmit less. This directly influences how much energy

is either backscattered or transmitted, which plays a big role in the Earth’s energy

budget given that about half of the Earth is covered by clouds at any given moment

[4].

We are interested in focussing on cloud optical depth for this work. Our work is

part of South Florida’s Cloud-Aerosol-Rain Observatory (CAROb), an observatory

located on Virginia Key (6 km from Miami, FL) on the University of Miami’s RS-

MAS Campus, with the goal to study clouds, aerosols, and Saharan dust. Accurate

measurements are difficult because past techniques either require extra knowledge

1
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about the cloud layer that is not readily available, or because the techniques used

do not provide local measurements since they rely on irradiance based techniques

that are thus averages over a larger area. In the sections that follow, we will discuss

clouds, their important features and how cloud optical depth fits into the picture.

As part of this discussion, we will also review what has been done previously with

cloud optical depth and the challenges encountered with these techniques.

1.1 Size Distributions

Clouds are highly variable, ranging in optical thickness, altitudes, and shapes.

This variability adds to the difficulty in modeling them. Primarily, water makes

up the contents of clouds, either in liquid or solid phase states. Non-precipitating

cloud particle radii range from 6 to 20 µm [4]. The lower limits of particles size are

determined by coagulation and condensation processes. Water vapor condenses

on different nuclei particles in the air, salt for example, to form clouds. This

condensation process is the initial process that begins to grow the cloud particles,

and determines the lower limit of particle size. Gravitational effects determine

the upper limit of particle size. As particles begin to grow, through collisions

and condensation, they become heavier and fall faster, with the fall speed roughly

proportional to the square of the particle radius. A cloud droplet of radius 20

µm falls at approximately 4 cm/s and begins to collide and coalesce with smaller

particles. Unless caught in a strong up draft, such a particle is likely to fall

through the cloud base and either evaporate or reach the surface as precipitation.

When particle size increases beyond 20 um, they spend only a little time in the

atmosphere compared to smaller particles.

However, clouds are not uniform. We have to consider cloud particle size dis-

tributions, where the two important variables become the effective radius and the

width of the distribution. Two commonly used size distributions are the gamma
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Figure 1.1: Particle Size Distribution functions with effective particle size of 20
µm and coefficient of variation of 2.5/20 = 0.125.

distribution and lognormal distributions, which are based on the natural distribu-

tions of cloud particles. Size distributions are characterized by size distribution

functions f(a) that must be normalized such that [4]:

∫ ∞

0

f(a) da = 1 (1.1)

where a is the particle radius. The average of a variable x weighted by the PDF

is found by:

〈x〉 =

∫ ∞

0

xf(a) da (1.2)

The gamma distribution has been shown to be a good model for the PDF of clouds

[5]

f(a) =
µµ+1aµ

Γ (µ+ 1) aµ+1
0

e
−µ

(
a
a0

)
(1.3)

where µ describes the size distribution width (typically between 2 and 8), a0 is the

peak in the distribution, and Γ is the gamma function:

Γ(µ) =

∫ ∞

0

sµ−1e−s ds (1.4)
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Another commonly seen size distribution is the log-normal distribution [6, 4]:

f(a) =
1√

2πσa
e−

ln2(a/am)

2σ2 (1.5)

where am is the mean of ln(a), and σ is the standard deviation of ln(a). The

effective radius is found by the ratio of the average volume to surface area of cloud

particles [7]:

aef =
〈a3〉
〈a2〉 (1.6)

The gamma and log-normal distributions use different variables to define the dis-

tribution shape and peak. To compare them, we relate them to the effective radius

aef and coefficient of variation:

Cvar =

√
〈(a− 〈a〉)2〉
〈a〉 (1.7)

which is the ratio of standard deviation and mean of the particle size. For the

gamma distribution:

aef = a0

(
1 +

3

µ

)
, Cvar =

√
1

µ+ 1
(1.8)

For log-normal distribution:

aef = ame
2.5σ2

, Cvar =
√
eσ2 − 1 (1.9)

Then, the variables a0, µ, a0, and σ can be solved in terms of aef and Cvar. For

the gamma distribution:

a0 =
aefC

2
var

3− 2C2
var

, µ =
1

C2
var

− 1 (1.10)

For the log-normal distribution:

am = aefe
−2.5 ln (1+C2

var) , σ =
√

ln (1 + C2
var) (1.11)

For an effective radius equal to 20 µm and coefficient of variation equal to 0.125:

a0 = 19.09, µ = 63, am = 19.24, σ = 0.1245 (1.12)

The resulting distributions are shown in Fig. 1.1.
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1.2 Liquid vs. Ice Particles

When cloud particles are made up of ice crystals, several optical features are altered

in comparison to clouds that are mainly liquid water droplets. One such feature is

the index of refraction. Figure 1.2 shows the refractive index for water [8] and ice

[9]. From 0.400 to 1.8 µm, the real part of refractive index (n) decreases for both

water (1.339 to 1.312) and ice (1.319 to 1.283), with ice generally being lower than

water. However, the imaginary part of the refractive index (k) increases for both

water (1.86×10−9 to 1.15×10−4) and ice (2.71×10−9 to 1.03×10−4) for the same
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wavelength range. This variability in the imaginary part (k) of the refractive index

explains the different absorption values within particles at different wavelengths.

With colder temperatures, there tend to be more and more ice particles in

clouds and the particles tend to be bigger. Much like the expression “as unique as

a snowflake” implies, the shapes that they can take are highly variable. Mogano

and Lee (1966) [10] identified 80 different classification types of snow crystals.

Some selected examples of crystal types are shown in Fig. 1.3. This greatly

complicates calculations given that each crystal type would have its own proper

size distribution. Given the geometry of ice crystals, one can understand that

light scattering off of ice crystals has a depolarizing effect. Polarized lidars apply

this concept to differentiate between ice and water clouds[11] by measuring the

depolarization ratio. Clouds can also exist in mixed states (ice and water).
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1.3 Cloud Optical Depth

If the concern is how much radiation is transmitted through a medium, then trans-

mittance is key. For a simple medium, optical depth is related to the direct trans-

mittance by:

T =
E

E0

= e−τ (1.13)

where T is the transmittance, E is direct irradiance (radiative power incident on

an area), E0 is initial direct irradiance, and τ is optical depth of the medium and

a dimensionless quantity. In the atmosphere, we have to account for the airmass,

the path length through the atmosphere, which modifies the transmittance to be

[12]:

Tatm = e−mτ (1.14)

where m is the airmass. When accounting for the atmospheric refraction and the

earth’s curvature, the airmass is [13]:

m(θ) =
1

cos(θ) + 0.15 (93.885− θ)−1.253 (1.15)

where θ is the zenith angle, which works for large and small angles. For small

angles (θ < 82◦), the airmass can be approximated as:

m(θ) =
1

cos(θ)
(1.16)

As seen in Fig. 1.4, at around 82◦ the small angle approximation diverges by 5%

from Eq. 1.15.

1.3.1 Cloud Optical Depth Methods

In the past, cloud optical depth research has been dominated by satellite and

ground based techniques. The International Satellite Cloud Climatology Project

(ISCCP) was created as part of the World Climate Research Programme (WCRP)
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to use satellite based radiance measurements to determine cloud radiative prop-

erties on a global scale in order to improve cloud and climate models [14]. Data

from this project is available spanning the dates of July 1983 to December 2009.

Han et al (1994) determined the effective particle radius and cloud optical depth

from lookup tables, which modeled reflected radiance from the top of Earth’s at-

mosphere using radiative transfer theory[15]. One of the drawbacks is that these

derived products are on a global scale and often represent 30 day, and in some cases

yearly, averages. The project was intended to use a spatial averaging of 250 km by

250 km boxes, consequently, the data are not local. These become concerns when

one is interested in studying clouds overhead at higher spatial resolution. Another

challenge with satellite based measurements of cloud optical depth [16, 17] is find-

ing independent measurements with which to compare, which has led to increased

interest in ground based measurements [18].

Irradiance and radiance are two commonly measured light quantities in cloud

optics. Irradiance (E), which has units of W
m2 , is a measure of how much radiative
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power is incident on an area. However, we often refer to spectral irradiance E(λ)

which is related to total irradiance E by:

E =

∫ ∞

0

E(λ) dλ (1.17)

where E(λ) has units of W
m2nm

. Radiance is the amount of radiative power incident

on an area per solid angle with units W
m2sr

, and similarly spectral radiance has

W
m2sr nm

. Conversely, irradiance is integral of radiance over solid angle:

E =

∫

Ω

L(Ω̂′) n̂ · Ω̂′ dΩ′ (1.18)

where n̂ is the surface normal and Ω̂′ is direction of the beam. The geometry is

shown in Fig. 1.5. If we consider the upwelling irradiance, light emerging from the
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surface and heading skyward, we have:

E↑ =

∫ 2π

0

∫ π/2

0

L↑(θ, φ) cos(θ) sin(θ) dθ dφ (1.19)

where θ is the zenith angle and φ is the azimuth angle.

Ground based techniques have focused on irradiance based methods, which

come in broadband [19, 20, 21, 22] and spectral [23] varieties. There are also

radiance [1] based measurements. It also possible to use lidar for cloud optical

depth, but this is limited to thin clouds, since typical lidars are low power and

cannot penetrate optically thick clouds.

Irradiance methods focus on modeling the total downwelling irradiance on the

surface. Important inputs are surface albedo and the atmospheric layers in the

scene, which include aerosol (large particles), Rayleigh (molecular), and cloud

layers. In some studies, the authors used broadband irradiance. Leontyeva and

Stamnes (1992) [24], for example, used a pyranometer to measure irradiance be-

tween 0.3 to 4 µm and from this derive cloud optical thickness. Some authors use

spectral irradiance. For example, Min and Harrison (1996)[23] measured spectral

irradiance at 6 wavelengths (415, 500, 610, 665, 862, and 940 nm) with 10 nm full

width half maximum response on each channel to derive cloud properties. An in-

herent limitation of irradiance methods for cloud optical depth is that the detectors

have a large field of view since they view incoming light for the entire hemisphere.

This results in a requirement that it be completely overcast since you want the

cloud properties to be consistent over the field of view of the measurement. A large

field of view (FOV) can make it difficult to discriminate between cloud scenes for

small clouds. For example, you can imagine a scenario where a small and optically

thin cloud produces the same irradiance as a large and optically thick cloud. In the

first situation you have little reflection off the cloud, but a large clear sky contribu-

tion. In the second situation, you have more reflection off the cloud and little clear
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sky contribution. For this reason, you are limited to uniform overcast conditions

for irradiance methods. Radiance methods are limited in a similar way, but since

they have a smaller FOV they can look at smaller clouds. Particularly, this an

issue with the small cumulus clouds which dominate the sky in South Florida.

One of the main objectives of ground based irradiance studies is to provide an

independent source to compare with satellite studies such as ISCCP [19]. How-

ever, studies show that surface τsrf and satellite τsat based retrievals of cloud

optical depth disagree greatly, with on average τsrf ≈ 1.6τsat [19, 23]. This large

disagreement drives interest to generate alternative methods that provide a source

of independent comparisons.

For our work, we have decided to build upon the work by Marshak et al. [1],

which is a radiance based method. It will be discussed in detail in the following

chapters. For now, let’s consider some of pros and cons of this method. One of

the notable improvements over irradiance based techniques is that it allows cloud

optical depth for non-overcast conditions. The radiance measurements typically

have an FOV less than 2◦. Effective cloud fraction can also be estimated through

this technique. Another feature is that it allows studying cloud optical depth on

the time scale of clouds. That is, it may be possible to measure clouds as they are

changing, which is an improvement over the satellite techniques we discussed ear-

lier. As with irradiance based techniques, one of the requirements of this method

is that the surface albedo must be known, which can be difficult to estimate for

heterogeneous coastal regions containing vast amount of water as in Miami. An-

other requirement is that there be strong contrast in albedo for two wavelengths,

which may not always be possible for some locations.

This method also shares some of the limitations of irradiance methods, which

is that they only give an effective cloud optical depth since they assume a plane
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(a) 2000 m resolution (b) 250 m resolution zoomed in.

Figure 1.6: Composite Aqua-MODIS Image from 1/23/2014 centered on CAROb
with overpass time: 18:45 GMT.

parallel homogeneous cloud layer which has a cloud optical depth that produces

the same radiation field at the surface as the actual cloud [20], essentially assuming

a one dimensional atmosphere. Clouds, however, are three-dimensional and not

homogeneous in nature, thus one should be mindful of three-dimensional problems

when analyzing the data. With this in mind, the cloud optical depth that we

measure is the radiatively effective cloud optical depth of fitting 3D phenomena

into a 1D model. Marshak et al. [1] compares a 3D Monte Carlo simulation to a

1D model of Zenith Radiance as a function of cloud optical depth [1]. In Marshak

et al. [1], for the bright albedo (ρ=0.5), the 1D model is centered around the 3D

model, whereas with dark albedo (ρ = 0) the 1D model is systematically below

the 3D model. This means that if we combine lookup tables for both wavelengths

that the uncertainty due to 3D effects is reduced.

Small clouds account for 15% of the global cloud cover and the smallest clouds

are found over the trade wind regions of the tropics/subtropics and over arid land

areas [25]. MODIS rapid response images [26], demonstrate cloud fields seen over

our measurement site. The small clouds seen in Fig. 1.6 are brought in from the

Atlantic by the trade winds. Present in the cloud field are many small cumulus
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clouds. Optically thin clouds in marine environments represent close to 50% of

low clouds [27]. Consequently, small clouds play a major role at our measurement

site. Small cumulus clouds are often missed by satellites given their optically thin

nature [28]. These small cumulus clouds cannot be characterized well from space,

but cover a large part of globe. With the MPL and zenith radiance measurements,

we have two methods to measure optically thin clouds.



Chapter 2

Instrumentation

During this thesis research, several systems were assembled that had to work si-

multaneously in order to get a useful data set. The main radiometer system, which

I call the cloud radiometer and time-lapse video system contains three main com-

ponents: the radiometer, the video camera, and the computer which records the

data and controls the rest of the system. In addition, I also used a polarized micro-

pulse lidar (MPL) and Aeronet Cimel sun photometer system. The measurement

site and layout of the instrumentation can be seen in Fig. 2.1. In this aspect, this

project required a lot of different responsibilities to make sure that all the systems

operated correctly. Over the course of my work we obtained a four year long data

set of MPL data, and two years of radiance data. This chapter is a description of

these different systems.

2.1 Cloud Radiometer and Time-lapse Video System

We used two different radiometers to measure downwelling zenith radiance. They

were a 6 wavelength (410, 440, 510, 550, 670, 860 nm) radiometer and a hyper-

spectral spectrometer with 1.2 nm spectral resolution from 400 to 900 nm. The 6

wavelength channel radiometer (1◦ field of view) was originally used for white cap

research[29, 30]. In this work, instead of looking down at the light reflecting off

white caps, it looks up at light reflecting from clouds. It was located outside on the

roof of the MSC Building on the RSMAS campus. We decided to upgrade to the

spectrometer to increase spectral resolution and avoid temperature variation prob-

14
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Cimels 
MPL & 
Spectrometer Time-Lapse 

Video Camera 

Cloud 
Radiometer 

Window 

Figure 2.1: Instruments located at Key Biscayne. The Cloud Radiometer is on the
other side of the wall. The MPL and Spectrometer are beside each other and inside
the building. The laser light is emitted out of a window on top of the building.

lems since it has a small footprint and could be placed inside. The spectrometer

is an Ocean Optics USB4000 fiber optic spectrometer. We attached a collimating

lens (2◦ field of view) on the fiber optic cable head, which was aligned at zenith and

placed next to the MPL indoors. In this section, I’ll discuss the cloud radiometer

and time-lapse video system in detail. I’ll refer to the 6 wavelength radiometer for

simplicity, but the procedure for the spectrometer is very similar.

The cloud radiometer and time-lapse video system were controlled through the

use of a LabView program and shell scripts. A flowchart overview of the system

is shown in Fig. 2.2. The video camera and radiometer are connected to the

computer through two separate data acquisition cards (DAQ).



16

60 

50 

40 

30 

20 

10 

  

1:12 PM 
8/21/2010 

1:14 PM 1:16 PM 1:18 PM 1:20 PM 

Time 

 410 nm [Violet] 
 510 nm [Green] 
 670 nm [Red] 
 860 nm [Near Infrared] 

Radiance Calibrated Signal 

Sunrise 
•System Starts 
Automatically 

Sunset 
•System Stops 
Automatically 

     
     
    Radiometer 
 
 
•Records Radiance 
•Detects six wavelength[410, 440, 510, 550, 670, 860 nm] 

60 

50 

40 

30 

20 

10 

1:15 PM 
8/21/2010 

1:30 PM 1:45 PM 2:00 PM 

Time 

 410 nm 
 510 nm 
 670 nm 
 860 nm 

Radiance Calibrated Signal 

Trigge
rs Lab

view
 P

ro
gram

 

     
     
    Camera 
 
 
•Begins recording time-lapse video 

(a) Process

Video Camera Radiometer 

DAQ: 
NI-USB6009 

DAQ: 
ADVC-100 

Computer: 
Mac Mini 

LabView 

EvoCam 

Outside 

Inside 

(b) Wiring Diagram
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The video camera data is read by a webcam program (EvoCam) that has some

very useful features. First, it allows time-lapse images to be saved. I set the time

interval to 15 seconds in order to create the time-lapse video that allows us to

review the clouds above the site as they were passing through the scene. This

allows us to determine cloud cover during the radiometer measurements. As a side

benefit, the time-lapse video can also be compared with the MPL data, which is

located near the video camera. However, this is only useful during the day. The

second feature is that the software has the ability to start recording when it senses

daylight. This is done in two ways, by calculating sunrise and sunset times based

on the latitude and longitude, or by setting a threshold of daylight. Throughout

this research project, I’ve tried both options. The threshold of daylight is set using

a slider in EvoCam and was set to 20% of the threshold which seemed to work well

for our purposes. But in the end calculating the start and stop time based on the

solar zenith angle for the location seemed to be more reliable, because it was less

reliant on the weather conditions and gave more consistent start and stop times.

The third feature is that the web cam program allows shell scripts to be triggered

when certain events occur.

At sunrise, a shell script begins the radiometer’s LabView data acquisition

program. Likewise, at sunset, the system stops recording data. The radiometer’s

program records the 6 wavelength channels into ascii files to be used for later

analysis. The LabView program allows the files to be time stamped and sorted by

year, and then by month. This allows us to keep the large amounts of data well

organized and easily accessible. In the case of the spectrometer, data is acquired

through Ocean Optics Spectra Suite software. There is another shell script that

is responsible for uploading/backing up the radiometer and time-lapse data to our

remote servers.
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2.1.1 Radiance Calibration

On its own, the radiometer measures the incoming light in volts or instrument

counts, and is converted to radiance units through calibration. In order to calibrate

the radiometer response we use the experimental layout shown in Fig. 2.3a. We

start with a 1000 W FEL standard lamp with known irradiance spectrum, E0(λ),

at a specific distance, as in Fig. 2.3b. The light from this lamp is reflected from

a Lambertian plaque placed at 50 cm from the lamp. The radiometer is aimed at

the center of the plaque at an angle of 45 degrees. The radiance from the plaque

is well defined for a Lambertian surface with reflectance (ρ) and related to the

irradiance by:

E = 2π

∫ π
2

0

(
L cos θ

ρ

)
sin θ dθ = πL (2.1)

where E is the irradiance and L is the radiance. The radiance from the plaque is:

L =
E

π
ρ (2.2)

where ρ is the plaque reflectance (0.95 ± 0.01). In the end, the radiance reaching

the radiometer is:

Lcal(λ) =
0.95E0(λ)

π
(2.3)

The ratio of the plaque radiance to measured volts will give us the calibration

coefficient in radiance units per volt, or:

Ccoef (λ) =
Lcal(λ)

V (λ)
(2.4)

In the following section, we’ll go through an example of this calibration.

The latest radiance calibration was performed July 21, 2014. I started with

the raw radiometer lamp measurement in volts, Vraw(λ). This was followed by a

dark measurement, Vdark(λ). The dark measurement was taken by simply placing

a lens cap on the radiometer, blocking the light going to it. This accounts for any
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Table 2.1: Radiance Calibration Results

Wavelength Calibration Coefficient Average Coefficient of Variation

(nm)

(
µW

cm2nm sr

1

V

) (
µW

cm2nm sr

1

V

)

410 8.56 0.0130
510 73.1 0.0311
670 5.63 0.000672
860 4.18 0.000765

internal dc offsets in the radiometer for that given time. The radiometer lamp

data is then dark corrected by subtracting the dark offset so that we have:

V (λ) = Vraw(λ)− Vdark(λ) (2.5)

The dark corrected voltage, V (λ), is then put into Eq. 2.4 to get the calibration

coefficients. The 410, 670, and 860 nm channels seem to have similar calibration

coefficients, but the 510 nm had a much higher calibration coefficient than the rest.

This filter had a very low transmission relative to the other wavelengths.

In order to calculate statistics for this calibration coefficient, I found the average

and coefficient of variation (COV), Std/mean, of the time series. The results are

shown in Table 2.1. The time series ran for 14 minutes 20 seconds with a sample

period of 1 second. The COV was small, but was higher for the 410 nm channel,

because the plaque radiance was small, and the 510 nm channel, because the

filter transmission was low. It should be noted that COV is not an assessment of

accuracy. The COV of the calibrations does indicate that we have good precision,

or little variation from one measurement to the next. The standard lamps that we

use for routine calibrations in the lab have been calibrated to a higher standard

lamp, which was calibrated in an independent laboratory. The lamps which we

used have an estimated accuracy of 4%.
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Figure 2.4: Solar Spectral Irradiance, F0, from Thuillier et al 2003 [2].

2.1.2 Radiance Normalization

It is often useful to look at the normalized radiance. In the case of the cloud optical

depth determined with the zenith radiance method, we will compare the measured

radiance with the radiance modeled with a radiative transfer calculation, which

is in units of normalized radiance. To normalize the radiometer data, we need to

use a corrected solar irradiance. The solar irradiance on a unit horizontal area [3]

varies with solar zenith angle, θ, as:

E = F0 cos (θ) (2.6)

where F0 is the extra terrestrial direct normal solar irradiance. It is a common

convention to denote:

µ0 = cos (θ) . (2.7)

The normalization constant would then be:

Enc = µ0F0(λ± 5nm) (2.8)

where F0(λ± 5nm) is the reference solar irradiance at the top of the atmosphere

at wavelength λ, bandwidth averaged over a range of ± 5nm of a given wavelength
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λ from the reference solar irradiance F0. This provides a better match with the

radiometer as its filters have a Full Width at Half Maximum (FWHM) of about

10 nm. We use the extra terrestrial solar irradiance provided in Thuillier[2], which

is shown in Fig. 2.4. The normalized radiance has the form:

Lnorm =
Lmeas
Enc

(2.9)

where Lmeas is the dark corrected radiance measured in units of µW
cm2nm sr

and Enc

is normalization constant.

2.2 Cimel Sunphotometer

At our Key Biscayne site, we have two AERONET Cimel Automated Sun-Sky

Scanning Radiometer (ASSR) with identification numbers of #631 and #632.

AERONET, a NASA project, consists of a network of Cimel sunphotometers lo-

cated all over the world [31]. This instrument is capable of taking automated

measurements of the sky radiance and direct solar irradiance at various angles in

the sky. The device has a filter wheel and measures radiance at several wavelengths:

440, 675, 870, and 1020 nm. #632 included polarization measurements in addition

to the different spectral channels. A time series comparing the AOD of the two

Cimels can be seen in Fig. 2.5. My main interest with the Cimel is the aerosol

optical depth calculated from the direct solar irradiance measurements. This data

is very useful during data reduction of other devices. The micro-pulse lidar, for

example, can use the Cimel aerosol optical depth as a reference to determine the

micro-pulse lidar’s measurement of optical depth and the backscatter coefficient.

This is discussed in detail in a later chapter.

Our two devices, are located at Key Biscayne at a latitude and longitude of

25.73197 N, 80.16333 W degrees. They are placed side by side on a platform on top

of the Marine Science Center on University of Miami RSMAS campus as shown in
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(a) Cimel #631 AOD.

(b) Cimel #632 AOD.

(c) Comparison between the two Cimels for 500 nm wavelength channel.

Figure 2.5: Aeronet Cimel AOD Time Series.
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Figure 2.6: Aeronet Cimels at the Key Biscayne, FL: #632 on the left and #631
on the right

Fig. 2.6. They require routine maintenance since they have a tendency to become

tangled on their own cables once every few months. This happens because the

radiometer heads rotate to take measurements as the sun moves across the sky and

the cables can become tangled in the process. This can happen if the instrument

goes back to its park position from an awkward direction, or when strong winds

cause the cables to tangle. In this case they must be manually untangled. Another

problem is that a faulty or corroded wet sensor can cause the cimel to fail to realize

that it is raining, and water can enter the device. When large problems like this

occur, the instruments must be sent back to NASA’s Goddard Space Flight Center

(GSFC) for repair. Routine calibrations of the instrument are done at GSFC. With

the two Cimels on location, when one is out for repair or calibration, the other is

usually still in place and working well. This is a big advantage because the Cimel

is required for calibrating the MPL.

We need aerosol optical depth for 532nm in our analysis of the MPL data.

However, there is no corresponding channel in the Aeronet data. Consequently, we

need to interpolate the Aeronet data to find the AOD corresponding to 532 nm by
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(a)

(b)

Figure 2.7: AOD interpolation. (a) Angstrom exponent time series found by fitting
AOD from 500 to 870 nm to the Angstrom power law. (b) Interpolated 532nm
AOD.
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applying the Angstrom power law [32]:

τ(λ) = τ1λ
−α (2.10)

where α is the Angstrom exponent, τ1 is the AOD at 1 µm, and τ(λ) is the AOD

as a function of wavelength. Taking the ratio of Eq. 2.10 for two wavelengths and

solving for τ(λ2), we find:

τ (λ2) = τ (λ1)

(
λ2

λ1

)−α
(2.11)

Figure 2.7a is an example of the Angstrom exponent provided by Aeronet. Using

the Angstrom exponent and 500 nm AOD, we find the 532 nm AOD, which is

shown in Fig. 2.7b.

2.3 Polarized Micro-Pulse Lidar

We used a polarized micro-pulse lidar (MPL) in the course of this research. It

is a Sigma Space Model MPL-4B-IDS-532/POL-FS. The laser light wavelength

is 532 nm, or green light. The laser sends pulses of light directly up into the

sky and measures the returned signal as a function of the time to get a vertical

profile of the aerosol properties. When the light encounters particles, some of it is

backscattered. Since we know the speed of light, the time it takes for the light to

get back is proportional to the distance traveled. The lidar collects the counts as

a function of time into different bins with the size of bins determining the range

resolution. For example a 200ns bin results in a resolution of 30 meters from:

∆y = 2c∆t (2.12)

where ∆y is the altitude bin, c is the speed of light, and ∆t is the time bin. In our

case, data beyond 25 km are usually too noisy to be of any use, but this is also

beyond the range where we expect to find most aerosol particles. The MPL has a
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Figure 2.8: MPL Optical Layout: PBS is the polarizing beam splitter and LCR is
the liquid crystal retarder.

weak pulse energy (6-8 µJ) but has a high pulse rate (2500 Hz) that is averaged

to increase the signal while also remaining eye safe. The pulse width is 11 ns.

2.3.1 Depolarization Ratio

With polarization sensitivity, the lidar is capable of telling us something about the

scattering particle (cloud or aerosol) shape. Ice clouds and irregularly shaped par-

ticles tend to have high depolarization; and water clouds or spherical particles tend

to have very little, or no, depolarization [11]. Measurement of the depolarization is

possible through the MPL’s actively controlled liquid crystal retarder (LCR) [33].

The LCR varies the retardance of its fast axis depending on the voltage applied to

the device. To better understand the design, we consider the optical layout shown

in Fig. 2.8. The laser beam first goes through a half wave plate, which rotates

the plane of polarization of the beam to match the polarizing beam splitter, then

reflects off a mirror and goes through a negative lens to match the telescope and

produce an output collimated beam. Next, the light goes into a polarizing beam

splitter (PBS), which reflects the outgoing light at a 90 degree angle [33]. The

laser light then travels through the LCR and the telescope transceiver. The sig-

nal backscattered in the atmosphere travels back down the optical system and to
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(b) LCR Mode 1 returns the non-depolarized portion to the detector as IND ε̂↔.

Figure 2.9: The LCR functions as a waveplate with fast axis set to 45◦ and switches
retardance between 0 (mode 0) and λ/4 (mode 1) in order to measure depolarized
(ID) and non-depolarized (IND) portions of the backscattered light from the atmo-
sphere. Since the PBS transmits horizontal ε̂↔ and reflects vertical ε̂l polarization,
only horizontally polarization ε̂↔ returns to the detector.

the PBS, which only transmits light orthogonal to the original polarization state

through to the detection optics, which includes a pinhole aperture, filters, focusing

lenses, and finally the photo detector.

Given that each optical element has a Mueller matrix[34], we can find the Stokes

vectors at different stages of the optical layout. In this setup, we will refer to five

polarization states:

ε̂l =




1
−1
0
0


 , ε̂↔ =




1
1
0
0


 , ε̂� =




1
0
0
−1


 , ε̂	 =




1
0
0
1


 , ε̂◦ =




1
0
0
0


 (2.13)

where ε̂l is vertical linear, ε̂↔ is horizontal linear, ε̂� is left-handed circular, ε̂	 is
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right-handed circular, and ε̂◦ is unpolarized. The laser light starts out as vertical

linear:

−→
I0 = I0ε̂l (2.14)

The PBS acts as a linear polarizer with vertical polarization for reflection and

horizontal polarization for transmission. The PBS Mueller matrices will be [34]:

MLPV =
1

2




1 −1 0 0
−1 1 0 0
0 0 0 0
0 0 0 0


 ,MLPH =

1

2




1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0


 (2.15)

where MLPV is for reflection and MLPH and for transmission. Applying the first

reflection of the PBS:

−→
I1 = MLPV

−→
I0 =

−→
I0 (2.16)

we see that the polarization state is unaltered.

Next in the path is the LCR, which oscillates back and forth between two

retardances, controlled by an electronic signal. The process is summarized in Fig.

2.9. In Mode 0, the LCR is set to 0 retardance and acts as a clear piece of glass. In

Mode 1, the LCR keeps the same fast axis at 45◦ with retardance of λ/4. For the

LCR we use the Mueller matrix corresponding to a linear retarder with retardance

ϕ and fast axis ±45◦:

MLCR (ϕ,±45◦) =




1 0 0 0
0 cos(ϕ) 0 ∓ sin(ϕ)
0 0 1 0
0 ± sin(ϕ) 0 cos(ϕ)


 (2.17)

where ϕ is 0 for mode 0 and π/2 for mode 1. As the light traveling towards the sky

goes through the LCR it sees a fast axis at +45◦ but backscattered light from the

atmosphere sees the reverse sense of the fast axis, or −45◦. The intensity exiting
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the LCR is:

−→
I2 = MLCR (ϕ, 45◦)

−→
I0 = I0




1
−cos(ϕ)

0
−sin(ϕ)


 =

{
I0ε̂l for ϕ = 0
I0ε̂� for ϕ = π/2

(2.18)

where
−→
I2 is vertical for mode 0 and left hand circular for mode 1.

The laser light then interacts with the atmosphere. To describe the scattering

matrix for the atmosphere we consider single scattering of particles with a plane

of symmetry and random orientation along the line of sight [33]:

MATM = a




1 0 0 0
0 1− d 0 0
0 0 d− 1 0
0 0 0 2d− 1


 (2.19)

where a is proportional to the magnitude of the return signal and d the depo-

larization of the atmosphere, d=0 corresponds to no depolarization while d=1

corresponds to full depolarization. The backscattered light would be:

−→
I3 = MATM

−→
I2 = aI0




1
−(1− d)cos(ϕ)

0
−(2d− 1)sin(ϕ)


 =

{
ID ε̂◦ + IND ε̂l for ϕ = 0
ID ε̂� + IND ε̂	 for ϕ = π/2

(2.20)

where ID and IND represent the depolarized and non-depolarized portions.

ID = adI0 and IND = a(1− d)I0 (2.21)

The portion of the linearly polarized light that is not depolarized returns with its

original polarization. However, when circularly polarized light undergoes backscat-

ter the rotational-sense flips. The part that comes back right-handed actually

corresponds to original left-handed state.

When the light goes back through the LCR it sees a fast axis with −45◦ since

its reference frame is flipped on the trip back. The result is:

−→
I4 = MLCR (ϕ,−45◦)

−→
I3 (2.22)
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= aI0




1
−(1− d)cos2(ϕ)− (2d− 1)sin2(ϕ)

0
(1− d)sin(ϕ)cos(ϕ)− (2d− 1)sin(ϕ)cos(ϕ)


 (2.23)

=

{
ID ε̂◦ + IND ε̂l for ϕ = 0
ID ε̂l + IND ε̂↔ for ϕ = π/2

(2.24)

Notice that for ϕ = π/2 the left-hand circular part has become vertical and the

right-hand circular part has become horizontal. In order to make it to the detector,

the light has to transmit through the PBS, but this only happens for horizontal

polarization. The vertical polarization will be reflected at the PBS, thus essentially

lost to the receiver/detector as far as we are concerned. For mode 0, only half of

the depolarized light transmits to the detector since the unpolarized light contains

equal parts horizontal and vertical polarization. For mode 1, the non-depolarized

portion is transmitted. We can also see this by applying the PBS matrix. The

intensity of the light reaching the detector is:

−→
IF = MLPH

−→
I4 =

aI0

2

(
1− (1− d) cos2(ϕ)− (2d− 1) sin2(ϕ)

)
ε̂↔ (2.25)

For the intensity of the two modes we get:

−→
IF (0) = adI0

2
ε̂↔ = ID

2
ε̂↔ for ϕ = 0−→

IF (π/2) = aI0 (1− d) ε̂↔ = IND ε̂↔ for ϕ = π/2
(2.26)

The MPL only saves the intensity of the return signal, not the other Stokes vector

components. Ultimately, we combine these two channels to measure the depolar-

ization. The mpl depolarization ratio is:

δMPL =

∣∣∣−→IF (0)
∣∣∣

∣∣∣−→IF (π/2)
∣∣∣

=
d

2(1− d)
(2.27)

However, many descriptions of scattering particles in the literature often refer to

their linear depolarization which is defined as the ratio of the perpendicular and

parallel components of the backscatter intensities. The linear depolarization ratio
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is:

δlinear =
I⊥
I‖

(2.28)

In the case of the MPL, you can think of these as horizontal and vertical component

of the backscatter intensity
−→
I4 before hitting the PBS, or:

I⊥ = ε̂↔ ·
−→
I4 (0) =

adI0

2
(2.29)

I‖ = ε̂l ·
−→
I4 (0) = aI0(1− d

2
) (2.30)

The corresponding linear depolarization ratio would then be:

δlinear =
I⊥
I‖

=
d

2− d (2.31)

Solving for d from Eq. 2.27, and substituting into Eq. 2.31 we can find the

relationship between the linear and MPL depolarization ratios:

δlinear =
δMPL

1 + δMPL

(2.32)

This relationship between the MPL and linear depolarizations are predicated on

the fact that the particle in the atmosphere have a scattering matrix described by

Eq. 2.19. However, the Mueller matrix is always changing and in some cases this

approximation may not be applicable. For example if the aerosol or cloud particles

are not randomly oriented the relationship shown in Eq. 2.32 could be different.

Other cases of concern could be if the atmosphere changes faster than the averaging

time (15 sec) leading to incorrect ratios. Clouds with quickly changing phase or

largely mixing phase could lead to inconsistencies in the measurement. Conversely,

as long as the scattering particles do not change quickly and are well represented

by the scattering matrix shown, the depolarization ratio will give insight into the

particle shape. We also assume that the atmosphere, in the absence of particles,

itself does not depolarize the lidar signal due to effects such as turbulence. This

is because our lidar pulses are long, with a larger beam cross section, relative to

those needed to sense turbulance [35].
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2.3.2 The Lidar Equation

Our goal is to extract the aerosol optical depth and backscatter coefficient from

the lidar signal. To do this, we start with the lidar equation, which describes the

signal that the lidar receiver measures. The raw MPL signal in counts/µsec [36]

is:

RAW(r) =
1

D (RAW(r))

(
C × E ×O(r)

[
β(r)e−2τ(r)

]

r2
+ A(r, E) +B(r, E)

)

(2.33)

where r is the range, D (RAW(r)) is the detector dead time, C is the lidar constant,

E is the lidar pulse energy, O(r) is the overlap function, A(r, E) is the afterpulse,

and B(r, E) is the background signal, β is the total backscatter coefficient, and τ

is the total integrated optical path length, defined as the integral of the extinction

coefficient from the surface to an altitude r:

τ(r) =

∫ r

0

σ(r′) dr′ (2.34)

where σ is the the volume extinction coefficient in units of 1/m. When r goes to

infinity, the integrated optical path length is equivalent to the optical depth τ . The

total backscatter coefficient and integrated optical path length have contributions

from both aerosol (βA, τA) and Rayleigh (βR, τR) scattering.

τ(r) = τR(r) + τA(r) (2.35)

β(r) = βR(r) + βA(r) (2.36)

It also useful to define the backscatter to extinction coefficient R as:

Ri ≡
βi
σi

in sr−1 (2.37)

where i = A for aerosol, and i = R for Rayleigh. With the backscatter to extinction

coefficient Ri we can find the components of the integrated optical path length τi(r)
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from the backscatter coefficient βi, assuming constant Ri:

τi(r) =

∫ r

0

βi(r
′)

Ri

dr′ (2.38)

To retrieve the aerosol data, we remove the pulse energy E, the overlap function

O(r), the afterpulse A(r, E), the background signal B(r, E), the detector dead time

D (RAW(r)), and the range ,r2, terms from the raw MPL signal[37]. The resulting

signal is called the normalized relative backscatter, or NRB:

NRB(r) =
RAW(r)D (RAW(r))− A(r, E)−B(r, E)

E ×O(r)
r2 (2.39)

which results in:

NRB(r) = Cβ(r)e−2τ(r) (2.40)

2.3.3 The Rayleigh Signal

We want the aerosol information, but how do we discern the aerosol and the

Rayleigh part of our signal and what about the lidar constant C? Fortunately,

Rayleigh scattering is well known and well developed. Reconstruction of the

Rayleigh optical depth and backscatter will allow us to remove it from the NRB

signal. It is possible to reconstruct the Rayleigh component using the 1976 US

Standard Atmosphere [38] pressure profile P (r) and following Hansen and Travis

[7]:

τR(r) = τ0

(
1− P (r)

P0

)
(2.41)

τ0 = 0.008569λ−4
[
1 + 0.0113λ−2 + 0.00013λ−4

]
(2.42)

P0 = 101, 325 Pa (2.43)

where P0 the surface level standard atmospheric pressure. We find the Rayleigh

backscatter coefficient βr(r) by taking the derivative of the Rayleigh optical depth

with respect to height in Eq. 2.38 to get:

βR(r) = RR
dτR(r)

dr
(2.44)
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Figure 2.10: Rayleigh Profile using 1976 US Standard Atmosphere

The Rayleigh backscatter to extinction ratio RR(r) is 3/8π sr−1. We can now

reconstruct the Rayleigh part of the MPL signal, RAY(r), as:

RAY(r) = βR(r)e−2τR(r) (2.45)

When aerosols are not present, the Rayleigh component of the NRB in Eq.

2.40 dominates. The Saharan dust layer we are most interested in typically does

not extend above 5 km in altitude. We define the top of the aerosol layer as rmax.
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Above rmax using Equations 2.36 and 2.40 we get:

βA(r) → 0 (2.46)

β(r) → βR(r) (2.47)

NRB(r) → CβR(r)e−2τR(r)e−2τA(r) (2.48)

NRB (r >= rmax) = Ce−2τARAY(r) (2.49)

Since the aerosol backscatter coefficient approaches zero above rmax, the inte-

grated path length stops changing. This can be seen by breaking the integral into

two parts to get:

τA(r > rrmax) =

∫ rmax

0

βA(r′)

Ri

dr′ +
��
���

���
�:0∫ r

rmax

βA(r′)

Ri

dr′ (2.50)

where the term on the right vanishes given βA → 0 above rmax. The aerosol optical

depth is defined as:

τA =

∫ ∞

0

βA(r′)

Ri

dr′ (2.51)

but if βA(r′)→ 0 above rmax:

τA =

∫ rmax

0

βA(r′)

Ri

dr′ = τA(r > rrmax) (2.52)

The NRB above rmax is:

NRB (r >= rmax) = Ce−2τARAY(r) (2.53)

2.3.4 The Lidar Constant

The NRB above the aerosol layer, found in Equation 2.53, has two unknowns: the

lidar constant C and the aerosol optical depth τA(r). If we know either one of them,

we can use the MPL data to find the other. For example, if we have an independent

measurement of aerosol optical depth, we can find the lidar constant C. At the

Key Biscayne site on a building in the University of Miami RSMAS campus, as
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part of South Florida’s Cloud-Aerosol-Rain Observatory (CAROb), we have two

AERONET Cimels collecting aerosol optical depth data. These sun photometers

work well, but have the disadvantage that they can only operate during the day,

as the name implies. However, the MPL is always on, day and night.

Using the AERONET aerosol optical depth data during the day, we calculate

the lidar constant C by a least squares curve fit to the Rayleigh component RAY(r).

C =
NRB (r >= rmax) e

2τA(r)

RAY(r)
(2.54)

Once we settle on a value of C, we can then find τA(rmax) for night time data also

using our MPL data, which is coincidentally the cleanest MPL data. During the

day, the lidar signal has noise due to background solar light, which obviously goes

away at night. Coincidentally, this results in a synergy between the Cimel and

MPL to obtain a complete τA record. The lidar constant C is largely dependent

on cleanliness of the lidar window. With this in mind, one must calibrate against

the Cimel to find C at least every three days. In this work, we calibrate the MPL

against the Cimel daily.

The challenge becomes finding the aerosol boundary, rmax. We varied the

starting altitude, rstart, of the fit to find the best coefficient of determination, R2,

which is defined as [39]:

R2 = 1− SSres
SStot

(2.55)

where SSres is the residual sum of squares:

SSres =
∑

i

(fi − y)2 (2.56)

and SStot is the total sum of squares:

SStot =
∑

i

(yi − y)2 (2.57)
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Figure 2.11: Rayleigh fit to NRB data

where fi is the model, yi is the data, and y is the average data. R2 = 0 means that

the Rayleigh Model RAY(r) does not explain the variation in NRB(r), and R2 = 1

means it explains the variation perfectly. Above 25 km, R2 is dominated by noise

resulting in poor fits to the Rayleigh Model. With Eq. 2.55, the estimates of R2

can become negative, as in Fig. 2.11, when the residual sum of squares is bigger

than the total sum of squares, meaning that the average of the data is a better

representation than the Rayleigh model for altitude above 25 km. The best rstart

specifies the altitude at which the data best fits the pure Rayleigh component.

The starting altitude, rstart, did not always turn out to be the same as rmax.

Often, rmax was above rstart. Visual inspection often shows clearly where rmax

is located (Fig. 2.11). Starting from bottom to top, it is where the Rayleigh fit
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starts to align with the NRB data. Using this idea, starting from the surface level

altitude, I created an algorithm to find where the model fit first intersects the data

and defined this to be rmax.

Once C is known, we are not limited to just the column aerosol optical depth

τA. We can also find the volume extinction profile σ(r) and the backscatter profile

βa(r) through the Fernald lidar inversion algorithm, which will be discussed in

detail in Chapter 3.



Chapter 3

MPL Measured Cloud and Aerosol Optical Depth

The aerosol optical depth can be found from the MPL NRB profile when calibrated

against an independent instrument, such as the Aeronet Cimel. Once the aerosol

optical depth is known, the aerosol extinction and volume backscatter profiles can

be inverted from the MPL NRB signal. I’ve used two inversion techniques to do

this. One inversion relies on having an independent simultaneous aerosol optical

depth measurement, which I refer to as the “Lidar Fernald Inversion with AOD,”

where “AOD” stands for aerosol optical depth. The need for an independent

measurement reasserts the importance of having the Cimel sun photometers on

location. The other inversion relies on having a known lidar constant, which I

refer to as the “Lidar Fernald Inversion with C,” where “C” stands for the lidar

constant, C. In this Chapter, I will discuss these two inversion techniques, along

with their similarities and differences. This will include measured aerosol extinction

and backscatter profiles for a sample date.

We have years of data to pick from, but it would be too much to show and the

selection shown is a good representation of the other data. We started by calibrat-

ing the raw co-polarized MPL channel to find the co-polarized NRB (Normalized

Relative Backscatter) (Fig. 3.1), which is then inverted to find aerosol extinction

and backscatter. Ultimately, we want to retrieve cloud optical depth from NRB.

Consequently, we will end the chapter by describing cloud optical depth retrievals

from MPL data.

40



41

GMT

A
lti

tu
de

 [k
m

]

NRB [Counts km2 / µJ µs]

 

 Sunset

01/24 18:00 01/24 19:30 01/24 21:00 01/24 22:30 01/25 00:00

1

2

3

0

1

2

GMT

A
lti

tu
de

 [k
m

]

NRB [Counts km2 / µJ µs]

 

 

01/25 00:00 01/25 01:30 01/25 03:00 01/25 04:30 01/25 06:00

1

2

3

0

1

2

GMT

A
lti

tu
de

 [k
m

]

NRB [Counts km2 / µJ µs]

 

 

01/25 06:00 01/25 07:30 01/25 09:00 01/25 10:30 01/25 12:00

1

2

3

0

1

2

GMT

A
lti

tu
de

 [k
m

]

NRB [Counts km2 / µJ µs]

 

 Sunrise

01/25 12:00 01/25 13:30 01/25 15:00 01/25 16:30 01/25 18:00

1

2

3

0

1

2

GMT

A
lti

tu
de

 [k
m

]

NRB [Counts km2 / µJ µs]

 

 Sunset

01/25 18:00 01/25 19:30 01/25 21:00 01/25 22:30 01/26 00:00

1

2

3

0

1

2

Figure 3.1: NRB co-polarized signal.
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Figure 3.2: Histogram of the number of iterations taken in the Fernald Loop,
1/24/2013 17:16:24 to 1/26/2013 11:59:55 GMT

3.1 Lidar Fernald Inversion with AOD

Standard practice is to use the Fernald lidar inversion algorithm to find the aerosol

profile properties by constraining to a known AOD [40]. This approach assumes

a vertically homogeneous value for RA which in turn depends on a vertically con-

stant aerosol size distribution. It starts at the top of the aerosol layer rmax where

the aerosol backscatter coefficient βa is zero. Then, using the recursive Fernald

algorithm (Eq. 3.1) [41], the backscattering coefficient for the next altitude point

below this point can be found, and this process is repeated until reaching the

surface. The Fernald lidar inversion can be summarized as:

βA(n− 1) =
NRB(n− 1)Ψ(n)

NRB(n)

β(n)
+

∆r

RA

[NRB(n) + NRB(n− 1)Ψ(n)]

− βR(n− 1), (3.1)

where:

Ψ(n) = exp

([
1

RA

− 1

RR

] [
βR(n− 1) + βR(n)

]
∆r

)
. (3.2)

The first iteration starts with an RA = 1, which is quickly updated to a more

realistic value after one iteration of the Fernald loop. After the entire aerosol

backscatter profile βA(r) is found, we can re-arrange Eq. 2.38 to find the new
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Figure 3.3: Extinction and backscatter profile generated with Fernald algorithm
and an independently measured Aerosol optical depth (Aeronet data), 1/24/2013
20:41:57.

backscatter to extinction Ratio:

Rnew =

∫ rmax
0

βA(r′) dr′

τA(rmax)
. (3.3)

Then, we use Rnew in the Fernald inversion (Eq. 3.1) and proceed to calculate the

βA(r) profile again. This process continues until Rnew changes by less than 5% of

its previous value. The Fernald inversion takes an average of 5 iterations to reach

a stable RA, see Fig. 3.2. The aerosol extinction then is simply βA(r)
RA

, and the

aerosol optical depth can be found by:
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Figure 3.4: Aeronet AOD and the interpolation values used by MPL Inversion.
The Aeronet AOD is obtained over a time resolution of 15 minutes (1 min time
average per data point) and the MPL is a result of a 15 s average.

AOD = τA =

∫ rmax

0

βA(r′)

RA

dr′. (3.4)

Figure 3.3 shows an example of a profile inverted using the Fernald inverson with

AOD technique.

As an example we will focus on MPL data from 1/24/2013 18:00 to 1/26/2013

00:00 GMT. This specific time was picked because it corresponds to a time when

we have good Aeronet data from Cimel #631 and the lidar had just come back

from repair.

Although we have MPL data consistently throughout the time frame between

1/25/2013 17:00 to 1/26/2013 00:00 GMT, there is limited Aeronet data. It does

not make sense to interpolate AOD values to all the MPL data in this time frame.

Instead, we limit the MPL data to within one hour of the Aeronet data and we

linearly interpolate the AOD data to the MPL data in this 1 hour interval. An

example of the interpolation can be seen in Fig. 3.4. The Aeronet AOD has a time

interval of about 20 min and the MPL has a time interval of 15 sec.
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The aerosol backscatter profiles found using the inversion with AOD are shown

in Fig. 3.5. Most of the aerosols are located in altitudes less than 2 km. There

is a cloud period between 1/25/13 13:00 to 15:00 GMT leading to a large aerosol

backscatter coefficient greater than 6× 10−3 km−1 in the cloud layer. By dividing

the backscatter βA by the backscatter to extinction ratio Ra, we can also produce

aerosol extinction σA profiles, see Fig 3.6. The cloud period has aerosol extinction

greater than 0.1 km−1. For 1/25/13 15:00 to 16:00 GMT there is a gap in data

because there is no Aeronet AOD data for that time period. The reason is because

we used level 1.5 Aeronet AOD, which is cloud screened. However, Aeronet’s

filtering scheme failed to filter out the clouds between 1/25/13 13:00 to 15:00 GMT.

The Aeronet Cimel is not capable of retrieving accurate AOD in the presence of

clouds. Consequently, we should not expect the Fernald inversion with AOD to

work well for cloudy periods. This limitation is why we are interested in developing

the Fernald inversion with C. The idea being that we want to establish a good C

number (the LIDAR constant) during cloud free scenarios by calibrating to Aeronet

AOD in order to apply that C number to cloudy periods and retrieve the cloud

optical properties.

3.2 Lidar Fernald Inversion with C

We can use the same equations in the Fernald inversion (Eq. 3.1) to calculate

aerosol extinction profiles using a previously determined calibration coefficient, C,

which is calibrated to Aeronet AOD during cloud free skies daily. The calibration

procedure for C is discussed in the previous chapter. To find aerosol extinction,

we just have to replace the τA(rmax) in Eq. 3.3 with one determined from the lidar

constant C. Above the aerosol layer, the NRB equation becomes:

NRB (r) = Ce−2τARAY(r). (3.5)
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Figure 3.5: Aerosol backscatter coefficient using the Fernald inversion with AOD.
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Figure 3.6: Aerosol extinction coefficient using the Fernald inversion with AOD.
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By fitting a CnewRAY(r) to NRB, we find a new calibration coefficient Cnew that

is related to the lidar constant C by:

Cnew = Ce−2τA . (3.6)

Then, we solve for AOD with:

AOD = τA =
1

2
ln

(
C

Cnew

)
. (3.7)

An example extinction and backscatter profile from the Fernald inversion with C

is shown in Fig. 3.7. For altitudes greater than 5 km, the Rayleigh portion of

the extinction dominates, which can be seen when the Rayleigh extinction and the

total extinction overlap in Fig. 3.7.

The benefit of this technique is that we no longer rely on the Aeronet aerosol

optical depth data given at that specific moment in time. This does not mean

that we do not need the Aeronet data, because it is what allows us to find the

lidar constant C in the first place. The difference is that we can extend our

measurements and use the lidar constant C to measure the aerosol optical depth

at night as well, when no sun photometer data is possible, or other times when we

do not have sunphotometer data.

Next, we show the aerosol basckscatter (Fig. 3.8) and extinction (Fig. 3.9)

profiles inverted with C.

Now, there is the matter of whether the derived aerosol properties (i.e AOD, βa,

σa, and Ra) from the Fernald inversion with C corresponds well to the inversion

with AOD. Let us start by comparing the Aeronet Cimel to the MPL (Fernald

Inversion with C) aerosol optical depth. In Fig. 3.10a, we see that the MPL AOD

is more varied than the Aeronet AOD. One reason for this is that the MPL has a

time interval of 15 seconds between data points and each time sample represents a

15 second time average. Each Aeronet AOD time sample, however, is an average of
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Figure 3.7: Extinction and backscatter profile generated with Fernald algorithm
and the lidar constant C, 1/24/2013 20:41:57. Extinction if found by dividing the
backscatter by R.

three measurements taken 30 seconds apart, or a 60 second average and 15 minutes

between time samples [31]. Given the different time averages and time between

data points, a more relevant comparison can be obtained by averaging the MPL

AOD over 60 seconds and centered around times corresponding to the Aeronet

times (Fig. 3.10b). The average MPL and Aeronet AOD has a strong correlation

with a correlation coefficient of 0.93. However, the MPL AOD tends to be greater

than the Aeronet AOD. The average difference between MPL and Aeronet AOD

is 0.018 (Fig. 3.10c).

With the Fernald inversion with AOD, we interpolate the Aeronet AOD to

match the time scale of the MPL data. The time gap of 15 minutes between the
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Figure 3.8: Aerosol backscatter coefficient using the Fernald inversion with C.
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Figure 3.9: Aerosol extinction coefficient using the Fernald inversion with C.
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Aeronet data can lead to incorrect interpolated AOD, as would extinction and

backscatter, when the aerosols evolve on a time scale smaller than 15 minutes.

For example, in Fig. 3.11a, the interpolated AOD does not resolve the two clouds

peaks at 18:15 and 18:17, which can be seen on closer inspection of the NRB image

starting at 18:15 (Fig. 3.11b. The inversion with C AOD starts at 0.20 at 18:00,

which is followed by a sharp peak equal to 1.1 at 18:17, and then goes down to 0.18

by 18:30. The AOD inversion with C better depicts what we see in the NRB images

(Fig. 3.11b). Consequently, there is not a good agreement between the Fernald

inversion with AOD and C for 18:00 to 18:30. Conversely, aerosol optical properties

for both inversions have good correlation when AOD is stable, as in 18:30 to 22:00,

where the correlation coefficient between the inversions is 0.81 (Fig. 3.12a) for RA

and an average difference between RA with C and RA with AOD equal to -0.031

(Fig. 3.12b). The aerosol backscatter between the two methods also agree strongly

with a correlation coefficient 0.99 and an average difference of 1.2×10−7 m−1 (Fig.

3.13). Similarly, the aerosol extinction has a correlation coefficient equal to 0.94

between the two inversions and an average difference of 2.4× 10−6 m−1.
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Figure 3.11: (a) AOD comparision: Fernald inversion with C and interpolated
Aeronet AOD for 1/24/13 18:00 to 20:00. (b) Co-polarized NRB for 1/24/13 18:00
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Figure 3.12: (a) Backscatter to extinction coefficient RA comparison of Fernald
inversions with C and AOD. (b) Difference between Fernald inversions with C and
AOD. Average difference is -0.031.
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Figure 3.14: NRB profile comparison between cloud and clear sky. The dashed
lines correspond to the limits of the clouds layer (0.42 to 0.78 km). The decrease in
NRB from the beginning of the cloud layer to the end is used to find cloud optical
depth (0.20). The cloud case had a total AOD equal to 0.27.

3.3 Cloud Optical Depth from MPL data

Cloud optical depth is a portion of the total AOD is found from Eq. 3.7. In order

to retrieve the optical depth portion pertaining to a cloud, we use the change in

NRB(r) across the cloud from lower altitude limit (r−) and the upper altitude limit

(r+) along with the aerosol backscatter profile found from the Fernald algorithm

(Fig. 3.14). The NRB at the bottom of the cloud is:

NRB (r−) = C [βA(r−) + βR(r−)] e−2[τA(r−)+τR(r−)], (3.8)
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where τA(r−) + τR(r−) is integrated total extinction up to altitude r+. Similarly,

the NRB at top of the cloud is:

NRB (r+) = C [βA(r+) + βR(r+)] e−2[τA(r+)+τR(r+)]. (3.9)

Dividing Eq. 3.8 by Eq. 3.9, and solving for τA(r+) − τA(r−) we find the cloud

optical depth:

∆τcloud = −∆τR −
1

2
ln

(
NRB(r+) [βA(r−) + βR(r−)]

NRB(r−) [βA(r+) + βR(r+)]

)
, (3.10)

where ∆τcloud = τA(r+) − τA(r−) is the cloud optical depth and ∆τR = τR(r+) −

τR(r−). For example, in Fig. 3.14, r+ = 0.78 km and r− = 0.27 km and we found

a cloud optical depth equal to 0.20. A time series of cloud optical depth found

from MPL data (12/23/14 17:00 to 18:00 GMT) is shown in Fig. 3.15. In later

chapters we will compare this cloud optical depth to data found from our zenith

radiance detector. Given the agreement between the inversion with C and AOD,

and the power of the MPL laser, we expect the MPL cloud optical depth to be a

good measurement for optically thin clouds. For optically thick clouds, the MPL

signal becomes attenuated beyond the cloud layer. This leads to bad Rayleigh fits

(Eq. 3.6) and consequently bad inversions of cloud optical depth (Eq. 3.10).
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Figure 3.15: Cloud optical depth time series.



Chapter 4

Spectral Albedo Measurements

The surrounding surface albedo is one of the biggest inputs into the cloud optical

depth model; and our Key Biscayne measurement site is very different from the

site used in Marshak et al. [1] whose method is discussed in detail in a later

chapter. In Marshak et al. [1], the measurements were located at the ARM

Oklahoma site, see Fig. 4.1a. The albedo was bright in the near infrared and dark

in the red. The contrast in the albedo at these wavelengths allowed the authors

to use this technique to measure the cloud optical depth. We want to apply this

method to our site at RSMAS (Key Biscayne, FL). If you take a look at the surface

surrounding our site, as shown in Fig. 4.1b, three main surface types stand out:

water, vegetation, and general city type surfaces. The question is how much of

an impact does the surrounding water have on the effective surface albedo. Will

we be able to find wavelengths with sufficient contrast? With this in mind, I took

measurements of several sites around RSMAS to classify the surface types and

create an albedo map. With the map, I can estimate the effective albedo for the

site.

4.1 Effective Radius for Surface Albedo

The first main concern is how to weight the various surfaces at different distances

from the measurement site. Associated with this is at what distance do surface

albedo properties no longer have an effect on the data or model. In order to get

a handle on this, we considered light coming in, E0, at zenith angle, θ0, and then

60
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(a) ARM(Atmospheric Radiation Measurement) Program Site: Lamont, OK [42].

(b) RSMAS: Key Biscayne, FL [43].

Figure 4.1: Satellite Images of ARM and RSMAS sites.
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Figure 4.2: Scenario considered in finding the effective radius for surface albedo.
The light comes from the sun with irradiance, E0 reflects from the surface and
then reflects again from the cloud.

reflecting off the surface with an albedo ρ. Call this E1. This light then reflects

off a cloud located at a height, H (see Fig. 4.2 for the scenario being considered).

Assuming Lambertian reflection for each interaction, and using Lambert’s Cosine

Law, we find that each reflection picks up a cos θ. The light coming to the radiome-

ter would then be E2 = E0 cos θ0 cos2 θ. Applying the geometry of the problem

(tan θ = r/H) we get:

E2 = E0 cos θ0
H2

H2 + r2
. (4.1)

This puts the problem in terms of the radius, r, which allows us to estimate how

distance affects the light making it to the measurement site. After simplification

we find:

E2 = E0 cos θ0
1

1 + (r/H)2
. (4.2)
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Figure 4.3: Incoming irradiance contribution as a function of ratio between the
radius and cloud height, r/H.

We can now see that points far away from the radiometer contribute very little

(Fig. 4.3). For example, a distance r equal to the cloud height will have an effective

weighting of 0.5. The weight of the surface at 5 times the cloud height is 0.04 given

a typical cloud base height of 1 km. I considered surfaces up to 5 km from our

site.

4.2 Spectral Albedo for Different Surface Types

Using a Google Earth satellite image of the measurement site at RSMAS, and

establishing a 5 kilometer radius around the latitude and longitude of the ra-

diometer’s location, I identified 7 surface categories: Shallow Water, Buildings,

Vegetation, Grass, Beach, Asphalt, and Baseball Field. By creating an overlay on

the still image, I created a surface albedo category map. For every surface iden-

tified, the map was overlapped by the color representing that category of surface.

Once the albedo for each category of surface was determined, the map can be

populated with the surface albedo measured for that category. Figure 4.4 is the
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Figure 4.4: Surface Albedo Category Map of RSMAS: Surface categories identified
for effective surface albedo of RSMAS centered at 25.73197 N, 80.16333 W in
degrees.

category map. The advantage of this mask technique is that it is easy to update

the map if better or alternative albedo values are found.

Once the surface types were identified, I went out and measured the albedo for

each type. To measure the albedo, I used an Ocean Optics spectrometer (USB4000)

connected to an optical fiber with a cosine irradiance collector on the fiber input.

The procedure was as simple as taking one measurement with the irradiance col-

lector pointing up and another measurement pointing down. Albedo is simply the
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ratio of the up and downward irradiance. With the collector facing up, one mea-

sures the total downwelling irradiance, E↓(λ). Whereas in the down measurement,

one measures the upwelling or reflected irradiance, E↑(λ), from the surface. The

albedo is the ratio of these measurements:

α(λ) =
E↑(λ)

E↓(λ)
. (4.3)

Once we integrate and weight the individual albedo values, the integral albedo is

used in the radiance cloud models, discussed in a later chapter, to estimate the

zenith radiance as a function of cloud optical depth.

Most albedo measurements sites were located close to RSMAS to match the

conditions actually seen in our map. However, the asphalt type was measured in

the parking lot behind the University of Miami’s Physics Building in Coral Gables.

To estimate the albedo of water, I took three measurements at the RSMAS Dock.

For the current model, I used the deep end dock data since most of the water

in the map is deep. However, in the future it may be interesting to separate

the water parts of the map into additional water environments, such as shoal, sea

grass, and deep water. The measurements were taken during clear and sunny days.

Screen captures of Google Maps indicating the GPS location and photos at the

measurement location were recorded concurrently with the albedo measurements

(Fig. 4.5).

The results of the albedo measurements are summarized in Fig. 4.6. For

example we can see the typical behavior that we expect for plants in the grass and

vegetation/trees spectra. There is little reflection, or high absorption, in the visible

part of the spectrum, from about 400 to 700 nm, and it is highly reflective in the

near infrared, or greater than 750 nm. If all of the surface near our measurement

site matched this signature, then we could proceed with Marshak et al.’s [1]’s

procedure directly. However, our case is not that simple. The spectral albedo of
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(a) Asphalt
25.723570◦ N, 80.279780◦ W

(b) Baseball Field
25.713058◦ N, 80.152828◦ W

(c) Beach/Sand
25.712391◦ N, 80.151488◦ W

(d) Building/Roof
25.731796◦ N,80.163419◦ W

(e) Grass
25.713333◦ N, 80.152778◦ W

(f) Vegetation/Trees
25.732227◦ N, 80.161841◦ W

(g) Water: RSMAS Dock Deep End
25.731547◦ N, 80.161936◦ W

(h) Water: RSMAS Dock Shallow NE
25.731669◦ N, 80.161905◦ W

(i) Water: RSMAS Dock Shallow SW
25.731571◦ N, 80.162154◦ W

Figure 4.5: Albedo Measurement Sites. Satellite images are taken from screen
captures of smart phone’s Google Maps App at the location of the measurements.
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Figure 4.6: Albedo for different surface types corresponding to the locations in
Fig. 4.5

Asphalt, Building/Roof, and Water surfaces are relatively flat compared to the

plant surfaces. Baseball fields, interestingly, turn out to not be that flat, which

makes sense considering their red color, but are highly reflective in the red region

of the spectrum, around 620 to 700 nm.

The question then is can we find a wavelength pair in the integral spectral

albedo with sufficient contrast to apply the technique of Marshak et al. [1]?

4.3 RSMAS Albedo Maps

With the albedo measurements we can fill in the albedo map (Fig. 4.7). To do this,

we use the scenario described in Fig. 4.2. Figure 4.7 shows the albedo for each

wavelength in our radiometer. They have been uniformly scaled from zero to one in

order to intercompare the map for these wavelengths. There is a lot of water in the

scene and, as shown in Fig. 4.6, the water’s albedo varies little compared to the rest

of the surfaces. Much of the land is bright in the near infrared, 860 nm, but dark

in the red, 670 nm. The Key Biscayne area is vegetated in general with a couple of

big parks and a golf course in the area. Starting 3 km from the center we start to
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see buildings which are significantly brighter in all the wavelengths except 410 nm,

although it is still brighter than the other surfaces at that wavelength. However,

the majority of the buildings are far away from the center so their contribution to

the integrated albedo may not be significant.

Not all surfaces surrounding the radiometer will have the same impact. To

determine the effective albedo, I found the average albedo weighted by distance as

in Eq. 4.2. For clarity let us rename this function as the weighting function:

Eweight(r, θ) =
E0(r, θ)

1 + (r/H)2
. (4.4)

The average albedo per wavelength can be expressed as a polar integral as:

αλ =

∫ rf
0

∫ 2π

0
Eweight(r, θ)Aλ(r, θ)rdrdθ∫ rf

0

∫ 2π

0
Eweight(r, θ)rdrdθ

(4.5)

where E0 is the source incoming irradiance, H is the cloud height, Aλ(r, θ) is

the albedo map data as in Fig. 4.7, and rf is the effective distance from our

measurement point. As stated earlier, we consider up to 5 kilometers from the

measurement site. I performed this procedure for all of the radiometer wavelengths.

We will be working under conditions of variable clouds - hence variable and

uneven surface illumination. Thus, we wanted to be able to attach statistics to

our albedo calculation. With this in mind, we added random Gaussian noise to

the light source E0 of the form:

E0(r, θ) = 1 + gnoise(σ) (4.6)

where gnoise is a function that picks a number at random that obeys Gaussian

statics with a standard deviation of σ. Dutton et al [44] indicated that surface

illumination under cloudy conditions can vary with a σ of about twenty percent.

Using this as our assumption,we factored in a light source that has a standard

deviation of 0.2, or:

E0(r, θ) = 1 + gnoise(0.2). (4.7)
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(a) 410 nm (b) 440 nm

(c) 510 nm (d) 550 nm

(e) 670 nm (f) 860 nm

Figure 4.7: Albedo Maps for different wavelengths, within a 5 km radius around
the measurement site.
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Figure 4.8: Typical random light source Eweight used for effective albedo calcula-
tion.

We calculated the albedo for a given wavelength using Eq. 4.5, with a random

light source of the form of Eq. 4.7, one thousand times and calculated the average

and standard deviation of these calculations. The results are summarized in Table

4.1.

Table 4.1: Average albedo with Monte Carlo performed.

Wavelength Albedo Average Albedo Standard Deviation

(nm)

410 0.057979 6.28E-06
440 0.079622 9.62E-06
510 0.101101 1.06E-05
550 0.109588 1.05E-05
670 0.090216 1.25E-05
860 0.112089 2.00E-05

Given the hyperspectral resolution of the radiance spectrometer, we developed

a more detailed picture of what is really going on. We calculated the albedo for

a range of wavelengths ranging from 400 to 900 nm matching the spectrometer’s
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Figure 4.9: RSMAS Effective Albedo Spectrum in addition to spectrum for the
surface types.

capabilities. For the sake of time and considering how small the standard deviation

was found to be for the radiometer channels, we ran each wavelength once. What

emerges is a spectrum that can be compared with the spectra of the different

surface types (see Fig. 4.9). We can now start to answer the question of whether

our site has sufficient contrast. RSMAS’s effective albedo trends similar to water

below 700 nm, but has a slightly higher albedo because of the other surfaces.

Above 700 nm, the RSMAS albedo stops behaving like water, but instead trends

up and then flattens out. The weighted percent contribution of each surface type

is shown in Table 4.2. The top contributor is shallow water (74.18 %) and followed

by vegetation/trees (10.92 %) and grass (4.33 %). Consequently, plant related

surfaces add up to 15.25 % of the surface albedo contributions, making the land

portion of the surface largely vegetated. Unfortunately, with the large contribution

from water, there is still very little contrast in albedo, overall, between the different

wavelengths.
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Table 4.2: Weighted percent contribution to albedo by surface type.

Surface Type Percent

Asphalt 5.34
Baseball Field 0.01

Beach 2.09
Buildings 3.14

Grass 4.33
Shallow Water 74.18

Vegetation 10.92

4.4 Comparison to MODIS Albedo

A possible option is to compare our albedo data with what is available from the

MODIS satellite program. There is a filled albedo map available online that is an

aggregate from the years 2000 to 2004 [45].

A concern with using this data is that it is ten years old and possible seasonal

variation in the albedo. However, if you look at the seasonal variation of the

MODIS albedo data, it seems like there is very little seasonal change, as seen in

Fig. 4.10, reflecting our subtropical location. The one big change in the area

surrounding our measurement site has been the white roof initiative at RSMAS

and some new buildings on campus during this time. Other than campus, it is not

likely that the parks have undergone many changes. Unfortunately, the MODIS

product is only meant to be for the land thus does not give us much information

on the water surface. My guess is that the ocean/shore albedo could be a source

of large albedo variations, even on a seasonal scale.

There are two other issues, first the MODIS product is meant to be a land

product, with a 1-minute resolution or a spatial resolution of 2 km near the equa-

tor [45], and our site has a lot of “mixed” pixels. The other issue is that the

MODIS albedo wavelengths do not exactly correspond to ours. We can, however,

interpolate the albedo for our wavelengths from the MODIS wavelengths. The in-
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Figure 4.10: Seasonal MODIS Albedo for RSMAS site. The land surface albedo
appears to be stable for this location

terpolation results are summarized in Table 4.3. We can also see how the MODIS

albedo compares to our albedo measurements of surface types around RSMAS in

Fig. 4.11. The MODIS albedo values seem to be a little lower than our Effective

Albedo for RSMAS as it is labeled in Fig. 4.11, and the MODIS albedo has more

contrast. It also corresponds closely to both the Grass and Vegetation albedo

curves for the wavelengths below 700 nm. The 858 nm MODIS albedo seems to

align more toward the effective albedo for RSMAS. It makes sense that the MODIS

albedo agrees well with the vegetated surfaces given that it is a land product, and

the presence of water in the effective albedo for RSMAS could account for the

difference. However, which of these is the more accurate depiction of the albedo

needed for the cloud model cannot truly be known without an independent third

measurement from a high altitude. For example, some sky based measurement

of the surface albedo may provide more pertinent information, and without the

need of average surface types as we need to calculate the effective albedo for the

RSMAS experiment. One could use a pair of calibrated irradiance spectrometers,
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Figure 4.11: MODIS Albedo compared to RSMAS Albedo Map

Table 4.3: MODIS Surface Albedo for a day of year of 191

Wavelength MODIS Albedo Interpolation Wavelength Interpolated Albedo

(nm) (nm)

470 0.0219494 410 0.000809537
555 0.0518975 510 0.0360426
659 0.0313714 670 0.0379459
858 0.15031 860 0.151506

like the ones used in this experiment, to measure downwelling and upwelling irradi-

ance simultaneously to retrieve surface albedo. Perhaps, this could lead to further

research in the future.



Chapter 5

Cloud Optical Depth from Zenith Radiance

Marshak et al. [1] developed a method to determine the cloud optical depth using

measurements of the spectral zenith radiance at red and near infrared wavelengths

in a vegetated environment. The contrasting surface albedo at these wavelengths

allows an ambiguity to be removed in what would be a double valued relationship

between cloud optical depth and zenith radiance [1]. There was interest in seeing

if we could reproduce their work at our very different site in Miami. What follows

is a description of the method and adaptations taken.

First, in order to understand this method better, I show a typical curve for

zenith radiance versus cloud optical depth, Fig. 5.1, using the DISORT 1D zenith

radiance model assuming homogeneous clouds at 50 degrees solar zenith angle,

which is discussed in detail later in this chapter. It can be seen that for many

values of radiance there are two possible optical depths. Thus with radiance at

just one wavelength, there is ambiguity about the true optical depth. However if

we have another wavelength associated with another curve and pair of solutions, we

can match the solution from each curve to isolate the unique solution. To do this in

a practical way, we need to make a measurement of the radiance with wavelengths

that have distinct curves of zenith radiance vs cloud optical depth, which happens

when there is large contrast in the surrounding surface albedo for two wavelengths.

For example in the case of a heavily vegetated surface, the albedo in the infrared is

bright, but the albedo is significantly lower in the red. The method then depends

on finding wavelengths with contrasting albedos.
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Figure 5.1: DISORT 1D zenith radiance model assuming homogeneous clouds for
a solar zenith of 50 degrees and a cloud fraction of 0.5. The problem of solving for
optical depth using one wavelength is that the model is not single valued for certain
radiance values. If we can constrain the problem to low optical depth, however, it
is possible to directly determine cloud optical depth for one wavelength. In this
example, the maximum occurs at AOD = 7.88.

5.1 Mie Scattering

To apply this method, we need to understand the interaction between the light

emitted from the sun, the atmosphere, and the surface reflections. Consider light

entering the atmosphere at some angle. On its journey through the atmosphere

the light is attenuated by both aerosols and molecules. The aerosol scattering

contribution is taken into account by Mie scattering, while the molecular scattering

can easily be calculated with the Rayleigh scattering approximation. Rayleigh

scattering is a near constant presence in the atmosphere, but the most interesting

part is the larger Mie scattering particles. More precisely speaking, Mie scattering

can account for both situations as Rayleigh scattering can be thought of as the

small particle approximation of Mie scattering. The determining factor is the ratio
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between particle radius and the wavelength, or the size parameter:

x =
2πa

λ
(5.1)

When the size parameter is 0.2 or lower, Rayleigh scattering is considered an

effective solution, and makes calculation easy because the scattering phase function

for Rayleigh is well known and independent of the exact particle details, such as

shape [3].

p(θ) =
3

4

(
1 + cos2 θ

)
(5.2)

where θ is the scattering angle.

Clouds fall into the Mie range for visible light. For example, an 8 µm cloud

droplet illuminated by wavelengths starting in the visible, 410 nm, and ending

in the near infrared, 860 nm, has size parameters varying from 15.3 to 7.3. Fig.

5.2 shows the different scattering regimes versus the size and wavelength of at-

mospheric particles. As seen in the figure, cloud droplets can fall into the Mie,

Rayleigh, and Negligible Scattering categories depending on the wavelength of

light. All of our measurements are below 1 micron in wavelength.

With this in mind, we used Miev, a Mie scattering code written in FORTRAN

using Wiscombe’s Mie scattering algorithm[46]. It requires as an input the size

parameter and particle index of refraction. It outputs the scattering phase function

along with the single scatter albedo and coefficients of the Legendre polynomial

expansion of the scattering phase function.

Mie Theory is a solution to the Maxwell equations under specific requirements.

It starts by assuming that the particles are homogeneous spheres, and by applying

a separation of variables in spherical polar coordinates of the form:

u (r, θ, φ) = R (r)Y (θ, φ) . (5.3)

It is very similar to how the Schrödinger equation is solved in three dimensions.
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Figure 5.2: Relationship between particle size, radiation wavelength and scattering
behavior for atmospheric particles. Diagonal dashed lines represent rough bound-
aries of the scattering regimes. Reproduced from Petty Fig 12.1 [3]

The solution will contain a radial component, R (r), and a spherical harmonics

component, Y m
l (θ, φ). Within the spherical harmonics component the zenith angle

(θ) dependence contains the Legendre Polynomials, Pl (θ). In Mie Scattering,

the Legendre Polynomials are important because the scattering phase function,

p (cos θ), can be described as an expansion in Legendre Polynomials [3, p.427,A.1]:

p (cos θ) =
∞∑

l=0

βlPl (cos θ) (5.4)
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Figure 5.3: Cloud Droplet normalized scattering phase functions calculated from
Mie Code for several wavelengths and an effective radius of 20 microns

We use Miev to calculate the βl coefficients for a given size parameter and index

of refraction. However the Miev Mie code outputs slightly modified coefficients,

Pmom such that: [47]:

βl = Pmom(l) (2l + 1) (5.5)

The radiative transfer code DISORT accepts these coefficients, Pmom (l), in this

same form, and will be discussed in further detail the following section.

5.2 DISORT Zenith Radiance Model

For our model, we considered cloud droplets of radius 20 µm averaged over ±5 µm

using a Gaussian distribution with width 2.5 µm and the wavelength from 400 to

900 nm, corresponding to the radiometer’s measurement wavelengths. We based

the droplet radius and standard deviation on values for cumulus clouds [48], which
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Figure 5.4: Scattering Medium considered for zenith radiance model where τ0 is
Rayleigh optical depth from the top of the atmosphere to 1 km, τ1 is cloud optical
depth for the cloud layer at 1 km, τ2 is the Rayleigh optical depth from 1 km to
the surface, and F0 is solar extraterrestrial irradiance.

are the typical clouds seen in Miami. We also assumed that the clouds are liquid

water and used the complex refractive as measured by Hale and Querry [1973] [8].

For each wavelength, we modeled the zenith radiance for our site assuming a plane

parallel atmosphere using DISORT, a program that solves the radiative transfer

equation in a multiple scattering atmosphere [49]. The key inputs of DISORT

are top of atmosphere incoming irradiance, solar zenith angle, surface albedo, and

layer optical properties such as single scatter albedo, optical depth and Legendre

polynomials as defined in Eq. 5.5. For the incoming irradiance at the top of the

atmosphere we used direct normal extraterrestrial solar irradiance F0 provided in

Thuillier[2].

The scattering medium has three layers which are two Rayleigh layers surround-

ing a cloud layer located at 1 km. Figure 5.4 illustrates the scattering medium.

For each layer we have to determine the single scatter albedo, ω, and Legendre

polynomials coefficients, Pmom. We start with the Rayleigh layer. To find Pmom we
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use the Rayleigh scatter phase function from Eq. 5.2 and set it equal to Legendre

Polynomial expansion from Eq. 5.5:

p(θ) =
3

4

(
1 + cos2 θ

)
=
∞∑

l=0

(2l + 1)Pmom (l)Pl (cos θ) (5.6)

The Rayleigh Legendre polynomial coefficients are:

Pmom,R(0) = 1, Pmom,R(2) = 1/10, and Pmom,R(others) = 0 (5.7)

The single scatter albedo for Rayleigh scattering:

ωR = 1 (5.8)

We calculated the Rayleigh optical depth for a solar light source using the

1976 US Standard Atmosphere [38] pressure profile P (r) and following Hansen

and Travis [7]:

τR(r) = τs
P (r)

P0

(5.9)

τs = 0.008569λ−4
[
1 + 0.0113λ−2 + 0.00013λ−4

]
(5.10)

Ps = 101, 325 Pa (5.11)

where τR(r) is the Rayleigh optical depth as function of distance from the surface

r, τs is Rayleigh optical depth at the surface, and Ps is the surface pressure. These

equations are a modification of the equations for the Rayleigh profile in the MPL

signal to account for the difference in perspective. With zenith radiance, the light

source (the Sun) is the top of the atmosphere and heads towards the surface.

Consequently, the optical depth from Rayleigh scattering will be greatest at the

surface. Conversely, with the MPL, the light source is at the surface and heads

towards the top of the atmosphere, and the optical depth from Rayleigh scattering

will be greatest at the top of the atmosphere. For the top layer, we have:

τ0 = τR(1km) (5.12)
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For the bottom layer, we have total column optical depth minus the Rayleigh

component to the cloud layer:

τ2 = τs − τ0 (5.13)

We use Mie scattering to find ωC and Pmom,C for the cloud layer. Then, we

compute the zenith radiance as a function of cloud optical depth. The surface

radiance due to cloud and surface interaction can be expressed as [50]:

L(τ, Ac) = L0(τ) +
ρT0(τ, Ac)Ls(τ)

1− ρR(τ)
(5.14)

where the first term L0 is the downwelling radiance calculated for a black surface,

and the second term is the cloud-surface interaction assuming a Lambertian surface

with albedo ρ; and where Ls is the radiance from the surface, T0(τ, Ac) is the

transmittance of monochromatic radiance over a black surface from the surface

to the bottom of the cloud, Ac is effective cloud fraction, and R is the spherical

albedo of clouds [51, 1]. The transmittance T0(τ, Ac) is approximated by:

T0(τ, Ac) = 1− Ac + Ac · T0,pp(τ) (5.15)

where T0,pp is total transmittance over a black surface in a plane-parallel atmo-

sphere.

5.3 Two Wavelength Method for Cloud Optical Depth Method from
Zenith Radiance

The two wavelength method for cloud optical depth, works by creating zenith ra-

diance models at different cloud optical depths and effective cloud fractions for

wavelength pairs. I start with a pair of matrices, one for each wavelength, pop-

ulated with radiance values from the cloud model. The rows represent varying

cloud optical depths from 0 to τmax. The columns represent varying effective cloud
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fraction from 0 to Acmax . The model zenith radiance matrices have the form:

Lτ,Ac(λ, θs, αλ) =




Lτ1,Ac1 Lτ1,Ac2 · · · Lτ1,Acmax
Lτ2,Ac1 Lτ2,Ac2 · · · Lτ2,Acmax

...
...

. . .
...

Lτmax,Ac1 Lτmax,Ac2 · · · Lτmax,Acmax


 (5.16)

where τ is cloud optical depth, Ac is effective cloud fraction, λ is wavelength, θs is

solar zenith angle, αλ is surface albedo. Since we look at pairs of wavelength, we

have two matrices. Let us label a matrix for one wavelength Lτ,Ac(λ1, θs, αλ1) as

L1 and another Lτ,Ac(λ2, θs, αλ2) as L2.

We want to create a two dimensional lookup table to find cloud optical depth

through 2d interpolation. The routine that we use for 2d interpolation uses the

row and column values to return the interpolation value. With this in mind, we

need a lookup table whose elements are populated by cloud optical depth values,

the rows are defined by one wavelength’s model radiances, and the columns are

defined by the other wavelengths model radiances. The desired matrix has the

form:

τL1,L2(λ1, λ2, θs, αλ1 , αλ2) =




τL11 ,L21
τL11 ,L22

· · · τL11 ,L2max

τL12 ,L21
τL12 ,L22

· · · τL12 ,L2max

...
...

. . .
...

τL1max ,L21
τL1max ,L22

· · · τL1max ,L2max


 (5.17)

To achieve this result, we stack the columns of matrix L1 from Eq. 5.16 so that it

forms a vector:

Lvec 1 =







Lτ1,Ac1
...

Lτmax,Ac1







Lτ1,Ac2
...

Lτmax,Ac2




...


Lτ1,Acmax
...

Lτmax,Acmax







(5.18)
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Similarly, we create vectors for L2 and τ . Then, we use a routine which converts

XYZ data to matrix form, with X as Lvec 1, Y as Lvec 2, and Z as τvec. The result of

the routine is the matrix from Eq.5.17. Then, it just becomes a question of using

a two dimensional interpolation on the optical depth matrix, τL1,L2 , with the pair

of radiance values as the x and y coordinates of that matrix. Similarly, I created

a two dimensional lookup table for effective cloud fraction.

5.4 Cloud Optical Depth Measurements

At the CAROb Site in RSMAS, we have several devices capable of measuring

parameters which can be used to calculate the optical depth, such as the polarized

micro-pulse LIDAR (MPL), the two Aeronet Cimel photometers, and the zenith

radiometer. We were interested in comparing the cloud optical depth obtained

from the MPL and zenith radiance for optically thin clouds. We attempted to

adapt the method of Marshak et al. [1] for measuring cloud optical depth from

zenith radiance. In their case, they used high/bright surface albedo in the near

infrared and low/dark surface albedo in the red for contrasting albedo. In our case,

we need to use two very different wavelengths. We also found that since we are

focusing on optically thin clouds a much simpler one wavelength approach could

be taken to derive the cloud optical depth from our zenith radiance measurements.

Initially, we were using the radiometer located outside on the roof to measure

zenith sky radiance, but we discovered that changes in instrument temperature

were causing large variations in the data due to dark current variations. In order

to avoid temperature variations we decided to bring the device indoors and put

it next to the LIDAR viewing window in the roof, but now with the instrument

temperature stabilized. However, the radiometer was too large and we switched

to the Ocean Optics fiber coupled spectrometer which we had previously used to

measure the surface albedo. The advantage is that it has a very small footprint
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Figure 5.5: Clear sky radiance spectrum. The single scatter approximation, as-
suming AOD = 0, is a simple model which we used to compare with the DISORT
model. If we assume AOD = 0 and a black surface albedo, the DISORT cloud
model corresponds well to the single scatter approximation. However, you can still
see that both of those models lie below the radiance data. If you assume an optical
depth of 0.15 for this time slice and the effective surface albedo, as in Fig. 4.11,
the DISORT model matches the radiance data very well. The deviations, or dips,
can be attributed to the water vapor and other gas absorption lines.

and in addition is hyperspectral with 1.2 nm spectral resolution from 400 to 900

nm. The old radiometer was multichannel with only 6 discrete wavelengths. This

gives us more freedom to pick wavelengths that work well for this experiment.

Analysis of spectral radiance, as in Fig. 5.5, shows that there is very good

agreement between model and data up until 685 nm. Above this region, we can

start to see the effect of water vapor and other atmospheric gas absorption bands

which are not currently accounted for in our model. Nevertheless, we have many

wavelengths which we can use to solve for cloud optical depth. We started with

573.9 and 678.1 nm because they seemed to provide the largest contrast in the

surface albedo spectrum. Fig. 5.5 shows three models: two DISORT models and
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Cloud Optical Depth Time Series. Compare the radiometer’s radiance response to
the MPL’s clouds optical depth. Peaks coincide with clouds. We developed criteria
for how big a cloud’s NRB peak must be to be considered a cloud. The radiance
can saturate when optically thick clouds are overhead which corresponds to the
flat peaks particularly at 575 nm. This loss of data can be avoided by lowering the
integration time on the spectrometer.

a single scattering approximation. To check the consistency we compare the single

scattering approximation and the DISORT zenith radiance for a black surface and

zero AOD. The single scattering approximation for zenith radiance and zero AOD

is [52]

LSSA(λ) =
3

16π
τR(λ)F0(λ)

(
1 + cos2 θs

)
(5.19)

where F0(λ) is the extraterrestrial solar irradiance. We find that DISORT and

single scatter approximation have very good agreement. However, if we want

DISORT to match the data, we have to consider the albedo and AOD. In Fig. 5.5

we needed to use an AOD of about 0.15 for that time sample, which matches the

Aeronet AOD for that time.

For comparison, we calculated the cloud optical depth from the LIDAR data

during the same time interval. The time series can be seen in Fig. 5.6. The time-
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Figure 5.7: Time-lapse images on 12/23/2014 17:00 to 18:00 GMT. Every row con-
sists of 3 minutes of consecutive images taken every 15 seconds. These images serve
as a realistic check for the true cloud scenario above the LIDAR and radiometer.
For example, the MPL cloud optical depth data indicates that there are clouds
between 17:42 to 17:48, which are also present in the time-lapse images.
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Figure 5.8: Co-polarized NRB profiles for 12/23/2014 17:00 to 18:00 GMT. Clouds
in this image have an NRB greater than 5 Counts km2/µJµs.

lapse images in Fig. 5.7 are used to compare occurrences of radiance maxima to

real-world clouds. The Normalized Relative Backscatter (NRB) profile from Fig.

5.8 reveals that visible clouds in this time period typically surpassed 5 Counts

km2/µJµs.

We considered two methods to calculate cloud optical depth from the zenith

sky radiance. First, we followed the method outlined in Marshak et al. [1] with

pairs of wavelengths, unfortunately with our radiometer settings our radiometer

saturates at one of the wavelengths for higher optical depth (Fig. 5.9). Also, our



89

7

6

5

4

3

2

1

R
ad

ia
nc

e 
at

 6
78

.1
 n

m
 

 µ
W

/(c
m

^2
 n

m
 s

r)

65432
Radiance at 573.9 nm
µW/(cm^2 nm sr)

0.7

0.6

0.5

0.4

0.3

0.2

0.1

O
ptical D

epth
2d Lookup Table

Figure 5.9: 678.1 nm vs 573.9 nm Radiance with the color map representing the
cloud model, and the black crosses represent the radiometer data. By finding the
radiance pair’s location on the model, one can find the optical depth. Notice that
the data starts to leave the model at optical depths over 0.30. This is likely due
to saturation. For example, the maximum radiance for 573.9 nm is around 5.05
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below this limit that are outside the model area were likely saturated but averaged
with lower radiance values in the 15 second time interval between data points.

MPL routine was limited to optically thin clouds as they could be reliably retrieved

by the LIDAR inversion. Since our situation is really in the linear portion of the

sky radiance model, we realized that we only needed one model wavelength.

Comparison of these two methods for determining cloud optical depth from sky

radiance are shown in Fig. 5.10. The two wavelength method, Fig. 5.10a, fails to

capture optically thick cloud peaks that are picked up by the MPL, but this is due
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to saturation of the radiance channels when there are thick clouds were overhead.

Fig. 5.9 shows where the data is located in relation to the 2d radiance model for

678.1 and 573.9 nm. Ideally, all the data (black dots) would lie inside the confines of

the color map generated for 678.1 vs 573.9 nm Zenith Radiance. However, you can

see that for cloud optical depth above 0.30 the data deviates from the predicted

possible values of the model. We realized that these deviations correspond to

saturated radiance points, which appear as flat peaks in Fig. 5.6. The loss of data

due to saturation can be overcome by decreasing the integration time for future

measurements. The integration time was 250 ms and the radiance spectra were

averaged for 15 second intervals. When there are very high or saturated values

within the average, the result is erroneous, which explains the range of values of

outside the model, or a smearing of saturated with non-saturated values. Another

fix for this could be to take single measurements without averaging for 15 second

intervals. This would minimize the smearing effect that we see from averaging. It

may also be interesting to decrease the sample intervals to 5 seconds or lower to

capture rapid transitions.

We find very good agreement between the MPL and zenith radiance derived

AOD with the single wavelength method as shown in Fig. 5.11. Since the 678.1

nm radiance data is the least saturated wavelength, we use this wavelength for

the linear interpolation. In this case, we see many of the same clouds peaks as

seen in the MPL. We also found that the sky radiance method had an optical

depth of 0.10 higher than the MPL method. This is most likely because the MPL

cloud optical depth has the aerosol background portion removed, whereas the sky

radiance method contains both cloud and aerosol background contributions. The

AERONET aerosol optical depth for that day averaged around 0.1 for 675 nm,

which would account for the offset in the sky radiance method to the MPL method.



Chapter 6

Error Analysis and Sensitivity

In this chapter we will analyze the sensitivity of the 1D zenith radiance cloud model

to the parameters used in this work. The key model input variables are particle size,

surface albedo, and solar zenith angle. For measurements in the previous chapter,

we used a cloud particle size of 20 µm, an albedo of 0.0899 for λ = 678.1nm and

a solar zenith angle equal to 50◦. For simplicity, we will focus on λ = 678.1nm,

but given the similar optical properties for light in the visible spectrum we should

expect similar relationships in the visible spectrum. By modifying these three

key variables and producing new lookup tables we can get the variation of the

derived cloud optical depth (COD) with these parameters. Then, by calculating

the percentage that the COD has changed from the original value, we can find the

induced percent error as a function of these key input variables.

6.1 Effective Cloud Particle Size

Through Mie scattering, the size parameter (x = 2πa
λ

), which depends on particle

size and wavelength, directly affects the zenith radiance (Fig. 6.1a) through its

effect on the particle scattering phase function. We consider typical effective cloud

particle sizes from 5 to 25 µm [4]. The zenith radiance model at θ = 50◦ has a

maximum around COD = 7.8. We find that particle size has a bigger effect on

zenith radiance for high COD than for low COD. At low COD, below COD = 7.8,

the radiance models for various particle sizes are tightly packed. At high COD

above the maximum, we see more separation between the zenith radiance models

93
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Figure 6.1: Cloud particle size’s effect on the derived cloud optical depth (COD).
(a) Zenith radiance models for different particle sizes. (b) Percent change in derived
COD for 678.1 nm for different particle sizes. Percent change shown is with respect
to the 20µm model. Models shown here have an effective cloud fraction of 0.5 and
a solar zenith angle of 50◦.
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for the different particle sizes. Consequently, for typical cloud effective particle

sizes from 5 to 20 µm there is not a large dependence on particle size in the low

COD region we are studying here. Figure 6.1b shows the percent change in COD

when compared to the 20 µm model.

In terms of an error budget, we can determine how the COD will differ if the

particle size was really 5, 10, 15, or 25 µm versus our assumed value of 20 µm?

For COD less than 5, we see a percent error less than 2% and for COD larger than

15, we see a percent error less than 10% (Fig 6.1b). Thus, for optically thin clouds

we have a maximum of 2% error due to particle size.

6.2 Surface Albedo

We measured spectral surface albedo, which is discussed in Ch. 4. However,

there is an inherent uncertainty of 4% due to instrument error. Given the model’s

dependence on surface albedo to solve the radiative transfer equation, we must

analyze the influence of a varying surface albedo on the derived COD. For this

analysis, we varied the albedo by multiplying the measured albedo with a coefficient

that varied from 0.1 to 3.0 (Fig 6.2). We find that, once again, the percent change

in derived COD is larger for large COD. Optically thick clouds depend more on

the local underlying surface albedo than thin clouds. A closer look at the optically

thin cloud region is seen in Fig. 6.3. We find that if albedo is one tenth the

original albedo that the percent change in COD varies from 2.5% (COD = 1) to

9% (COD = 0.1). If the albedo is 3 times the original albedo, the percent change

in COD varies from 6% (COD = 1) to 20% (COD = 0.1).

Another way to summarize the percent change in the derived COD with chang-

ing albedo is by analysis of the contour maps in Fig. 6.4. The horizontal axis is

COD and the vertical axis is albedo coefficient. The contour lines indicate the

percent change in COD. These contours are used to determine the requirement on
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(c)

Figure 6.2: (a) Radiance resulting from changing the albedo by a factor of 0.1 to
3 times the measured albedo. (b) Resulting change in derived COD if the albedo
is actually higher than we measured (by a factor of 1.2 to 3). (c) Resulting change
in derived COD if the albedo is actually smaller than we measured (by a factor of
0.1 to 0.9).
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Figure 6.3: Closer look: Percent change in derived COD resulting from varying the
surface albedo for COD less than 3 (a) Higher surface albedo. (c) Lower surface
albedo.
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Figure 6.4: Contour map of percent change in derived COD as function of albedo
and COD. (a) Albedo varied by a factor of 0.1 to 3, in intervals of 0.1. The
thick black line represents when the cloud optical is changed by ten percent. (b)
Expanded view, when albedo multiplier varies from 0.9-1.1 in intervals of 0.01,
there is less dependence on albedo for COD less than 7 and consequently less error
is attributed to COD. For COD larger than 10, an albedo error larger than 60%
will result in a COD error larger than 10%.
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the albedo measurements. In order to keep the percent error in the derived COD

under 10%, the surface albedo measurement must have a maximum of 60% error

for COD larger than 10. From COD = 5 to 10, which is around the maximum

radiance, the COD is highly sensitive to albedo, requiring less than 5% error in

albedo to have a 10% error in derived COD. Given that the spectrometer used for

the albedo measurements has an error of 4% and with Fig. 6.5, the COD error is

between 0.1% (COD = 1.2) to 0.4% (COD = 0.1).
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Figure 6.6: Solar zenith angle time series for data considered in previous chapter
varies from 49.18◦ to 50.13◦.

6.3 Solar Zenith Angle

This section seeks to set requirements on the applicable range of solar zenith angles

per lookup table. We have the capability of creating lookup tables for any desired

solar zenith angle below 80◦. However, having pre-calculated tables for many solar

zenith angles becomes problematic with respect to memory storage. With this in

mind, we would like to minimize the number of solar zenith angle tables/files we

need to at any given time.

For example, Marshak et al. [1] utilizes a lookup table for θ = 62±3◦. Similarly,

we followed Marshak et al.’s [1] example and applied a table for θ = 50 ± 2.5◦.

However, by varying solar zenith angle around 50◦, we find that a smaller angular

restriction is required to reduce error to less than 10% in derived COD. In the data

example from the previous chapter, the solar zenith angle varied from 49.18◦ to

50.13◦ (Fig. 6.6). For the error analysis, we varied the solar zenith angle from 40

to 60◦ (Fig. 6.7). We find that for COD from 0 to 5 and a solar zenith angle ± 2◦

from the original has a percent change in COD is equal to 20 to 40%.

Figure 6.8 shows contour maps of percent change in COD as a function of solar

zenith angle and COD. We find that for COD greater than 20 that a ± 2◦ change
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in solar zenith angle can cause COD error of 10%. For optically thin clouds, COD

less than 5, the solar zenith angle should be less than ± 1◦ from the lookup table’s

solar zenith angle to have an error less than 10%. In the time series from Fig. 6.6,

the solar zenith angle varies from 49.18◦ to 50.13◦. This causes a percent change

in the derived COD from 2 to 11% (Fig. 6.9). Consequently, we can expect an

error in our derived COD measurements to be between 2− 11%.
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(c)

Figure 6.7: Solar zenith angle’s effect on cloud models: (a) Zenith radiance for
solar zenith angles from 40 to 60◦. (b) Percent change in the derived COD as a
result of solar zenith angles varying from 40 to 48◦ with respect to the 50◦ cloud
model. (c) Percent change in the derived COD as a result of variations in solar
zenith angles from 52 to 60◦ with respect to the 50◦ cloud model.
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Figure 6.8: Contour maps of percent change in derived COD as a function of solar
zenith angle and COD. (a) Solar zenith angles from 40 to 60◦. (b) Expanded view:
Solar zenith angles from 48 to 52◦. For OD < 5, the lookup table must be less
than ± 1◦ from the data to have a derived COD error less than 10%.
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Chapter 7

Conclusion

Our goal was to compare inversions of cloud optical depth (COD) for optically

thin clouds between two independent instruments, a micro pulse lidar (MPL) and

zenith aligned radiometer. For the MPL data, we applied the Fernald inversion

using a calibrated lidar coefficient C to find COD, which as discussed in Ch. 3

is calibrated using Aeronet Cimel AOD. For the Radiometer data, we used a 1D

zenith radiance cloud model assuming homogeneous clouds for varying COD to

generate a lookup table of COD vs zenith radiance. By interpolating this table,

we can find the COD that corresponds to the measured zenith radiance. When

comparing COD derived with the MPL to that derived with the radiometer, we

found strong agreement. For instance, in Fig. 7.1, we find correlation coefficient of

0.94, which indicates a strong correlation. When COD is greater than 1, we find

no correlation between the MPL and radiometer, which is caused by the optical

power limitations of the MPL.

We studied the sensitivity of derived COD to surface albedo, particle size, and

solar zenith angle. Given the measured albedo has an estimated error of 4%, we

expect a maximum derived COD error equal to 0.4%. For optically thin clouds,

we find that particle size contributes a maximum derived COD error equal to 2%

for the range of particle sizes from 5 to 20 µm. Solar zenith angle has the biggest

effect on the derived COD error: 2 to 11%. However, this is also the easiest to

reduce, which can be achieved by using lookup tables with solar zenith angles

closer to the data. We applied a solar zenith angle of 50◦ to data ranging from
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Figure 7.1: Correlation between derived COD from MPL and Radiometer. (a)
COD time series comparison. (b) MPL COD vs Radiometer COD. Calculated
correlation coefficient for this time period is 0.94.
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49.18◦ to 50.13◦. I have recently created new lookup tables for zenith radiance as

a function of both COD and solar zenith angle (from 49.1◦ to 50.3◦ in increments

of 0.1◦), and have found equivalent correlation coefficients between the MPL and

radiometer as discussed earlier. Consequently, when applying these new tables,

the largest source of error is the effective cloud particle size (2%).

We adapted Marshak et al.’s [1] two-wavelength method to our measurement

site. After performing albedo measurements at different surfaces around our site,

we estimated the effective albedo. Analysis of the effective albedo spectrum shows

that we do not have the spectral contrast to perform the same method as Marshak

et al. [1]. However, we decided to focus on 573.9 nm and 670.1 nm, which provided

the best contrast. We found that detector’s integration time caused saturation

problems for large COD. Since the 670.1 nm channel was not saturated, we could

determine COD for optically thin clouds from one wavelength. The reason why

the two-wavelength method is proposed is to avoid the multivalued problems for

the zenith radiance models. For optically thin clouds this is not a problem.

Future work can lead to improved results. Smaller integration times will have

less saturation. This may lead to the possibility of inverting larger COD. However,

the MPL data cannot be inverted for COD greater than 1, which means that we

would rely solely on the zenith radiance technique. We may also be able to use a

two dimensional method to accommodate non-homogeneous cloud fields.

Investigating independent measurements of surface albedo would provide com-

parison with our effective albedo. For example, we could measure albedo from

high altitude, such as an aircraft for instance. Another idea is to take advantage

of the portability of the method we developed by moving the radiance detector to

different measurement sites. For instance, we could go to the Everglades, a more
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vegetated site, and retrieve COD. By refining our method and considering different

sites, there are many possible directions in which to build upon this work.

15% of the global cloud cover is made of small clouds [25]. In marine envi-

ronments, such as our site, nearly 50% of low clouds are optically thin [27] and

cannot be measured well from space [28]. The MPL and zenith radiance COD

methods developed in this work measured this cloud type. Consequently, these

COD methods provide more knowledge, which was historically lacking, on a cloud

type that represents a large portion of the clouds seen in marine environments and

globally.
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