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The author of this thesis discusses two topics in elementary particle physics: 

n -ary algebras and their applications to M-theory (Part I), and functional evolution 

and Renormalization Group flows (Part II).  

 

In part I, Lie algebra is extended to four different n -ary algebraic structure: 

generalized Lie algebra, Filippov algebra, Nambu algebra and Nambu-Poisson tensor; 

though there are still many other n -ary algebras. A natural property of Generalized 

Lie algebras — the Bremner identity, is studied, and proved with a totally different 

method from its original version. We extend Bremner identity to n -bracket cases, 

where n  is an arbitrary odd integer. Filippov algebras do not focus on associativity, 

and are defined by the Fundamental identity. We add associativity to Filippov 

algebras, and give examples of how to construct Filippov algebras from )2(su , 

bosonic oscillator, Virasoro algebra. We try to include fermionic charges into the 

ternary Virasoro-Witt algebra, but the attempt fails because fermionic charges keep 

generating new charges that make the algebra not closed. We also study the Bremner 

identity restriction on Nambu algebras and Nambu-Poisson tensors. So far, the only 

example 3 -algebra being used in physics is the BLG model with 3 -algebra 4A , 

describing two M2-branes interactions. Its extension with Nambu algebra, BLG-NB 

model, is believed to describe infinite M2-branes condensation. Also, there is another 



  

 

propose for M2-brane interactions, the ABJM model, which is constructed by ordinary 

Lie algebra. We compare the symmetry properties between them, and discuss the 

possible approaches to include these three models into a grand unification theory.  

 

In Part II, we give an approximate solution for Schroeder’s equations, based on 

series and conjugation methods. We use the logistic map as an example, and 

demonstrate that this approximate solution converges to known analytical solutions 

around the fixed point, around which the approximate solution is constructed. 

Although the closed-form solutions for Schroeder’s equations can not always be 

approached analytically, by fitting the approximation solutions, one can still obtain 

closed-form solutions sometimes. Based on Schroeder’s theory, approximate solutions 

for trajectories, velocities and potentials can also be constructed. The approximate 

solution is significantly useful to calculate the beta function in renormalization group 

trajectory. By “wrapping” the series solutions with the conjugations from different 

inverse functions, we generate different branches of the trajectory, and construct a 

counterexample for a folk theorem about limited cycles.  
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Chapter 1 

Introduction of Part I 

 

 

In this introduction, we motivate and formulate the research questions to be 

addressed in Part I of this thesis. First, we introduce the origin of n -ary algebras and 

review the development of them within the last forty years. Then we give a short 

review of M2-brane and point out that one of the most important research problems of 

M-theory is the dynamics between multiple M2-branes and M5-branes. We then go on 

to explain the recent connection between 3-algebra and dynamics of multiple 

M2-branes through BLG model. We also mention that there is an alternative candidate 

for multiple M2-branes theory, and its possible relation to BLG model. These allow us 

to formulate the precise questions we want to address in Part I. Finally we go through 

the organization of Part I by chapters.  

 

 

1.1 History of n -Ary Algebras 

 

About forty years ago, Nambu[1] proposed an elegant generalization of classical 

Hamiltonian mechanics, which was an alternative to the canonical formulation. In 

Nambu’s formalism, he replaced the usual canonical binary Poisson bracket by 

Nambu bracket with three entries. Since this ternary innovated algebraic structure is 
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Poissonlike, it is called the classical Nambu bracket, and it is a volume-element 

Jacobian determinant in a higher dimensional space. Nambu also considered imposing 

various properties on the classical Nambu bracket, but it was not clear at that time[1]. 

Later, Filippov[2], Takhtajan[3] and many others[4,5,6,7] systematically studied the 

original Nambu brackets and made many extensions.  

 

In 80s, Filippov[2] quantized classical Nambu bracket in a conventional Hilbert 

space operator formalism, writing it in the form of 3- or n -linear fully antisymmetric 

commutator. He also imposed a property called Filippov identity (also known as 

Fundamental Identity) to the quantized Nambu brackets, formulating the Filippov 

algebras, which is the original and the first version of n -ary algebras. Fundamental 

identity is considered to be the Jacobi identity in 3- or n-bracket case, and it is the 

most critical property when defining Filippov algebras. In 1994, Takhtajan[3] defined 

a special class of Nambu brackets, called the Nambu-Poisson brackets. In his system, 

Nambu-Poisson bracket can be used to write down the equations of motion with the 

advantage that a larger symmetry is kept manifest compared with the canonical 

formulation, which requires a gauge fixing condition. Based on Filippov’s work, 

many modifications have been made on Filippov algebras, and many other similar 

algebras have been generated, like generalized Lie algebra, n -Leibniz algebra, 

etc[7,8,9,10,11].  

 

Because of its Lie algebra-like form, many researchers attempted to search Lie 

algebra-like properties of n -ary algebras[2,12,13,14]. However, after almost forty 

years, we still know little about this new algebraic structure by two reasons. One is 
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that there are not many n -ary algebras found so far; the Fundamental identity is so 

strong that no matter what kind of the modifications made on it, it still rules out most 

n -ary algebra candidates. Besides Fundamental identity, people rarely found other 

properties that can be applied to Nambu bracket and n -ary algebras until 1997. 

Bremner[15,16,17] found the universal property (Bremner Identity) for all quantized 

ternary Nambu bracket, and then Curtright, Jin and Mezincescu extended it to 

n -bracket case[18]. Another reason is that people have not found an effective 

representation for n -ary algebras.  

 

 

1.2 What is an M2-brane? 

 

String theory is considered as a candidate to unify all the fundamental 

interactions since the early 1970s. During the development of string theory, one 

natural question was always asked:  can one extend the one-dimensional strings to 

higher dimensional objects, like 2-dimensional membranes or, in general 

d -dimensional objects? The first study of membranes was back in 1962, even before 

the borning of string theory. Dirac[19] proposed that the excited states of a brane-like 

object could correspond to the electron and the muon. However, because of the lack 

of spin in his theory, the brane idea was not accepted until superysymmetry and 

supergravity were studied.  

 

The study of branes was in parallel with string theory, generalizing from the 

Green-Schwarz action. The attempts to quantize branes were not successful until 1986, 
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when supersymmetry was incorporated to 3-branes theory by Hughes, Liu and 

Polchinski[20]. Later, Bergshoe, Sezgin and Townsend[21] wrote down the 

Lagrangian describing a single supersymmetric membrane propagating in D  

dimensions.   

 

On the other hand, eleven-dimensional supergravity was constructed in 1978[22]. 

Two different techniques, i.e. the doubled field approach and the method of nonlinear 

realization were combined and with their help, people could understand the equations 

of motion of the bosonic p -form fields. The eleven-dimensional theory has the 

advantage of uniqueness and simplicity. Only three different particles: the gravition, 

the Majorana gravitino, and a gauge potential (a third rank antisymmetric tensor), are 

contained.  

 

The eleven-dimensional space in strong coupling limit was generalized from two 

of the string theories (type IIA and 88 EE × heterotic string). At the Strings ’95 

conference in the University of Southern California, Witten named it M-theory and 

proposed that M-theory to be an extension of string theory that would unify all five 

string theories via dualities, and the eleven-dimensional gravity is its low energy limit. 

In M-theory, the fundamental ingredients are the M2-branes and their solitonic 

electric-magnetic duals, M5-branes.  

 

Maldacena’s AdS/CFT[23] correspondence provides an approach to stacks of 

M2- and M5-branes; the gravity side of the correspondence, where these branes are 

defined, is a good starting point. In eleven-dimensional supergravity, a stack of 
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M2-branes has an 7
4 SAdS ×  geometry, and is dual to a three dimensional conformal 

field theory. The gauge theory is of Chern-Simons type and it contains 8N =  

maximal supersymmetry.  

Nowadays, the dynamics of M2-branes and M5-branes is still under a long way 

of studying, and M-theory still remains mysterious.    

 

 

1.3 3-Algebra and Multiple M2-branes 

 

Before 2006, n -ary algebras had already been studied for more than three 

decades, but people were still not clear about how to apply it to physics successfully. 

While on the other hand, actions describing single M2-brane and single M5-brane had 

been known for a long time; however, actions for multiple M2-branes and multiple 

M5-branes dynamics were still mysterious. Fortunately, in 2006, a novel theory 

appeared and combined n -ary algebras and multiple M2-branes dynamics together. 

Bagger and Lamber[24,25,26], and Gustavsson[27] independently proposed an action 

describing a pair of M2-branes, based on Filippov 3-algebras, rather than Lie algebras. 

This model is called BLG model, and was inspired by the work of Basu and 

Harvey[28]. Actually, the equation of motion for multiple M2-branes came before the 

action for them. Basu-Harvey equation successfully describes the configuration of 

multiple M2-branes ending on an M5-brane, though it does not reply on specific 

realization of any 3-algebra like structure. Bagger, Lamber and Gustavsson then 

started from Baso-Harvey equation, proposed BLG model.   
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BLG model has 3-dimensional maximally supersymmetric gauge theories with 

)4|8(OSp  superconformal symmetry. This model has successfully described pairs of 

M2-branes on an M-fold, and has provided a relationship between M2-branes and 

pD -branes. The Filippov 3-algebra utilized in it is 4-dimensional 4A , which is finite 

positive-definite. The Fundamental identity of 4A  plays a very important role in 

BLG model: it implies that BLG model has 8N =  supersymmetry. However, BLG 

still suffers several disappointing points: first, it describes the dynamics of a pair of 

M2-branes on an orbifold rather than a flat space, which does satisfy BPS state very 

well. Second, because of gauge symmetry 4A , its gauge group )2()2( SUSU ×  only 

describes two M2-branes sitting on one another; the action describing low energy 

dynamics of an arbitrary finite number of M2-branes remains unsolved.  

 

BLG model initiated a trend of studying the relation between 3-algebras (not just 

Filippov 3-algebras) and M2-branes[29,30,31,32]. It seems that the 4A  algebra is the 

only finite positive-definite metric Filippov 3-algebra, all others are either direct sums 

of 4A  or trivial one-dimensional 3-algebras. So it is almost impossible to modify 

BLG model by enriching finite positive-definite metric Filippov 3-algebras. The 

condition of “finite positive-definite metric” seems too strong to rule out all other 

3-algebras to be applied to this model. To remedy this, “finite” condition can be 

abandoned. Filippov algebras are originated from classic Nambu bracket, and classic 

Nambu bracket combining with Fundamental identity would generate Nambu algebra. 

Nambu algebra is an infinite positive-definite metric algebra, and of course, it is also a 

special case of Filippov algebras.  
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Bagger and Lambert[26] first suggested to apply Nambu algebra in BLG model, 

and others[33,34,35,36] showed the success of this modification. Nambu algebra 

gives volume-preserving diffeomorphism group )( 3SSDiff  for the gauge group of 

this modified model. The new BLG-NB model contains 8N =  maximal 

supersymmetry also, and describes infinite M2-branes condensation. However, how to 

describe finite number of M2-branes still can not be answered by this model. 

 

Besides BLG model and BLG-NB model, Aharony, Bergman, Jafferis and 

Maldacena[23] proposed another model that is believed to describe an arbitrary finite 

number of M2-branes, the ABJM model. ABJM model was constructed using a Lie 

algebra, and it has gauge group )()( NSUNSU ×  and manifest 6N =  supersymmetry. 

It was shown that, ABJM model is equivalent to BLG model when 2=N . However, 

it is not clear how to enhance the supersymmetry when N  is greater than 2, and one 

can not expect to directly read off the degrees of freedom from the Lagrangian of 

ABJM model. If ABJM model is correct, it should be possible to take the large N  

limit to describe M2-branes condensation, which means ABJM model should be 

equivalent to BLG-NB model. The unification work between BLG, ABJM and 

BLG-NB is still under study.      

 

 

1.4 Research Questions 

 

In Part I of this thesis, we focus on the properties of n -ary algebras, and how 

they are applied to M-theory. The problems we want to confront are: 
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1. To classify different types of n -ary algebras, study the relations between them. 

2. To study the restrictions on structure constants of different n -ary algebras given 

by Bremner identity.  

3. To study the relations between Fundamental Identity and Bremner Identity. 

4. To study BLG-NB model, and its gauge group )( 3SSDiff , as well as its relations 

to )2()2( SUSU × . 

5. To study the connection of ABJM model to BLG model, study supersymmetry 

enhancement. 

6. To study the gauge theory of ABJM model at large N  limit. 

 

 

1.5 Roadmap of Part I 

 

In chapter 2, we first review the structure theory of regular Lie algebras and their 

representation theory. Then we classify n -ary algebras into generalized Lie algebras, 

Filippov algebras, Nambu algebras and Possion structure. Though there are more 

n -ary algebras than we list here, we believe that these four are most closed to physics 

and should be of particular interest of research. We attempt to enrich 3-algbras by 

calculating ternary versions of Virasoro-Witt algebra, superconformal algebra and 

Ladder operator, and find that only Virasoro-Witt algebra can generate 3-algebra 

under some certain conditions. We also show a non-computer involved approach of 

proving Bremner identity in quantum Nambu 3-bracket case, and extend it to 

n -bracket case.   
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In chapter 3, we study the formulism of BLG model. We review 4A  and see it 

plays an important role in supersymmetry invariance and M2-brane number 

description. We talk about the success and challenge for BLG model. Then we extend 

BLG model to BLG-NB model by substituting 4A  with Nambu algebra. The gauge 

group of BLG-NB model is )( 3SSDiff , a conjecture is to decompose the gauge 

theory of )( 3SSDiff  into the direct product of two )( 2SSDiff  gauge theory. We 

give a short review of constructing classical Yang-Mills theories at large N limit, and 

believe that this approach would give us the hint of connecting BLG and BLG-NB 

model.  

 

In chapter 4, we introduce ABJM model and its connection to BLG model and 

BLG-NB model. At 2=N  case, ABJM model is believed to be equivalent to BLG 

model, but the supersymmetry enhancement is still a problem when 2≠N . Also the 

gauge theory of ABJM model when N  goes infinity is mysterious, and we discuss 

the possibility and approaches to unify ABJM model and BLG model.   

 

    In chapter 5, we make a conclusion of Part I. 
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Chapter 2 

n -Ary Algebras 

 

 

A Lie algebra is an algebraic structure based on Lie bracket operation involving 

two entries. The n -ary generalizations of Lie algebra are algebraic structures in 

which two-Lie bracket has been replaced by a bracket with n  entries. Like Lie 

algebras, n -ary algebras also satisfiy a specific characteristic identity which plays the 

role of the Jacobi identity for Lie algebra. There are more than one ways to define 

n -ary algebras, and different definitions would emphasize different arithmatics and 

correspond to different identities. However, no matter how one defines a n -ary 

algebra, there are not as many of them as Lie algebras. The characteristic identities 

rule out most algebraic structures from being n -ary algebras.   

 

In section 2.1, we briefly review Lie algebras and metric Lie algebras. In section 

2.2, we introduce generalized Lie algebras, which emphasize on the associativity of 

n -brackets. The characteristic identity of generalized Lie algebras is generalized 

Jacobi identity (GJI). And besides GJI, generalized Lie algebras also satisfy Bremner 

identity and extended Bremner identity. In section 2.3, we study Filippov algebras 

with Fundamental identity, which do not emphasize on associativity. We give several 

examples of constructing Filippov 3 -algebras from some well-known Lie algebras. 

Section 2.4 talks about Nambu-algebras, which is the infinite dimensional version of 
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Filippov algebra. Some Filippov 3 -algebras given in last section are rewritten in 

Nambu-algebra version. We also give the condition at which Bremner identity can be 

applied to Nambu algebras. In section 2.5, the Nambu-Poisson tensor is discussed, 

and we figure out that Bremner identity would only generate trivial results. 

 

 

2.1 Lie Algebras 

 

In this section, we summarize some basic concepts of the theory of Lie algebras. 

Like many other algebraic structure, a Lie algebra is an object defined as a set in 

which one can do some algebraic operations that satisfy certain conditions. A Lie 

algebra structure is a vector space with an extra bilinear operation that assigns every 

pair of vectors to the third one.  

 

2.1.1 General properties of Lie algebras 

Definition 2.1: A Lie algebra is a vector space g  together with a bilinear operation 

ggg →× , the bilinear operation, Lie bracket [ , ] : ],[),( YXYX →  that satisfies 

1. Anticommutativity: 

          ],[],[ XYYX −= ,                           (2.1) 

2. bilinearity: 

],[],[],[ ZYbZXaZbYaX +=+ ,   ],[],[],[ YZbXZabYaXZ +=+ ,      (2.2) 

3. and the Jacobi Identity 

        0]],[,[]],[,[]],[,[ =++ ZXYXYZZYX ,                (2.3) 

for all gzyx ∈,,  and Rba ∈, . 
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   A finite example of Lie algebras is the linear transformations of a finite vector 

space, which is denoted the general linear Lie algebra gl ; and an infinite-dimensional 

example is the Lie algebra of the vector fields on a manifold M . 

 

   If the bilinear operation is defined as associative, then the Lie bracket can be 

expressed as YXXYYX −=],[ , and this yields the Jacobi Identity necessarily. The 

Jacobi Identity can be written as 

      ]],[,[]],,[[]],[,[ ZXYZYXZYX += .               (2.4) 

This form is similar to the Leibniz rule of derivative of a product of two functions: 

     )()()( DgfgDffgD += .                    (2.5) 

Therefore, a linear transformation D : gg → of the Lie algebra is said to be a 

derivation of the Lie algebra. Consider the adjoint map )(Yad X : ],[ YX= , then the 

Jacobi Identity can be written as 

           )](,[]),([]),([ ZadYZYadZYad XXX += .             (2.6) 

Hence, by definition, if g is a Lie algebra, the adjoin maps are derivations of it. 

 

Like other algebraic structures, a Lie algebra has a basis }{ ae  spanning the 

vector space g . One can specify the structure constants c
abf  connecting Lie bracket 

and the basis: 

           c
c

abba efee =],[ ,                      (2.7) 

The structure obeys 

                 c
ba

c
ab ff −= ,                       (2.8) 

and the Jacobi identity can be written in the third form in terms of structure constants: 
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             0=++ e
cb

c
da

e
ca

c
bd

e
cd

c
ab ffffff .                  (2.9) 

 

2.1.2 Metric Lie algebras 

   On Lie algebras, we can define the metric and construct scalar products. A Lie 

algebra is metric when it is endowed with an invariant, symmetric and nondegenerate 

bilinear form <  , >  : Rgg →× , which defines the scalar product in the g  

vector space: 

     0],[,],,[],,[ >=<+>=<>< ZXYZYXZYX ,         (2.10) 

for all gZYX ∈,, . 

 

The components of this bilinear form in terms of the basis }{ ae  are 

                 abba gee >=< ,  .                   (2.11) 

 

Once the metric is defined, one can raise and lower the indices of structure 

constants 

              dc
d

ababc gff =  .                  (2.12) 

 

Since our purpose of this section is to review some basic concepts of Lie algebras, 

we do not go further about the properties of metric Lie algebras, but only list some 

definitions and results here[37]: 

Definition 2.2: A metric Lie algebra is said to be indecomposable if it can not be 

written as an orthogonal direct sum of metric Lie algebras with dimension greater than 

zero. 
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Definition 2.3: A subspace, h , of elements of a Lie algebra, g , is called a Lie 

subalgebra if it is closed under the Lie bracket: 

                hhh ∈],[ 21 ,                            (2.13) 

for all ghhh ⊂∈21, . 

 

Definition 2.4: A subset, I , of elements of a Lie algebra, g , is called an ideal and 

denoted gI  , if it is absorbent with respect to the Lie bracket, which means 

               IgI ⊂],[ .                           (2.14) 

The total space g  and the element 0 are always ideals of g . All other ideals of g  

are called proper. 

 

Definition 2.5: A Lie algebra g  is said to be simple if it is not one-dimensional and 

it does not contain any proper ideals.  

 

Definition 2.6: A Lie algebra g  is said to be semisimple if it is isomorphic to a 

direct sum of simple Lie algebras.  

 

2.1.3 Representation theory of Lie algebras 

The theory representing Lie algebras is always the most popular topic in Lie 

algebras’ research. It contains so much subtopics and properties that it can easily cost 

hundreds of pages to talk about. In physics, we are interested in unitary representation 

most, because scalar Lagrangians are constructed based on it. Here, we give the 

definition of the representation of a Lie algebra: 
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Definition 2.7: A representation of a Lie algebra g  is a linear map ρ : )(Vglg → , 

where V is a vector space, that preserves the Lie bracket: 

           )](),([]),([ YXYX ρρρ = ,                 (2.15) 

for all gYX ∈,  

 

Definition 2.8: A representation of a Lie algebra g  is unitary if it preserves the 

scalar product of g : 

           >>=<< YXYX ,)(),( ρρ .               (2.16) 

 

 

2.2 Generalized Lie Algebras 

2.2.1 n -ary algebras 

Based on the Lie algebra concepts talked about above, we can extend regular Lie 

algebra structure to algebraic structure of brackets with 2>n  entries. Generally, 

n -ary bracket is constructed from a multilinear operation: 

                      [  , , 
n

  , ,  ] : 


GGG
n

→×× , 

where G  is generic n -ary algebra. 

 

For all n -ary bracket structure, we require it has similar properties to Lie 

bracket: 

 

1. Anticommutativity: 

      ],,,,[],,,,[  XYYX −= ,          (2.17) 
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  means if we switch the positions of an arbitrary pair of entries while keep the 

positions of other entries same, then total sign of the bracket will be changed. 

Therefore, n -ary bracket is totally antisymmetric to an arbitrary pair of entries. 

 

2. Multilinearity: 

 ],,[],,[],,[  YbXabYaX +=+ .       (2.18) 

 

As to the Jacobi identity, there are two interpretations of extending it to n -ary case, 

and these lead to two main different generalizations of the n -ary algebras. One is the 

antisymmetrization of the nested n -ary brackets, by extending nexted Lie brackets [ , 

[  , ]  ] ; the other one is to extend the derivation character of Lie algebra to n -ary 

case. Generalized Lie algebra[8,9] is generated by the first case, and Filippov 

algebra[2] is by the second (we talk about it in next section). 

 

2.2.2 Generalized Lie algebras 

For generalized Lie algebras, the Jacobi identity is extended to generalized 

Jacobi identity: 

For n  even, the generalized Lie bracket satisfies the following identity 

∑
−∈

−+ =−
12

0],,],,,[[)1( )12()1()()1(
)(

nS
nnn XXXX

σ
σσσσ

σs  ,    (2.19) 

where 12 −nS  is 12 −n  order symmetry group, and σ  goes through all the elements 

of 12 −nS . Curtright and Zachos[4] proved that an arbitrary n (even)-bracket obeys 

(2.19), no matter if the entries compose an algebra or not.  
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 For n  odd, it is proved[4] that the right hand side is not zero. The totally 

antisymmetrized action of odd n -bracket on other odd n-bracket results in a 

)12( −n -bracket. For example, 3-bracket acting on 3-bracket results: 

 

],,,,[],],,,[[)1( 54321)5()4()3()1(
)(

5

XXXXXCXXXX
S
∑
∈

=−
σ

σσσσ
σs  (2.20) 

where C  is a constant coefficient.  

 

Generalized Lie algebras emphasize on the associativity of the composition of the 

elements in their multibracket, so the multibracket of order n  can be defined by the 

fully antisymmetrized product of its entries, making it similar to regular commutators 

∑
∈

−=
n

nn
S

iiii XXXX
σ

σs
σσ )()1(1

)()1(:],[   .       (2.21) 

 

In regular Lie algebras, we can always use Levi-Civita symbols denoting Lie 

bracket 
21

21

2121
],[ jj

jj
iiii XXXX =∈ , and we can do the same to generalized Lie algebras: 

21

21

211
],[ jj

jj
iiii XXXX

n
 

=∈ .                  (2.22)    

 

Since generalized Jacobi identity restricts that n  must be even, the generalized 

Lie algebra is defined as: 

Definition 2.9: the n  order generalized Lie algebra[8,9] is a vector space G  

endowed with a fully antisymmetric bracket 


GGG
n

→×× , 

GXXXX nn ∈],[),,( 11  , such that the generalized Jacobi identity is fulfilled. 

And given a basis }{ iX of G  ( Gdi dim,,1 ==  ), the structure constants of 
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generalized Lie algebra is 

               j
j

iiii XCXX
nn 

11
],[ = .                 (2.23) 

 

2.2.3 Properties of quantum Nambu brackets 

The totally antisymmetrized n -bracket is also known as quantum Nambu 

bracket or n -bracket. For even quantum Nambu bracket, (2.19) is the identity they all 

obey. And for odd quantum Nambu bracket, (2.20) could be considered as an identity, 

but it involves higher order bracket and makes the form complicated. Therefore, we 

do not consider (2.20) as an identity for odd quantum Nambu bracket, and there does 

exist an identity that can be applied to all odd quantum Nambu bracket—the Bremner 

identity.  

 

Bremner[15] showed that  

]],,,[],,,[[],],],,,[,[[ gfedcbAgfedcbA = ,              (2.24) 

where A  is fixed, but it is implicitly understood that lower case entries are totally 

antisymmetrized by summing over all !6  signed permutations of them.  

 

When Bremner attempted to prove this identity, he used computer to count and 

calculate all the terms on both hand side of (2.24). Here, we give an alternative proof 

that does not involve computer. The Bremner Identity can be proved through a 

resolution of both left- and right-hand sides as a series of canonically ordered words. 

By direct calculation we find 

bcdefgAbcdefAgbcdeAfg

bcdAefgbcAdefgbAcdefgAbcdefggfedcbA

243636

24363624],],],,,[,[[

+−+
−+−=

, (2.25)   
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where all lower case entries are implicitly totally antisymmetrized. Precisely the same 

expansion holdes for ]],,,[],,,[[ gfedcbA , again by direct calculation. Hence the 

identity is established. 

 

That is to say, both ],],],,,[,[[ gfedcbA  and ]],,,[],,,[[ gfedcbA  can be 

rendered as a 7 -bracket plus another 3 -bracket containing 3 -brackets, when 

antisymmetrized over lower case entries.  

]],,,[],,,[[]],,[],,,,[,[
6
1

],,,,,,[
20
1

],],],,,[,[[ gfedcbAgfedcbAgfedcbAgfedcbA =−=

                                                                          

(2.26) 

Thus the Bremner identity amounts to the combinatorial statement, as written, that 

there are two distinct ways to present a 7 -bracket in terms of nested 3 -brackets.  

 

   With Bremner identity, one would think about extending it to higher order cases. 

For odd n -bracket, (2.19) produces the )12( −n -bracket upon total 

antisymmetrization[4]. Apparently, the simplest identity obeyed by odd brackets of 

only one type, that does not introduce higher order brackets, requires that they act at 

least thrice. For any odd n , a valid relation is the immediate generalization of that 

found by Bremner for the case of 3 -brackets.  To show this, we present two easily 

established lemmas. Firstly, 

 

Lemma 2.1: 

   ∑
=

+−=
J

j
Jjj

j
J BABBBJBBA

0
111 )1(!],,,[  .           (2.27) 
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Total antisymmetrization of the B ’s is understood. Here we have also used the 

convention that an empty product equals 1. Explicitly, JJ BBBB  101 1 +== , so 

that the first and last terms in the sum are JBAB 1  and ABB J
J 1)1(− , 

respectively.  

Lemma 2.2: 

∑ ∑

∑ ∑

=
+−−+

−

=

=
+−−+

−

=

−−−

−−=

J

j
JjJjJkk

jJ

k

kj

J

j
JjJjJkk

jJ

k

kj
J

BABBZBBBJ

BZBBABBBJZBBA

0
111

0

0
111

0
1

)1()1(!

)1()1(!],,,,[





         

(2.28) 

Finally, it is rather tedious but fairly straightforward to use both lemmas to prove 

 

Theorem 2.1: For associative products, with implicit total antisymmetrization of the 

B ’s, 

],,],,,[],,,,[[],,],,,],,,[,[[ 624141221614422121 LLLLLLLLLL BBBBBBABBBBBBA  ++++++ =
                                                                          

(2.29) 

Proof of Theorem: The result follows from resolving the left- and right-hand sides 

into sums of canonically ordered words, as illustrated above for the case of 

3 -brackets. We have 

Lnn

L

n
n

n
LLLLL BABBBmBBBBBBA 61

6

0
1

)1(
624141221 )1(],,],,,[],,,,[[  +

=
+++ ∑ −= , 

Lnn

L

n
n

n
LLLLL BABBBmBBBBBBA 61

6

0
1

)2(
614422121 )1(],,],,,],,,[,[[  +

=
+++ ∑ −== . 

(2.30) 

All the coefficients )2,1(
nm in these two resolutions are manifestly positive integers. 
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The theorem is established by showing that )2()1(
nn mm = for all n . 

 

By direct calculation, through the use of the two lemma, we find 

  )!12()!12()2()1( −+== LLmm nn  nc× ,                    (2.31) 

  
















≤≤+
≤≤+++−

≤≤−+

=

− LnLc

LnLnLLnL

LnnLn

c

nL

n

613for                             

 312for        610

 20for           2/)4)(1(

6

22
.            (2.32) 

The determination of the nm ’s is just a matter of enumerating the ways to obtain a 

particular intercalation of A  among the B ’s. 

 

Consider in more detail some of the calculations involved. As a first step, with 

the implicit antisymmetrization, the internal brackets ],,[ 121 +LBB  or 

],,[ 1412 ++ LL BB   may be supplanted by products: )()!12(],,[ 121121 ++ += LL BBLBB   

or ],,[ 1412 ++ LL BB   )()!12( 1412 +++= LL BBL  . Then we may write, on the one hand, 

)](,,,],,,,[[)!12(

],,],,,[],,,,[[

141262421

624141221

+++

+++

+−= LLLLL

LLLLL

BBBBBBAL

BBBBBBA




 .         (2.33) 

In this expression, we may now rename indices, bearing in mind the 

antisymmetrization. 

)](,,,],,,,[[)!12(

],,],,,[],,,,[[

64121142

624141221

LLLLL

LLLLL

BBBBBBAL

BBBBBBA





−−

+++

+=
 .           (2.34) 

Next, we apply Lemma 2.2 for 12 −= LJ , and identify ],,,[ 142 −LL BBA   with 

Α and )( 64 LL BB   with Ζ . 
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∑ ∑
−

=

−−

=
−−−−+− ΖΑ−−−=Ζ

12

0

12

0
1221211121 )1()1()!12(],,,,[

L

j

jL

k
LjLjLkk

kj
L BBBBBBLBBA                                                                          

(2.35a) 

∑ ∑
−

=

−−

=
−−−−+ ΖΑ−−−−

12

0

12

0
1221211)1()1()!12(

L

j

jL

k
LjLjLkk

kj BBBBBBL 

                                                       (2.35b) 

To continue, consider first the coefficients )1(
nm where Ln 2≤ . 

 

For the determination of )1(
2Lnm ≤ , since Ζ  consists of BL )12( + ’s, it must be 

placed to the right of Α in the application of Lemma 2.2. otherwise there would be 

too many B ’s to the left of A . Thus for )1(
2Lnm ≤  we need keep only the first line in 

the last relation, (2.35a). To place a total of n  B ’s to the left of the A  contained in 

],,,[ 142 −=Α LL BBA  , with k B ’s already to the left as in (2.35a), we then need only 

the terms in Α  with an additional )( kn − B ’s to the left of A . That is to say, from 

Lemma 1.1, with LJ 2=  and all B indices shifted up by 12 −L , 

∑
=

−+−+− −==Α
L

l
LLlLlL

n
LL BABBBLBBA

2

0
142122142 )1()!2(],,,[  ,     (2.36) 

and from this we need only the term with knl −= . The net result for )1(
2Lnm ≤  is  

  )!12()!2()!12()1(
2 −+=≤ LLLm Ln  Lnc 2≤× ,            (2.37) 

∑ ∑∑ ∑ ∑
−

=

−−

=
≤

−

=

−−

= =
−≤

−+
===

12

0

)12,min(

0
2

12

0

12

0

2

0
,2 2

)4)(1(
1|

L

j

jLn

k
Ln

L

j

jL

k

L

l
knlLn

nLn
c δ .        (2.38) 

On the other hand, with similar steps, we have 

],,)],(,,,,[[)!12(

],,],,,],,,[,[[

61442121

614422121

LLLLL

LLLLL

BBBBBBAL

BBBBBBA





+−

+++

+=
 .       (2.39) 

We again apply Lemma 2.2 for 12 −= LJ , but to )](,,,,[ 42121 LLL BBBBA  − , so 
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now we identify A with Α , and )( 42 LL BB   with Ζ . As before, consider first only 

)2(
nm coefficients where Ln 2≤ . For the determination of )2(

2Lnm ≤ , Ζ  must once again 

be placed to the right of Α , so we need keep only the line (2.35a). We pick up an 

additional )( kn − B ’s by applying again Lemma 2.1, only this time to the remaining 

outside bracket in (2.39). The net result for )2(
2Lnm ≤  is  

                )!12()!2()!12()2(
2 −+=≤ LLLm Ln  Lnc 2≤× .         (2.40) 

With exactly the same expression for Lnc 2≤  as before, (2.38). Thus we have shown 

)2(
2

)1(
2 LnLn mm ≤≤ = . 

 

Next, consider the coefficients where LnL 312 ≤≤+ . There are still 

contributions to either )1(
nm  or )2(

nm still turn out to be the same. But in this case the 

sums contributing to nc  give 

∑ ∑∑ ∑ ∑
−−−

=

−−

−=
≤≤+

−

=

−−

= =
−

−−+
==

)2(12

0

12

)2(
312

12

0

12

0

2

0
, 2

)4)(14(
1|

LnL

j

jL

Lnk
LnL

L

j

jL

k

L

l
knl

nLnLδ  .  (2.41) 

Moreover, from applying Lemma 2.2, there are now contributions to either )1(
nm  or 

)2(
nm  from the second, (2.35b), where the respective Ζ ’s are placed to the left of the 

Α ’s. Following steps similar to those above, it is not difficult to see that these other 

terms contribute the same amount to either )1(
nm  or )2(

nm , for LnL 312 ≤≤+ . 

Namely, )!12()!2()!12( −+ LLL  ×  

∑ ∑∑ ∑ ∑
−

−=

−−

=
≤≤+

−

=

−−

= =
−+

−+−
==

12

4

12

0
312

12

0

12

0

2

0
4, 2

)2)(12(
1|

L

nLj

jL

k
LnL

L

j

jL

k

L

l
Ljnl

LnLnδ .   (2.42) 

Thus the net result in == ≤≤+≤≤+
)2(

312
)1(

312 LnLLnL mm )!12()!2()!12( −+ LLL  LnLc 312 ≤≤+×  
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with 

22
312 610)2)(12(

2
1

)4)(14(
2
1

nLLnLLnLnnLnLc LnL ++−=−+−+−−+=≤≤+ , (2.43) 

 

Finally, consider the coefficients for LnL 613 ≤≤+ . These are given by an 

elementary reflection symmetry: )1(
6

)1(
nLn mm −=  and )2(

6
)2(

nLn mm −= . Thus  

== )2()1(
nn mm )!12()!2()!12( −+ LLL  nLc −× 6  for LnL 613 ≤≤+ .   (2.44) 

 

As a check, the coefficients must sum to give the number of generic terms that 

appear in three nested )12( +L -brackets (i.e. in either ]]][[[   or ]][][[  ). 

That is , 3
6

0

))!12(( +=∑
=

Lm
L

n
n

. Equivalently, 

         2
6

0

)12(2 +=∑
=

LLc
L

n
n .                          (2.45) 

This condition is indeed satisfied by the nc  given in (2.32). 

 

 

2.3 Filippov Algebras 

2.3.1 Basic properties of Filippov algebras 

Extending Jacobi identity with the derivation property generates Filippov 

algebras[2], and the corresponding Fundamental identity (also known as Filippov 

identity) distinguishes Filippov algebras from the generalized Lie algebras of the 

previous section.  

 

The vector where Filippov algebras are defined is the same as the vector we 
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define the generalized Lie algebras. For Filippov algebras, we still have the fully 

antisymmetric multilinear operation  [  , , 
n

  , , ] : 


GGG
n

→×× . 

GXX n ∈],,[ 1   is still called n -bracket, and we have adjoint map given by 

],,,[: 1111
ZXXZad nXX n −→

−
 , GZX i ∈∀ , ,       (2.46) 

which for 2=n  reproduces the action of Xad  on a Lie algebra. 
11 −nXXad   is a 

derivation of the n -bracket, that the following definition holds: 

Definition 2.10: 
11 −nXXad   is an inner derivation of the n -bracket i.e., 

∑

∑

=
−

=

=

=
−−

n

i
nin

n

i
niXXnXX

YYXXY

YYadYYYad
nn

1
111

1
11

],],,,,[,,[                            

],,,,[],,[
1111



 

.                (2.47) 

The left hand side of (2.47) can be written as ]],,[,,,[ 111 nn YYXX  − , and we have 

the Fundamental identity: 

∑
=

−− =
n

i
ninnn YYXXYYYXX

1
111111 ],],,,,[,,[]],,[,,,[  .   (2.48) 

With Fundamental identity, we can easily define Filippov algebras, 

 

Definition 2.11: A Filippov algebra G  is a vector space together with a multilinear 

fully antisymmetric operation [  , , 
n

  , , ] : 


GGG
n

→×× , such that the 

n -bracket satisfies Fundamental identity (2.48).  

 

Fundamental identity also can be written as right multiplication, which means 

∑
=

−− =
n

i
nninn YXXYYXXYY

1
111111 ],],,,,[,,[],,],,,[[  .   (2.49) 
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Once one chooses a basis }{ iX of G  ( Gdi dim,,1 ==  ), the n -bracket can 

be defined by the structure constants, 

        d
d

iiii XfXX
nn 

11
],[ =  .                     (2.50) 

With structure constants, the Fundamental identity can be expressed as 

∑
=

+−−−
=

n

k

s
iliii

l
ijj

s
ljj

l
ii nkkknnn

ffff
1

11111111              (2.51) 

Here we note that the n -bracket in Filippov algebras do not emphasize on 

associativity, meaning the realization of the n -bracket may not necessarily take the 

form of (2.21). 

 

The structure of the Filippov algebras was first developed by Filippov[2], and 

then followed by Kasymov[12,13] and others[38]. Here we do not introduce those 

structural properties because we still do not know how to apply them to physics, and 

the whole picture of the algebra is still not very clear. 

 

2.3.2 Examples of Filippov algebras 

    Now we give some examples of Filippov algebras. Since Filippov algebras do 

not necessarily have realization in form of (2.21), there are so many different ways to 

define the operations of the n -bracket. [7] gives a way to construct a Filippov 

algebra with matrix operators.  

 

Example 2.1: Let CBA ,,  be square matrices, define 3 -bracket by 

  ],)[(],)[(],)[(],,[ BACtrACBtrCBAtrCBA ++= .             (2.52) 

where tr  takes the trace of the matrix, and [ , ] is quantum commutator. This 
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realization obeys antisymmetric condition and Fundamental identity. And it can be 

extended to the arbitrary n -case. There are other matrix realizations of 3 -bracket 

satisfying antisymmetric condition and Fundamental identity, see e.g. [31,39,40,41].  

 

Filippov gave an example of simple Filippov algebra[2] defined on a 

n -dimensional real Euclidean vector space, the Euclidean 1+nA .  

 

Example 2.2: Define three-algebra 4A  on four-dimensional Euclidean vector space 

V . Let }{ ie be the basis of V and )4,3,2,1(,, 321 =avvv aaa be the coordinates of three 

vectors Vvvv ∈321 ,, . The 3 -bracket is defined by the ‘vector product’ of 321 ,, vvv , 

           

4
3

3
3

2
3

1
3

4
2

3
2

2
2

1
2

4
1

3
1

2
1

1
1

4321

321 ],,[

vvvv

vvvv

vvvv

eeee

vvv = ,                (2.53) 

which is antisymmetric and satisfies Fundamental identity. We will come back and 

visit 4A  in the next chapter. The 1+nA  algebra is constructed with the similar form, on 

the basis }{ ie  where 1,,1 += ni  . The ‘vector product’ of n  vectors nvvv ,,, 21  , 

q
q
pp evv = , is defined by the determinant 

11

1
11

1
1

11

21 ],,,[

+

+
+

=

n
n

n
nn

nn
nn

n

vvv

vvv

eee

vvv









  .              (2.54) 

      

2.3.3 Constructing Filippov algebras from Lie algebras 

So far, besides 4A , other Filippov algebras have rarely been applied to physics, 
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most of them are more like a mathematical toys, but rather something we can use to 

solve physics problems. We attempted to construct Filippov algebras from some well 

known Lie algebras, which means we define the 3 -bracket and FI by 

CBABACACBBACBCAABCCBA −−−++=],,[ ,           

]],,[,,[]],,,[,[],],,,[[]],,[,,[],,;,[ CEDBACBEDACBAEDCBAEDCBAEDfi −−−=
                                                                          

(2.55) 

and hope these new algebras can be applied to physics someday soon. We call these 

algebras quantal ternary algebras. We give several examples in [41]: 

Example 2.3: Nambu’s )2(su  

Consider Nambu’s application to )2(su . 

   )(],[],[],[],,[ 222
zyxyxzxzyzyxzyx LLLiLLLLLLLLLLLL ++=++≡ .       (2.56) 

To close this algebra, it is necessary to include the )2(su Casimir. But, having done 

so, one may rescale by a fourth root of the Casimir 

     
4 2L

L
Q x

x = ,       
4 2L

L
Q y

y = ,         
4 2L

L
Q z

z = .           (2.57) 

And define a fourth charge as that fourth root, 

                         4 2LQt = .                              (2.58) 

Then, 

                       d
abcdcba QiQQQ ε=],,[ .                      (2.59) 

where 1+=xyztε with a ]1,1,1,1[ +−−−  Lorentz signature. The usual εε identities now 

imply that this example is special: The Fundamental identity holds for Nambu’s 

)2(su . In fact, this is the only finite quantal ternary algebra that satisfies the 

Fundamental identity.  
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Toward the end, we note that Nambu’s )2(su  has sub-3 -algebras that close. 

They are easily found. For example, 

   xQ ,          yQ ,         tz QQ ± .                     (2.60) 

Moreover, each of these subalgebras can be realized in terms of the classical brackets, 

which we will talk about in the next section.  

 

Example 2.4: The bosonic oscillator. 

The usual four charges ,,,1 +aa and aaN +=  give the quantal ternary algebra 

aaN −=],,1[ , ++ = aaN ],,1[ , 1],,1[ =+aa , NaaN −−=+ 1],,[ .       (2.61) 

Three of these reduce to just commutators: ],[],,1[ aNaN = , ],[],,1[ ++ = aNaN , 

and ],[],,1[ ++ = aaaa . This would suggest that the same algebra might also be 

realized as (2.52), except for the fact that the operators at hand are not of trice class. 

In any case, the fourth relation in (2.61) is not so simple. 

 

However, if we take linear combinations as 

NR =1 ,    )(
2

1
2 aaR += + ,    )(

2

1
3 aaiR −= + ,    14 += NR , (2.62) 

then we are back to a variation on Nambu’s theme for )2(su : In this case, ),2( Rsl . 

              d
abcdcba RiQRR ε=],,[                        (2.63) 

with 11234 +=∈ , again with Lorentz metric to raise indices, ]1,1,1,1[ −=abη . So, what is 

new here? 

 

There are two additional bilinears, 2a  and 2+a , whose 3 -brackets give 
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oscillator trilinears. 

Naaaaa 22],,[ 22 +=+ , NaaaNa −−=+ 2],,[ 2 , 32 ],,[ aaNa −= , 

Naaaaa ++++ += 22],,[ 22 , NaaaNa +++ += 2],,[ 2 , 32 ],,[ +++ = aaNa . (2.64) 

Therefore, upon closure, the ternary algebra becomes infinite, and the standard 

enveloping algebra for the oscillator is obtained. From Filippov’s perspective, it is 

perhaps disappointing that the oscillator enveloping algebra does not satisfy the 

Fundamental identity. For example 

2

]],,[,,[]],,,[,[],],,,[[],],,,[[ 22222222

−=
−−− ++++++++++++ aaaaaaaaaaaaaaaaaaaaaaaa

+

++++++++++++

=

−−−

a

aaaaaaaaaaaaaaaaaaaaaaaa

20

]],,[,,[]],,,[,[],],,,[[],],,,[[ 222222222222

                                                                          

(2.65) 

In any case, the Fundamental identity does not hold in this example. But, necessarily, 

the associative enveloping algebra does satisfy the Bremner identity. 

 

Example 2.5: Virasoro-Witt 3-algebra 

For the oscillator there is a familiar, infinite Lie algebra contained within the 

enveloping algebra[134]. Consider 

                    Na n
n )( +−=Γ ,                       (2.66) 

For 0≥n . Commutators give the well-known Virasoro-Witt algebra. 

                mnmn mn +Γ−=ΓΓ )(],[ ,                  (2.67) 

For 0, ≥nm . It is less well-known that the corresponding quantal 3 -brackets are 

                0],,[ =ΓΓΓ kmn .                      (2.68) 

Thus we have a null 3 -algebra for an infinite set of non-trivial, non-commuting 
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oscillator charges. The Fundamental identity is trivially satisfied in this case, as is the 

Bremner identity. 

 

More structure is evident if we slightly modify the oscillator realization of the 

Virasoro-Witt algebra. For parameters β andγ , define and compute,  

),()( βγ nNaL n
n ++−= +    mnmn LmnLL +−= )(],[ .          (2.69) 

The parameter β is related to the ),2( Rsl Casimir, )1( ββ −=C . Now we find a 

non-null quantal 3 -bracket when 10 ≠≠ β . 

kmnkmn MknkmmnLLL ++−−−−= ))()()(1(],,[ ββ ,    (2.70) 

where a second sequence of charges has been defined by 

              n
n aM )( += .                     (2.71) 

While the Lie algebra of the L ’s and M ’s is also well-known[42], their3 -algebra 

has been investigated only recently[43]. To close the3 -algebra, we must consider all 

additional 3 -brackets involving the M ’s:  

         ))21()((],,[ nmknmknmk nMLmkMLL ++++ −+−= β , 

         nmknmk MmnMML ++−= )(],,[ , 

 0],,[ =nmk MMM .                              (2.72) 

While the calculation is involved, the Bremner identity may be confirmed to hold for 

this ternary algebra. This result follows from the use of only (2.72) and (2.70), and 

does not make explicit use of the oscillator realization employed to obtain 

the3 -algebra. So this algebra is consistent with an underlying associative operator 

product no matter how it is realized. 
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The modification of the oscillator realization to include the parameter β has led to 

a larger ternary algebra involving both L ’s and M ’s. But, so enlarged, the algebra as 

presented in (2.72) and (2.70) is cumbersome. It may be streamlined by a linear 

change of basis, effectively from nL  and nM  back to the original nΓ  and nM , as in 

(2.66) and (2.69) . That is to say, let  

           nnn MnL )( βγ ++=Γ .                         (2.73) 

Regardless of how the algebra is realized, this change of basis simplifies (2.70) and 

(2.72). We find a remarkably concise form for the ternary algebra.  

                       0],,[ =ΓΓΓ kmn , 

                       0],,[ =nmk MMM , 

                   nmknmk MmnMM ++−=Γ )(],,[ , 

       ))((],,[ nmknmknmk nMmkM ++++ +Γ−=ΓΓ .                (2.74) 

All explicit β  dependence is thereby removed from the3 -algebra in this basis, and all 

values of the ),2( Rsl Casimir. Now, what about the Fundamental identities? 

 

The Fundamental identities fail sometimes. This was discussed in[43], in the 

original basis, but it is much more transparent in terms of (2.74). It is trivial to see that 

the Filippov condition is satisfied when onlyΓ ’s, or when only M ’s, are involved:  

0),,;,( =ΓΓΓΓΓ nmkqpfi  and 0),,;,( =nmkqp MMMMMfi . The condition is also 

satisfied when their two, three, or four M ’s mixing it up with Γ ’s. But when one M  

is entangled with fourΓ ’s, the condition fails, in general: 

qpnmknmkqp nMqpmkmkqpMfi ++++−−+−−=ΓΓΓΓ ))()((),,;,( , 

qpnmknmkqp qMnmmkknMMfi ++++−−−=ΓΓΓ ))()((),,;,( .          (2.75) 
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On the other hand, the BI is again seen to always hold. We stress that these results 

follow from the use of only (2.74) without explicit use of the oscillator realization.  

 

The situation with the Fundamental identities can be remedied if we perform an 

Inonu-Wigner contraction[44]. This produces an algebra that satisfies the 

Fundamental identity in all case. The procedure is to rescale 

kkkkkk MM λλ ≡ℑΓ≡ℜΓ − ,, 1  and take the formal limit ∞→λ . The result is just 

to discard the term nmkkM ++ in the last line of (2.74). 

                  0],,[ =ℜℜℜ nmk  

 0],,[ =ℑℑℑ nmk , 

                   nmknmk mn ++ℑ−=ℑℑℜ )(],,[ , 

       ))((],,[ nmknmknmk nmk ++++ ℑ+ℜ−=ℑℜℜ .                (2.76) 

Remarkably, the contracted 3 -algebra so obtained is invariant under the 

)2(O transformation 

    θθθθ sincos,sincos, kkkkkk ℜ−ℑℑ+ℜℑℜ  .         (2.77) 

The results in (2.74)-(2.77) provide the whole story, so far as we know it, for the 

ternary VW algebra. However, for completeness, we also wish to make contact with 

various other results in [43]. By redefinition of the charges of the original basis, it was 

observed in [43] that a “classical limit” could be constructed, in which 

the ),2( Rsl Casimir went to infinity, in such a way that all FIs were OK. In fact, this 

also just amounts to a contraction of the ternary algebra. Rescaling 

  kk LQ
4 )1(

1

ββ −
= ,         kk MR 4 )1( ββ −= ,            (2.78) 
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substituting into (2.70) and (2.72) above, and taking the limit ∞→β , the resulting 

algebra is  

kmnkmn RknkmmnQQQ ++−−−= ))()((],,[ , 

             )2)((|],,[ nmknmknmk ikRQnmQQR ++++∞→ +−=β , 

                    nmknmk RmnRRQ ++−= )(],,[ , 

                0],,[ =nmk RRR .                      (2.79) 

For finite β , there would be an additional nmkR ++  term in the second relation. Again, 

the contracted algebra obeys the FI’s in all cases. 

 

2.3.4 Attempt to construct ternary super-Virasoro algebras 

In last section, we successfully construct ternary Virasoro-Witt algebra by 

rescaling technique. Virasoro algebras play a very important role in string theory 

research, and the generators are bosonic charges. Here, we would like to include some 

fermionic charge and extend Virasoro algebra to ternary super-Virasoro algebra. The 

first step is to construct super-Virasoro algebra. Define fermionic operators by:  

1},{ =+bb , 0},{},{ == ++ bbbb , Nbb
~=+  .        (2.80) 

We need to add fermionic terms to L ’s and add two more fermion-like charges. The 

generator of this super-Virasoro algebra is constructed as 

              )
~

2
1

( nNnNaL n
n α+−−= + ,    

)2(
2

1 +++ +−= nbNbbaF n
n α , 

)2(
2

1 +++ −+= nbNbbaD n
n α .                    (2.81) 
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Before defining the ternary algebra, we need to make sure the Lie algebra generated 

by these generators is closed. Since we have both bosonic charge and fermion charge, 

two types of Lie brackets have to be defined：(a) the commutator BAABBA −=],[ , 

where at least one of A or B  must be bosonic charge; (b) the anticommutator 

BAABBA +=},{ , where both A and B  have to be fermionic charges. The 

commutation and anticommutation relations involving these three charges are as 

following: 

nmnm LnmLL +−= )(],[ ,   nmnm Fn
m

FL +−= )
2

(],[ ,      nmnm LFF +=},{ ,  

 

nmnm Dn
m

DL +−= )
2

(],[ ,  nmnm LDD +−=},{ ,  )
~

2
1

())((},{ NanmDF nm
nm +−= ++ α                                                                          

(2.82) 

Besides (2.80), we want to include three more charges, they are 

                           )
~

2
1

( NaN n
n += + α , 

                             ++= baE n
n

2

1
, 

                       n
n aM += ,                       (2.83) 

where N ’s and M ’s are bosonic charges and E ’s are fermionic charges. Together 

with (2.84), the whole commutation and anticommutation relations between these 

charges are 

nmnm LnmLL +−= )(],[ ,  nmnm nMML +−=],[ ,    nmnm nNNL +−=],[ , 

0],[ =nm MM ,          0],[ =nm MN ,         0],[ =nm NN ,                                     

nmnm LFF +=},{ ,         nmnm LDD +−=},{ ,     nmnm NnmDF +−= )(},{ , 
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nmnm MEF +=
2

1
},{ ,      nmnm MED +=

2

1
},{ ,    0},{ =nm EE ,                                     

nmnm Fn
m

FL +−= )
2

(],[ ,  nmnm Dn
m

DL +−= )
2

(],[ , nmnm En
m

EL ++−= )
2

(],[ , 

nmnm DFN +−=
2

1
],[ ,     nmnm FDN +−=

2

1
],[ ,     nmnm EEN +=

2

1
],[ , 

nmnm mEFM +=],[ ,       nmnm mEDM +−=],[ ,     0],[ =nm EM .        (2.84) 

Now, the first step is success: the super-algebra is constructed; the second step is to 

define the 3 -brackets and check if the ternary algebra is closed as well as if the FIs 

hold. There are three different ways to define the 3 -brackets, depending on the 

entries: (a) if at least two of the three entries are bosonic, then we have 

bosonic 3 -bracket ],[],[],[],,[ BACACBCBACBA ++= ; (b) if two of the three 

entries are fermionic, then we have mixed3 -bracket (suppose BA,  are fermionic) 

},{],[],[];,{ BACACBCBACBA ++= ; (c) if all three entries are fermionic, then we 

have fermionic 3 -bracket },{},{},{},,{ BACACBCBACBA ++= .  

 

(a) Bosonic3 -bracket 

By noticing that the idempotent NN k ~~ = is invariant under the action of all 

bosonic operators, i.e. 0],
~

[],
~

[ == nMNNN , we can look N
~

as effectively a constant 

in bosonic algebra. Make a change by 2/
~

1 N−+= αβ , where β is a constant in the 

purely bosonic cases, which changes the realization of bosonic charges to 

                ))1(( nNaL n
n −+−= + β ,                    

        nn MN )21( βα −+= , 

           n
n aM += ,                               (2.85) 
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where nN is just nM  times a constant, it is the same as nM . So in the purely 

bosonic cases, there are only two charges nL and nM . Then we have: 

nmknmk MknnmmkLLL ++−−−−= ))()()((],,[ 2 ββ , 

])21()[(],,[ nmknmknmk nMLmkMLL ++++ −+−= β , 

nmknmk MmnMML ++−= )(],,[ ,        

0],,[ =nmk MMM .                       (2.86) 

Therefore the ternary is closed in purely bosonic case. (2.86) allows us to check FI’s, 

and except for the four L ’s and one M cases, all other FI’s hold. These exceptional 

cases give 

nmkji

njimknmjiknmkjinmkji

Mjimkjimkn

MLLLLMLLLLMLLLLMLLLL

++++−−+−−−−−−=

−−−

))()((])21()(4[

]],,[,,[]],,,[,[],],,,[[]],,[,,[
22 βββ

   

                                                                (2.87) 

and 

nmkji

njimknmjiknmkjinmkji

Mknnmmki

LLMLLLLLMLLLLLMLLLLM

++++−−−−−−=

−−−

))()((])21()(4[

]],,[,,[]],,,[,[],],,,[[]],,[,,[
22 βββ

                                                                          

(2.88)                                                                    

This is the situation studied in [43], and by applying the same technique discussed 

there (rescale and take ±∞→β ) , we can remedy it. So for purely bosonic case, this 

algebra satisfies FI’s. 

 

(b) Fermonic3 -bracket 

In purely fermionic case, it is more complicated than the bosonic case. The 

3 -brackets involving E s always give closed form 
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0},,{ =nmk EEE ,      nmknmk EFEE ++=},,{  ,      nmknmk EDEE ++=},,{ , 

nmknmknmknmk EnmkDFFFE ++++++ +++−−= )2)(41(
2

1

2

1

2

3
},,{ α , 

nmknmknmknmk EnmkFDDDE ++++++ ++++−= )2)(41(
2

1

2

1

2

3
},,{ α , 

nmknmknmknmk EnmFDDFE ++++++ −+++= ))(41(
2

1

2

1

2

1
},,{ α .      (2.89) 

But those involving only F ’s or D ’s always generate extra charges, as 

[ ]
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)14()](2[[)(
2

1
},,{

22

22

+

++++++

++−−+

−−−+−−+−−−=

bkmnkmnkmn

NbnmkbnmkkaabNbaFFD nmk
nmk
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                                                            (2.90) 

From (2.89), Nb and Nb+ are two extra charges. If we include them to close the 

algebra, then the 3 -brackets involving them would create more extra charges. 

Therefore, the ternary algebra is not closed, and it is obvious that not all FI’s would be 

satisfied. 

 

(c) Mixed3 -bracket 

In the mixed case, we need to consider totally 35 different combinations between 

bosonic charges and fermionic charges, and nine of them generate extra charges. The 
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closed relations are 

0],,[ =nmk EMM , nmknmk EkmFMM ++−= )(],,[ ,  

nmknmk EkmDMM ++−−= )(],,[ , 

nmknmk EENM ++=
2

1
],,[ ,        nmknmknmk kEDFNM ++++ +−−= )41(
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1
],,[ α ,  
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1

4

1
],,[ α , 

0},;[ =nmk EEM ,     nmknmk MFEM ++=
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1
},;[ ,    nmknmk MDEM ++=

2
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nmknmknmknmk MkkNLFFM ++++++ +−+= )41(3},;[ α , 
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(2.91) 

The non-closed relations are: 
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(2.92) 

Similar to the purely fermionic case, these extra charges would generate more and 

more extra charges if we try to include them. So super-Virasoro algebra can be 

extended to purely bosonic ternary algebra, but not involving any fermionic charges, 

and it is still not clear how to remedy this problem so far.  

                                                                         

 

2.4 Nambu Algebras 

2.4.1 Basic properties of Nambu algebras 

The Nambu algebra is the infinite-dimensional version of Filippov algebras, 

where n -bracket is defined by the Jacobian determinant of n functions on a 

n -dimensional manifold, rather than the determinant ‘vector product’ of n vectors on 

a 1+n -dimensional space. 

 

Definition 2.12: Let nfff ,,, 21  be functions on nR with coordinates 

nixi ,,1},{ = . The n -bracket },,,{ 21 nfff  , or Nambu bracket, or classical 
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bracket is defined by the Jacobian determinant 

),,(
),,(

:},,,{ 21
11

121 1

1

xx

ff
fffff nn

ii
ii
nn n

n




 

 ∂
∂

=∂∂=∈ ,       (2.93) 

where ),,( 1 n
ii xxff = . Nambu bracket can also be expressed as in terms of 

multivector 

          ),,(},,,{ 1)(21 nnn dfdffff  Λ=                 (2.94) 

where 
nn xx ∂

∂
∧∧

∂
∂

=Λ 1)( .  

 

With Nambu bracket, we can define Nambu algebras on manifold 

Definition 2.13: The Nambu algebra, or classical algebra is a set of function 

nfff ,,, 21   defined on a n -dimensional manifold, together with Nambu brackets 

such that Nambu brackets satisfy FI’s.  

 

Unlike Filippov algebras, all the Nambu brackets satisfy FI’s naturally, and this 

can be checked for 3=n case explicitly by applying ‘Schouten identities’[45].  

 

2.4.2 Examples of 3=n Nambu algebras 

We give some example of Nambu algebras in this section. 

 

Example 2.6: Classical 3 -bracket algebra for exponentials 

Consider the infinite set of exponentials, 

                )exp( raEa ⋅= ,                 (2.95) 

and compute the classical bracket, 
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              cbacba EcbaEEE ++×⋅= )(},,{ .                 (2.96) 

The indices here are 3 -vectors, with •  and × the usual dot and cross products. This 

infinite algebra does satisfy Bremner identity.  

 

It is not known how to realize (2.96) as operator 3 -brackets. Although, there is a 

quantal 4-bracket which gives this3 -bracket as a classical limit[46]. To see this, 

compute the operator 4-bracket ]),exp(),exp(),[exp( wrcrbra ⋅⋅⋅  where we assume 

the exponentials do not involve w , and where we take w  and x , and also y and z , 

to be independent canonically conjugate pairs of variables, i.e.  izyixw == ],[,],[ , 

but 0],[ =yw , etc. The result for the 4-bracket is then given directly by the 

commutator resolution[4][48].  
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,                                                                          

(2.97) 

where ),,( zyx aaaa = , ),( zy aaa =⊥ , zyzy abbaba −=× ⊥⊥ , etc. In the limit 0→ , 

this gives the anticipated classical 3 -bracket, 

)()exp()(]),exp(),exp(),[exp(
2
1 2

2 


Orcbacbawrcrbra +⋅++×⋅=⋅⋅⋅ .  (2.98) 

Before the classical limit is taken, however, (2.97) does not satisfy the FI: There are 

violations at )( 6O  and beyond.  

 

Example 2.8: Ternary Virasoro-Witt algebra as in classical bracket 

The contracted 3 -algebra obtained above (2.76) is invariant under the 
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)2(O transformation (2.77). An interpretation of this symmetry, as well as the validity 

of the FI’s, is obvious in the contracted algebra’s realization as a Nambu algebra. That 

is  

                   0},,{},,{ == nzmzkznzmzkz yeyeyexexexe , 

                   znmknzmzkz yemnyeyexe )()(},,{ ++−= , 

             znmknzmzkz xenmxexeye )()(},,{ ++−= .           (2.99) 

In this realization the )2(O symmetry is nothing but a rotation about the z -axis. 

 

We may also realize (2.79) in terms of Nambu brackets. Explicitly we find 

)())()((})(,)(,){( nmkznzmzkz yenknmmkeinyxeimyxeikyx ++−−−=−−− , 

)2))()(((})(,)(,{ )()( nmkznmkznzmzkz ikyeeynmkixnmeinyxeimyxye ++++ +++−−=−− , 

               )()(},,){( nmkznzmzkz yemnyeyeeikyx ++−=− , 

                0},,{ =nzmzkz yeyeye .                     (2.100) 

 

But suppose we just transform back to the original linear combinations to recover 

the classical versions of the L ’s. What is the effect on the algebra? To answer this, let 

 nz
n eynx ))(( βγ +−≡ ,    nz

n yep = .                  (2.101) 

We obtain 

            nmknmk pnmnkmk ++−−−−= ))()((},,{ 2β , 

            )2)((},,{ nmknmknmk nplmkp ++++ −−= β , 

            nmknmk pmnpp ++−= )(},,{ , 

    0},,{ =nmk ppp .                              (2.102) 

This differs from the original, uncontracted quantal algebra (2.70) and (2.72) only in 
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the β -dependent coefficient on the right hand side. Namely, 2β− appears instead of 

)1( ββ − and β2−  instead of β21− . So, to repeat the observation made in [43], we 

may again identify this Nambu algebra with the infinite ),2( Rsl  Casimir limit, 

±∞→β , of the quantal algebra.  

 

Example 2.9: Classical Virasoro-Witt algebra is a subalgebra of (2.96) 

The may be understood as follows. Clearly, from (2.96), any three exponentials 

with co-planar vectors will have a vanishing classical bracket. By representing all the 

ℜ ’s with a set of such co-planar exponentials, and all the ℑ ’s with another set of 

co-planar exponentials, the first two lines of (2.74) will be satisfied. In general then, 

there are two distinct planes: One for theℜ ’s and one for theℑ ’s. The remaining 

challenge, viewed geometrically, is to put these two distinct planes together so that the 

last two lines of (2.74) will also be satisfied. An obvious guess is that the two planes 

should intersect at right angles. Another, related guess is that the index appearing in 

(2.74) should correspond to modes along the line of intersection of the two planes.  

 

Therefore, to play the role of the classical ℜ ’s, tale )exp(ˆˆ kzxEl zkxk +=≡ + , 

while for the kℑ ’s, take )exp(ˆˆ kzyEp zkyk +=≡ + . Some elementary algebra then 

give )ˆˆ( zmx + . nkzkyzny −=+×+ ))ˆˆ()ˆˆ(( and nmznxzmxzky −=+×+×+ ))ˆˆ()ˆˆ(()ˆˆ(  

as well as  

znmkyyxzkyznyzmx ˆ)(ˆ)ˆˆ()ˆˆ()ˆˆ()ˆˆ( +++++=+++++ ,   (2.103) 

and       znmkxyxznxzmxzky ˆ)(ˆ)ˆˆ()ˆˆ()ˆˆ()ˆˆ( +++++=+++++ .       (2.104) 

So, modulo the common spurious vector )ˆˆ( yx +  we have just what we need to 
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obtain the contracted algebra from the classical brackets (2.96). Now, if we 

incorporate the inverse of this spurious term into the definition of a modified Nambu 

bracket, as a multiplicative factor, 

           yxryx e
zyx

CBA
e

zyx

CBA
CBA −−⋅+−

∂
∂

=
∂
∂

≡
),,(
),,(

),,(
),,(

},,{ )ˆˆ(
mod



,     (2.105) 

then we have realized on exponentials the classical, contracted ternary Virasoro-Witt 

algebra. 

            0},,{ mod =nmk lll ,    0},,{ =nmk ppp , 

   nmknmk lmkp ++−= )(},,{  ,   nmknmk pmnpp ++−= )(},,{ .     (2.106) 

But what effect does the multiplicative factor have on FI’s? 

 

It cannot obviate the FI’s, because we have already verified them for the 

contracted algebra. Another way to see this is to note the multiplicative factor is just 

the Jacobian for the variable change ),,(),,( zeezyx yx . In terms of these new 

exponential variables the realization is  

           kz
k xel = ,       kz

k yep = ,              (2.107) 

where these are to be acted on by unmodified Nambu brackets for the 

new zyx ,, variables.  

 

We may summarize either (2.99) or (2.102) as simply the closure of functions of 

the form )(zxf and )(zyg under Nambu brackets. A complementary algebra is given 

by the closure of the Nambu brackets for functions of the form ),( yxfz . This may 

be expressed as a two-parameter algebra[47] if we choose )exp(),( byaxyxf += . 
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Again, the FI is guaranteed to hold since only Nambu brackets are involved.  

 

2.4.3 Bremner identity and Nambu algebras 

Bremner identity is the essential ingredient for Filippov algebras, would it do the 

same to Nambu algebras? In last section, we stated that algebra (2.96) does satisfy 

Bremner identity; however, generally Bremner identity is not applicable to Nambu 

algebra. By the definition, Nambu bracket has the form (2.93), and for 3=n case, 

Nambu bracket becomes 

            CBA
zyx
CBA

CBA zyx
xyz ∂∂∂=∈

∂
∂

≡
),,(
),,(

},,{ ,         (2.108) 

where CBA ,, are defined on 3 -manifold, xyz∈ is Levi-Civita symbol, and zyx ,, are 

the coordinates. We find that each Nambu bracket would generate the products of the 

first order derivatives of CBA ,, . While the Bremner identity for Nambu bracket 

takes the form of 

}},,,{},,,{{},},},,,{,{{ GFEDCBAGFEDCBA =     (2.109) 

where A  is fixed, and we sum over all !6  signed antisymmetric permutations. The 

left hand side of (2.109) is  

GFEADCBGFEDCBA ihfecbadg
abcdefghi ∂∂∂∂∂∂∂∂∂∈∈=∈ )(},},},,,{,{{ ,(2.110) 

and right hand side is  

GFEDCBAGFEDCBA ifedhcbag
defabcghi ∂∂∂∂∂∂∂∂∂∈∈=∈ )()(}},,,{},,,{{ ,(2.111) 

There are non-trivial third order derivatives about DCB ,,  in (2.109) (the third order 

derivatives about EA,  vanish because of antisymmetrization): 

         
GFEADCB

DCBDCB

ihfeadgcb

badgccbadg
abcdefghi

∂∂∂∂∂∂∂∂∂+

∂∂∂∂∂+∂∂∂∂∂∈∈∈

)

(6
.        (2.112) 
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While (2.111) does not have third order derivatives contained in it. So for an arbitrary 

realization of Nambu bracket, Bremner identity does not hold. The realization we give 

in Example 1.6 have special property that the functions BA, defined on 3 -manifold 

possess: 

        (a)    
n

n

x
A

x
A

∂
∂

∝
∂
∂ , where n is an integer.            (2.113) 

        (b)    
y
B

x
A

∂
∂

∝
∂
∂ , where BA ≠ .                   (2.114) 

Besides the realization with the conditions above, we have not found any other 

realizations satisfy Bremner identity. Therefore, differing from Quantal bracket, 

Nambu brackets do not have Bremner identity as their essential ingredient.  

 

 

2.5 Nambu-Poisson Tensor 

 

When we define Nambu bracket in (2.93), we assume that the antisymmetric 

tensors before the derivatives are Levi-Civita symbols that they are constant and 

independent of the coordinates. Actually, those antisymmetric tensors do not 

necessarily have to be constants, and they can be defined as variables of the 

coordinates.  

 

2.5.1 Poisson tensor 

First, we consider a general Poisson bracket involving an antisymmetric, but 

otherwise arbitrary, 2 -tensor abω , the Poisson tensor. 

                BABA ba
ab ∂∂= ω},{ .                  (2.115) 
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Repeated indices are implicitly summed from 1 to n . For any abω this is obviously 

a derivation: },{},{},{ CABCBABCA += . But it is more interesting for physics 

purposes that there are situations where the Poisson bracket realizes a Lie algebra. 

This is evident if we bracket },{ BA  with C  to obtain two functionally independent 

terms. 

     ab
d

cd
bacbacd

abcd BACBACBAC ωωωω ∂∂∂∂+∂∂∂∂= )()(}},{,{ .     (2.116) 

The combination that constitutes the Lie-algebra mandated Jacobi ‘identity’ similarly 

gives two terms. 

)()(}},{,{}},{{}},{,{ CBACBABCABACBAC cba
abc

cbad
abcd ∂∂∂Ω+∂∂∂∂Ω=−− ,                                                                     

(2.117) 

where we have defined 4 - and 3 -tensors 

 bcadbdacabcdabcd ωωωωωω +−≡Ω ,   

bc
d

adbd
d

acab
d

cdabc ωωωωωω ∂+∂−∂≡Ω .             (2.118)   

Now the first term on the right hand side of (2.117) always vanishes by symmetry: For 

any baab ωω −= , the corresponding abcdΩ is a totally antisymmetric 4 -tensor, and hence 

)( CBA cbad
abcd ∂∂∂∂Ω  is identically zero. So, for constant abω  the Jacobi 

identity }},{,{ BAC  0}},{,{}},{{ =−− BCABAC is indeed an identity for Poisson 

brackets. 

 

But, in general, the second term on the right hand side of (2.117) does not vanish 

for non-constant3 -tensors. Hence there is a condition for the Jacobi identity to be 

satisfied: 0=Ωabc . When true, we are dealing with a Lie algebra on a Poisson 

manifold. If in addition n  is even and the 2 -tensor has an inverse, such that 



50 
 

 
 

c
a

bc
ab δωω = , then we have a symplectic manifold, and we can construct the 2 -form 

ba
ab dxdx ∧=ωω . In this case the condition for the Jacobi identity to hold is easily 

rendered to be abccabbca ωωω ∂+∂+∂=0 , or equivalently just that the 2 -form is closed: 

0=dÉ . While this is at first sight a generalization from the constant 3 -tensor case, 

this is somewhat illusory. For such closed 2 -forms Darboux proved the existence of 

local coordinates on the manifold such that abω  is constant. 

 

2.5.2 Nambu-Poisson tensor 

Poisson tensor can be easily extended to Nambu-Poisson tensor if Poisson 

bracket is substituted by ternary Nambu bracket.  

         CBACBA cba
abc ∂∂∂= ω},,{ .                    (2.119) 

With this structure we encounter a few similarities with the Poisson bracket case, but 

more importantly, we also encounter some dramatic differences. Just like the Poisson 

bracket above, this is a derivation: },,{},,{},,{ DBACDCBACDBA += . Also like 

the Poisson bracket case, the action of one 3 -bracket on another produces two 

independent terms.  

abc
f

def
edcba

edcbaf
defabc

EDCBA

EDCBAEDCBA

ωω

ωω

∂∂∂∂∂∂+

∂∂∂∂∂∂=

)(

)(},},,,{{
.     (2.120) 

But here the differences arise. What is the appropriate analogue of the Jacobi identity? 

In general, there is no perfect analogue of the Jacobi identity involving the action 

of one 3 -bracket on another, or a linear combination of such. To see this we need 

only consider the case of constant abcω  and make use of some elementary group 

theory: The symmetrized product of two antisymmetric 3 -tensors does not contain a 
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totally antisymmetric 6 -tensor. Indeed, with the standard partition labeling of 

symmetric group representations, where the sequence of integers represents the 

number of boxes in the rows of a Young frame, we have 

         }2,2,2{}1,1,1,1,2{}1,1,1{ 2 +=symmetric .              (2.121) 

The antisymmetric 6 -tensor is found instead in the antisymmetrized product,  

            }1,1,2,2{}1,1,1,1,1,1{}1,1,1{ 2 +=ricantisymmet .            (2.122) 

Now, because it is the symmetrized tensor product of two ω ’s that appears in (2.120), 

these group properties imply that any linear combination, obtained by permuting the 

entries in one classical 3 -bracket acting on another, cannot possibly vanish without 

imposing some condition on abcω , and/or on the number of variables n . Neither 

partial nor full antisymmetrizations of DCBA ,,, , E in (2.120) can avoid both of the 

tensors on the right hand side of (2.120), and in general  

)(0)( }2,2,2{}1,1,1,1,2{ EDCBAEDCBA edcbaf
abcdef

edcbaf
abcdef ∂∂∂∂∂∂≠≠∂∂∂∂∂∂ ωω . (2.123) 

We emphasize that this is different from the Poisson bracket case, where the group 

theory is 

               }2,2{}1,1,1,1{}1,1{ 2 +=symmetric                (2.124) 

and                      }1,1,1,2{}1,1{ 2 =ricantisymmet ,                   (2.125) 

and where the linear combination of brackets in the Jacobi identity serves to single 

out }1,1,1,1{  and thus eliminate the ωω  term for all antisymmetric 2 -tensors. 

Admittedly, there is one very special case where group theory does not impose an 

impasse for classical 3 -on-3 -bracket identities, namely, 3=n . When there are only 

three independent variables, the }1,1,1,1,2{ representation is absent! In this special case 

we obtain the FI. 
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}},,{,,{}},,,{,{},},,,{{},},,,{{ EDCBACEDBACBEDAEDCBA ++= .    (1.125) 

Of course, for this case there is only one antisymmetric 3 -tensor, namely, that of 

Kronecker, so abcabc ∝∈ω . But, alas, FI for 3 -brackets does not go willingly into 

higher dimensional manifolds. 

 

More generally, if we define a Nambu N -bracket as  

Naaa
aaa

N AAAAAA
N

N ∂∂∂=  
2121 21

21},,,{ ω .        (2.126) 

Then the even N cases are like that of the Poisson bracket, while the odd N cases 

are like that for the 3 -bracket. When N is even, we have 22 }1{}1{ symmetric
NN ⊂ , so for 

general constant ω ’s the action of one N -bracket on another vanishes when totally 

antisymmetrized over the 12 −N  entries in the double bracket. When N is odd, we 

have 22 }1{}1{ ricantisymmet
NN ⊂ , so for constant ω ’s the action of any permuted linear 

combination of one N -bracket on another does not vanish without imposing some 

condition on the ω ’s and/or on the number of variables.
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Chapter 3 

BLG and BLG-NB Model 

 

 

Though n -ary algebras had been studied for almost forty years, people still 

knew little about their applications to physics until recently, Bagger, Lambert and 

Guastavsson[24,25,26,27] introduced Filippov 3 -algebra 4A  to M2-branes 

interaction. 3 -algebra plays an important role in the supersymmetric invariance and 

the gauge symmetry of their model. Their breakthrough theory achieves a big success, 

and leads a huge amount of following works[29, 30, 31, 32, 33, 34] . However, BLG 

model still suffers some problems, and motivates others to extend it by replacing 

4A with Nambu 3 -algebra[34,35,36,54,55], which gives BLG-NB model.  

 

In section 3.1, we introduce3 -algebra 4A , and some attempts to construct it. The 

Fundament -al identity is too strong that 4A believed to be the only finite 

positive-definite3 -algebra for BLG model, all other 3 -algebras would be just the 

trivial products of 4A . In section 3.2, we study the formulism of BLG model. We see 

that the motivation of BLG model is Basu-Harvey equation[54], and we also discuss 

the successes and challenges of BLG model. In section 3.3, we introduce BLG-NB 

model based on Nambu 3 -algebra. BLG-NB model describes infinite number of 

M2-branes condensation. In section 3.4, we give a short review of constructing the 
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large N limit classical Yang-Mill theories, and hope it would provide the hint for us 

to connect BLG gauge theory with BLG-NB gauge theory. 

 

 

3.1 3 -Algebra 4A  

 

In this section, we introduce the 3 -algebra used in BLG model and give an 

example of how to construct it.  

 

3.1.1 4A  

The3 -algebra used to construct BLG model is four dimensional Filippov algebra 

4A [24,25,26,27], with generator aT , 4,,1=a , that is endowed with trilinear 

antisymmetric product 

                   d
d

abccba TfTTT =],,[ ,                 (3.1) 

and from which it is clear that d
abc

d
abc ff ][= . 4A  is metric 3-algebra, and the metric 

is defined by 

                  ),( baab TTTrh = .                (3.2) 

The metric is assumed to be positive definite. The trace-form is a bilinear map Tr : 

CAA →× 44 that is symmetric and invariant: 

    ),(),( abba TTTrTTTr =    and     ),(),( bcacba TTTTrTTTTr ⋅=⋅ .   (3.3) 

This allows us to raise and lower indices: ed
e

abcabcd hff = .  

 

We require two conditions on 3 -bracket, the first is the Fundamental identity 
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]],,[,,[

]],,,[,[],],,,[[]],,[,,[
ebadc

edbacedcbaedcba

TTTTT

TTTTTTTTTTTTTTT

+

+=
.     (3.4) 

Fundamental identity can be written in terms of structure constants 

     d
abg

g
efc

d
cag

g
efb

d
bcg

g
efa

g
abc

d
efg ffffffff ++=  .            (3.5) 

The second condition is  

         )],,,([]),,[,( dcbadcba TTTTTrTTTTTr −= ,            (3.6) 

for all 4,,1, =ba , and this implies that the abcdf  are totally antisymmetric, 

                     ][abcdabcd ff = .                      (3.7) 

 

As mentioned in section 2.3 that the Filippov algebra does not emphasize on the 

associativity, the 4A discussed here is a nonassociative algebra. We introduce the 

associator 

         )()(,, CBACBACBA ⋅⋅−⋅⋅>=< ,             (3.8) 

which would vanishes in an associative algebra. And the 3 -bracket is defined by 

      
><−><−><−
><+><+>=<

ABCCABBCA

BACACBCBACBA

,,,,,,

,,,,,,],,[
.          (3.9) 

The associator also implies that  

    

),,,(

))(,(),(

)),((),)((),,,(

><−=
⋅⋅−⋅⋅=
⋅⋅−⋅⋅=><

DCBATr

DCBATrDCBATr

DCBATrDCBATrDCBATr

.        (3.10) 

 

By normalizing the generators, the trace-form of two generator can be reduced to 

Dirac δ , i.e. abba TTTr δ∝),( , and the structure constant is reduced to Levi-Civita 

symbol times some constant 
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                   abcdabcd constf ∈×= .               (3.11) 

This kind of structure constants generate the space of all 44×  antisymmetric 

matrices, which form the Lie algebra )4(so . In [25], Bagger and Lambert gave an 

example of how to construct 4A for the matrix form. They considered the 3 -algebra 

of hermitian matrices that anticommute with a fixed Hermitian matrix G , with 

12 =G . Define the product between two matrices 

                           QABQBA =⋅ ,                    (3.12) 

Where 2/)1( iGQ += . Take trace-form )(),( 11 BAQQtraceBATr −−=  where 

trace  denotes the standard matrix trace. The associator turns out to be 

                   GABCCBA 2,, >=< ,                 (3.13) 

and hence  

           )(2],,[ CBABACACBCABBCAABCGCBA −−−++= .      (3.14) 

 

Consider the Dirac γ matrices as a realization of 4A . Take )4,,1( =iiγ  as 

generators, with 5γ=G and 2/)1( 5γiQ += . The product is then 

bababa QQ γγγγγγγ 5==⋅ , and one finds that 

                cbacba γγγγγγγ 52,, >=< .             (3.15) 

Thus 

               d
d

abcabccba γγγγγγ ∈⋅=⋅= !32!32],,[ 5 ,         (3.16) 

And hence abcdabcdf ∈= 12 . One can check explicitly that the structure constant like 

this satisfies the Fundamental identity.  
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3.1.2 Other attempts 

The founders of BLG model give an example for 3 -algebra, 4A ; then, an 

intuitive question would be asked: do any other 3 -algebras exist that can be applied 

to BLG model also? Since the day BLG model was born, the search for new 

3 -algebras has never stopped, however, we have never found anything that can 

substitute 4A  in BLG model. Here, we give an example of those attempts.   

 

The realization of 4A  described above is based on a fixed Hermitian matrix G , 

but that does not seem to be compatible with a conventional Lie algebra interpretation. 

[29] gives an attempt to construct seven-dimensional positive-definite 3 -algebra by 

dispensing with auxiliary matrix and applying the procedure described above to one 

of the familiar nonassociative algebras, namely the algebra of octonions.  

 

The generators of the imaginary octonions are denoted by ae with 7,,2,1 =a , 

and they have nonassociative multiplication table 

                abcabcba etee δ−= .                   (3.17) 

The totally antisymmetric tensor abct  has the following nonvanishing components 

1713672561457346235124 ======= ttttttt .                (3.18) 

abct  can be regarded as an invariant tensor describing the totally antisymmetric 

coupling of three seven dimensional representations of the Lie group 2G . Let abT  

denote a generator of an )7(SO  rotation in the ab  plane. The )7(so  Lie algebra is  

            adbcbdacacbdbcadcdab TTTTTT δδδδ +−−=],[ .          (3.19) 

The generators of 2G  can be described as a 14-dimensional subalgebra of this Lie 
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algebra. A possible choice of basis is given by 

          56241 TTX −=   and   37241 TTY −=             (3.20) 

and cyclic permutations of the indices. This gives 14 generators AX  consisting of 

aX  and aa YX =+7 . The seven-index epsilon symbol, which is an invariant tensor of 

)7(so , can be used to derive an antisymmetric fourth-rank tensor of 2G : 

                  efgabcdefg
abcd tf ∈=

6
1

.                (3.21) 

This tensor has nonzero components 

      16245513447233612257114677356 ======= fffffff .        (3.22) 

However, the problem of 2G is, the structure constants abcdf  is not satisfied by 

Fundamental identity. Therefore this attempt is not a success.  

 

 

3.2 BLG Model 

 

The strong coupling limit of Type IIA string theory at the low energy limit of 

11-dimensional supergravity gives M-theory[48][49]. M-theory admits a fully 

32-supersymmetric solution with the geometry of 7
4 SAdS × and isometry 

group )4|8(OSp , and the action of the superconformal gauge theories that is 

constructed due to the CFTAdS /  correspondence is expected to have worldvolume 

3=d [50]. In M-theory, the fundamental ingredients are the M2-branes (or 

membranes). M5-branes are their solitonic electric-magnetic dual. The action 

describing a single M2-brane [21] and the action for single M5-brane[51,52,53] have 

been known for a long time. However, the action for multiple M5-branes is still 
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unknown, and the action describing multiple M2-branes are proposed[24,25,26,27] 

only recently base on 3 -algebra structure. BLG-model contain eight 3=d  real 

scalar fields, coming from the eight transverse coordinates of the M2-brane plus 16 

real 3=d  Goldstone fermions (the other 16 being removed by κ -symmetry) and, 

since they have a 8=Ν  supersymmetry, they present a natural )8(SO  R-symmetry. 

It was also proposed that the gauge fields should be Chern-Simons like. 

 

3.2.1 BLG action 

The starting point of BLG action is to provide an action that can satisfied 

Basu-Harvey equation[54]. This is contrary to most regular research process in 

particle physics—write down the action, then obtain the equation of motion. 

Generalizing Nahm’s equation, which was used to describe the analogues 

configuration of D1-branes ending on D3-branes, the Basu-Harvey equation was 

proposed to describe multiple M2-branes ending on an M5-brane 

       0],,[
!3

=∈+ lkjijkl
i

XXX
K

i
ds

dX
,              (3.23) 

where )(sX i ’s represent spatial fluctuations of the M2-branes, and s is a worldvolume 

coordinate. This equation admits a funnel solution: 

                    )()()( ii TRsfsX = ,                      (3.24) 

                      
Ks

sf
2

1
)( = ,                       (3.25) 

where iT satisfies )4(SO -invariant algebra 4A , and )( iTR is any representation of 4A . 

4A describes a fuzzy three-sphere with radius r  given by  

             ∑ ∝∝≡
i

i

Ks
sfXr

1
)()( 222 .                (3.26) 
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Hence                

                        
Ks

r
α

=2                            (3.27) 

for some constant α . The iT ’s then represent the Cartesian coordinates of the fuzzy 

three-sphere.  

 

The BLG model is given by the worldvolume Lagrangian density 

CS
KJIKJI

IJ
JIII

BLG

L
g

XXXXXX
g

XXg
i

D
i

XDXDL

1
],,[],,,[

!32

],,,[
4

,
2

,
2
1

2

+><
⋅

−

>Γ<−>Γ<+><−= ψψψψ µ
µµ

µ

,   (3.28) 

where CSL  is Chern-Simons term with the form 

)
3

2
(

2

1 efcdab
efgb

g
cda

cdab
abcdCS AAAffAAfL ρυµρυµ

µυρε +∂= ,           (3.29) 

and the corvariant derivative is bcda
cdb

aa VAfVVD µµµ −∂=)( , 10,,3,, =KJI , 

2,1,0,, =ρυµ . ψ  is an 11-dimensional Majorana spinor satisfying the chirality 

condition 

                        ψψ −=Γ012 .                       (3.30) 

The Chern-Simons term was called ‘twisted’ because it does not have the standard CS 

expression. 

 

The corresponding action may be split into three terms, as  

∫ ∫∫ ++= CSkinBLG xLd
g

LxdxLdI 3
int

33 1
,                       (3.31) 

where kinL  contains the first two terms on the right hand side of (3.28), and intL  

contains the third and the fourth term of (3.28). This action is scale-invariant since the 
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gauge fields have length dimension 1−= LA  and the constant g  is dimensionless. 

Then, the kinetic terms for the worldvolume matter fields are also scale-invariant with 

2/1][ −= LX and 1][ −= Lψ , the expected for a 3=d  theory with no dimensionful 

constants.  

 

For the background with 0== Aψ , a BPS condition should guarantee that[31] 

       0)],,[
6
1

( =Γ−ΓΓ∂ εµ
µ IJK

KJI
I

I XXXX ,              (3.32) 

for some constant spinor ε .  

 

3.2.2 Gauge and supersymmetry transformations 

The BLG action is invariant under both gauge symmetry and supersymmetry; it 

has )4|8(OSp  superconformal symmetry[29]. Further, the Noether currents 

associated with the BLG Lagrangian generate the 8,3 =Ν=d  superPoincare 

algebra with central charges 

)(0][0 )()(2},{ pqpqpqqp ZZPQQ µαβ
µ

αβµαβ
µ

βα γγεδγγ ++−= ,          (3.33) 

where 2,1,0=µ ; 2,1, =βα ; 8,,1, =qp . The symmetric central charge is traceless, 

0)( =pq
pqZµδ , and this algebra has an obvious )8(SO  automorphism group under 

which the eight 3=d  two-component Majorana supercharges qQ  form a chiral 

)8(Spin  spinor.  

 

The gauge transformations are given by 

                          Iba
cdb

cdIa XfX λδ = , 
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ba
cdb

cda f ψλδψ = , 

efdgc
efg

a
cdb

cda
cdb

cda
cdb AfffAf µµµ λλδ 2)()( +∂= .          (3.34) 

The gauge group algebra corresponding to these transformations is 4A , which can be 

decomposed into )2()2(4 susuA ⊕= . The gauge group for BLG model is thus 

)2()2( SUSU × . 

 

The supersymmetry transformations are given by 

                             ψεδε
II iX Γ= , 

εεψδ µ
µε

IJKKJIII XXX
g

XD Γ−ΓΓ= ],,[
!3

, 

dIcIa
cdb

cda
cdb XigfAf ψεδ µµε ΓΓ=)( ,          (3.35) 

where the supersymmetry parameter ε  has standard dimensions 2

1

][ L=ε . When one 

checks the supersymmetry invariance, the Fundamental identity of 4A plays an 

important role to close the supersymmetric transformation algebras, and this is why 

3 -algebras are so important to generate 8=Ν  supersymmetry.  

 

3.2.3 Successes and challenges 

As the first model describing the interaction of multiple M2-branes, BLG model 

have already achieved some successes, but also suffered some problems[54]. After 

integrating out auxiliary fields and field redefinitions, it was shown[55] that the BLG 

action precisely turns into the Super Yang-Mills action for D2-branes, and it can also 

give the SYM theory for D p -branes. It provides an approach to the M2-brane 

worldvolume theory in a large constant field background[33,36]. However, it was 
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soon realized that, BLG model can only describe the interaction between two 

M2-branes on so called ‘M-fold’, because of its gauge group. And it is still not clear 

about the connection between algebraic properties of a 3 -algebra and physical 

degrees of freedom of M2-branes.  

 

Also there is an interesting question: what is the Higgs mass in BLG model? One 

can apply the Higgs mechanism to BLG potential and obtain the Higgs mass. [71] and 

[72] talked about how to use Higgs mechanism to determine the leading 

higher-derivative corrections to BLG field.  

 

 

3.3 BLG-NB Model 

 

The )2()2( SUSU ×  gauge symmetry of BLG model restricts that it can only 

describe the interaction between two M2-branes ( 2=N ). And in Chapter 2, we 

mentioned that ‘almost’ all the finite positive-definite Filippov 3 -algebras are just 

direct products of 4A ’s, therefore if one sticks to the condition ‘finite 

positive-definite’, there would be no new theories come out. The condition of ‘finite 

positive-definite’ and Fundamental identity preclude almost all other Filippov 

3 -algebras to this model. However, if we release the ‘finite’ condition, substituting 

Filippov 3 -algebra with Nambu 3 -algebra, we would have a similar model but 

describing the low energy limit of a ‘condensate’ of M2-branes.  
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3.3.1 Nambu 3 -algebras 

Nambu 3 -algebra is defined[56] on a three-dimensional compact oriented 

manifold without boundary, and let 3
3 SM =  denote this manifold, hence the algebra 

is defined on a 3 -sphere. We define Nambu 3 -bracket by 

      )()()()()}(),(),({ 321
1

321 yyyyeyyy kji
ijk iiiεiii ∂∂∂= − ,       (3.36) 

where )(),(),( 321 yyy iii are three functions defined on 3S ; e  is the scalar density; 

),,( 321 yyyyi =  are local coordinates on 3S .  

The generator of this algebra is )}(e{ a y , where a  denotes a set of discrete 

indices. And the scalar function can be expressed as  

                     )(e)( a

a

a

yy ∑= ii ,                 (3.37) 

which is completed with 

abba )(e),(e δ>=< yy ,           >=< )(e),( a
a yyii ,  

∫>=< )()()()(),( 2121 3 yyyyy
S

iiµii ,                

       )',()'(e)(e 3
a

a
a yyyy δ=∑ ,     )'()',()()( 3

3 yyyyy
S

iδiµ =∫ ,      (3.38) 

where 321)()( dydydyyey ∧∧=µ .  

 

By (3.37), the 3 -bracket can be written by 

)}(e),(e),(e){()()()}(),(),({ cba
c
3

b
2

abc

a
1321 yyyyyyyyy iiiiii ∑= .          (3.39) 

The structure constants of this Nambu 3 -algebra , referred to the basis )}(e{ a y  are, 

the coefficients d
abcf  that appear in the expression 
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              )(e)}(e),(e),(e{ d
a

d
abccba yfyyy ∑= .               (3.40) 

There the structure constants can be expressed by 

)(e)(e)(e)(e)()()(e)},(e),(e),(e{ dcba
1

dcbaabcd 3 yyyyyeyyyyyf kji
ijk

S
∂∂∂∈>==< ∫ −µ                                                                            

(3.41)   

 

3.3.2 BLG-NB model 

BLG-NB model is a Nambu bracket extension of BLG model, the transition from 

BLG to BLG-NB will be achieved by replacing the 4A 3 -bracket by Nambu 

3 -bracket. The matter fields appearing in BLG-NB model depend on 

three-dimensional worldvolume Minkowski coordinates ),,( 210 xxxx =µ  as before 

but now include the Nambu 3 -algebra basis index a . Therefore, these fields have 

the coordinate expansions 

 )(e)(),( a
a

a yxXyxX II ∑= ,   )(e)(),( a
a

a yxyx II ∑= ψψ ,             (3.42) 

in which the sum over the index a for 4A  has been replaced by a sum over the set of 

indices a . The potential field is given by )()( baab xAxA µµ −= .  

 

The BLG-NB Lagrangian is given by 

CS

KJIKJI

IJ
JI

S

II
NBBLG

L
g

yxXyxXyxXyxXyxXyxX
g

yxyxXyxXyx
i

g

yxDyx
i

yxXDyxXDyyedL

1

)},(),,(),,()}{,(),,(),,({
!32

),()},(),,(),,({
4

),(),(
2

),(),(
2
1

)((

2

3

3

+

⋅
−

Γ−

Γ+−= ∫−

ψψ

ψψ µ
µµ

µ

,                                                                      
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(3.43) 

where the covariant derivative is given by 

             ),(),(),(),( yxyxsyxyxD k
k iii µµµ ∂+∂= ,           (3.44) 

and 

            ∑ ∂∂−= −

ab

ab
bjai

ijkk xAyeyeyeyxs )()()()(),( 1
µµ ε .          (3.45) 

The Chern-Simons term can be written in terms of ),( yxsk
µ  

   

∫

∑ ∑

∧∧−∧−=

∧∧+∧=

3

)),(),(),(
3
1

),(),()((
2
1

))()()(
3
2

)()((
2
1

)(

S

kji
ijkk

k

abcd efg

efcdab
efgb

g
cda

cdabd
abcCS

yxsyxsyxsyxdAyxsy

xAxAxAffxdAxAfxL

εµ
,  

(3.46) 

where µ
µ dxxAxA )()( abab = , and µ

µ dxyxsyxs ii ),(),( =  are spacetime one-forms. 

This Chern-Simons term was called ‘CS-like’ because it is not entirely written in 

terms of the gauge field ),( yxsi , it also requires the potential term ),( yxAi .  

 

3.3.3 Gauge and supersymmetry transformations 

By using the structure constants, the gauge transformations are determined by 

local functions ),( yxξ  on the 3S [35,56] , 

                 ),(),(),( yxXyxyxX I
k

kI ∂−= ξδ , 

),(),(),( yxyxyx k
k ψξδψ ∂−= , 

),(),(),(),(),(),( yxsyxyxsyxyxdyxs jj
j

j
j

jii ξξξδ ∂+∂−= ,     (3.47) 

with the condition that 0)),()(( =∂ yxye k
k ξ . The gauge group corresponding to this 

transfor -mation is called volume-preserving diffeomorphism group, denoted by 
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)( 3SSDiff . It is discussed in [56] that, if one defines the fundamental objects of 

Nambu algebra by an inner derivation, meaning the fundamental objects act on the 

elements of Nambu algebra by left multiplication, then different fundamental objects 

may induce the same element in Nambu algebra. This implies that )( 3SSDiff  is the 

only group satisfying this gauge algebra, all other groups generated by this Nambu 

algebra are diffeomorphic to )( 3SSDiff .  

 

The supersymmetry transformations of matter fields are 

),(),( yxiyxX II ψεδε Γ= , 

εεψδ µ
µε

IJKKJIII yxXyxXyxX
g

yxXDyx Γ−ΓΓ= )],(),,(),,({
!3

),(),( , 

),(),()(),( 1 yxyxXyigeyxs j
I

i
Iijkk ψεεδ µµε ∂∂ΓΓ−= − ,         (3.48) 

which ensure manifest 8=Ν  supersymmetry.  

 

 

3.4 Discussion 

 

The biggest difference between BLG model and BLG-NB model is the gauge 

group. The gauge symmetry of BLG-NB model has turned to be the 

infinite-dimensional Lie algebra of the volume-preserving diffeomorphisms group 

)( 3SSDiff . The )( 3SSDiff  gauge theories are called ‘exotic’[34] because they can 

not be obtained from an ‘abstract’ Yang-Mills theory, whereas it is possible for 

)( 2SSDiff  gauge theories. The transition from BLG model to BLG-NB model is 
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similar to the transition from classical )(NSU  Yang-Mills theories to their large N  

limits. In Hoppe’s work [57] of study the canonical quantization of a relativistic 

spherical membrane of Dirac type in the light cone gauge, his showed that the 

)(NSU  Lie algebra, when ∞→N , is isomorphic to the infinite-dimensional Lie 

algebra of area-preserving diffeomorphisms of the two-sphere 2S .  

 

3.4.1 From )(NSU  to )( 2SSDiff  

Here we give a short review[58] of this transition: suppose we have classical 

)(NSU  Yang-Mills fields 

              a
atAxA µµ =)( ,                        (3.49) 

where at ’s are generators of )(NSU , and 1,,1 2 −= Na  , 3,2,1,0=µ , with gauge 

transformations 

],[ ωωδ µµµ AA +∂= ,  where  a
atωω = ,          (3.50) 

and 

       ],[ ωδ µυµυ FF = ,  where ],[ υµµυυµµυ δδ AAAAF +−= .         (3.51) 

Eventually, we want to replace (3.49)-(3.51) by 

),()(),,(
1

ϕθϕθ µµ ∑∑
∞

= −=

=
l

l

lm
lm

lm YxAxA ,                 (3.52) 

             },{),,(),,( ωϕθωϕθδ µµµ AxxA +∂= ,               (3.53) 

and          },{ ωδ µυµυ FF =  with },{ υµµυυµµυ δδ AAAAF +−= ,        (3.54) 

where lmY  are the spherical harmonics on 2S , and the Poisson bracket of two 

functions on 2S  is defined as  
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θϕϕθ coscos

},{
∂
∂

∂
∂

−
∂
∂

∂
∂

=
gfgf

gf .               (3.56) 

The commutator can be replace by Poisson bracket by  

                   },{],[lim υµυµ AAAAN
N

=
∞→

.                (3.57)  

 

First, we construct the structure constants of )( 2SSDiff . It is known that the 

generators of symplectic transformations of a surface have the local form 

              
2112 σσσσ ∂

∂
∂
∂

−
∂
∂

∂
∂

=
ff

L f ,                (3.58) 

which satisfy Lie algebra 

                       },{],[ gfgf LLL = .                     (3.59) 

In the case of 2S , the local coordinates are ϕσ =1  and θσ cos2 = ; and we can 

form a basis of generators by choosing ),( ϕθlmYf =  to be the spherical harmonics 

         
θϕϕθ coscos ∂

∂
∂
∂

−
∂
∂

∂
∂

= lmlm
lm

YY
L .               (3.60) 

Then (3.59) implies that  

             ''''
''''

'','' ],[ ml
ml

mllmmllm LfLL = ,                (3.61) 

where the structure constants ''''
'',

ml
mllmf  are defined by  

               ''''
''''

'','' },{ ml
ml

mllmmllm YfYY = .                (3.62) 

These structure constants have been calculated explicitly in [57] and [59]. If we let 

1=l  and 1,0 ±=m , then we reduce (3.61) to the )2(SU  Lie group, which are usual 

angular momentum generators. The spherical harmonics ),( ϕθlmY  are harmonic 

homogeneous polynomials of degree l in three Euclidean coordinates 321 ,, xxx . They 
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are given by  

         θϕ sincos1 =x ,   θϕ sinsin2 =x ,    θcos3 =x ,       (3.63) 

and 

                   ∑
=
=

=

lk
i

ii
m

iilm

k

ll
xxaY

,,1
3,2,1

)(

11
),(



 ϕθ ,               (3.64) 

where )(

1

m
ii l

a   is a symmetric and traceless tensor. Let 321 ,, SSS be NN × hermitian 

matrices which form an representation of )2(SU : k
ijkji SiSS ∈=],[ . The matrix 

polynomials  

                 ∑
=

=
3,2,1

)()(

11

k

ll
i

ii
m

ii
N

lm SSaT                     (3.65) 

can be used to construct a basis of 12 −N  matrices for the fundamental 

representation of )(NSU , with structure constants  

                  )('''')(
'',

)(
''

)( ],[ N
lm

mlN
mllm

N
ml

N
lm TifTT = .              (3.66) 

It is proved that, as N  goes to infinity, we have 

                   ''''
'',

'''')(
'',lim ml

mllm
mlN

mllm
N

ff =
∞→

,                 (3.66) 

which coincides with the structure constants in (3.62).  

 

3.4.2 From BLG to BLG-NB 

The great improvement of BLG-NB model from BLG model is that, BLG-NB 

model is conjectured as describing infinite M2-branes’ condensation[34]. The gauge 

group of BLG mode is Lie group )2()2( SUSU × , and it is believed that the action 

with gauge symmetry of gauge group )()( NSUNSU ×  shall describe the dynamics 

of N M2-branes. Therefore, besides )( 3SSDiff , )()( ∞×∞ SUSU  shall also be a 
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gauge group for BLG-NB model, which means 

   )( 3SSDiff  gauge theory  ≈  )()( ∞×∞ SUSU  gauge theory.     (3.67) 

But so far, it is still not clear about how to derive )( 3SSDiff  from )()( ∞×∞ SUSU . 

Also, by  last subsection, we see that as N goes to infinity, )(NSU  gauge theory 

becomes to )( 2SSDiff  gauge theory. So we conjecture that the relation between 

)( 3SSDiff  gauge theory and )( 2SSDiff  gauge theory can be expressed as 

     )( 3SSDiff  gauge theory  ≈  )()( 22 SSDiffSSDiff ×  gauge theory.   (3.68) 

We will come back to this relation in next chapter and discuss the possible approaches 

to prove this.  

 

    As BLG model, BLG-NB model does not give the action describing the 

interaction between finite number of M2-branes, it is only the large N limit of a more 

general theory. And it still suffers those challenges of BLG model. 
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Chapter 4 

Multiple M2-Branes 

 

 

BLG model is the first model describing the dynamics of multiple M2-branes, 

however it only tells us the interaction between two M2-branes. Its Nambu bracket 

extension—BLG-NB model, is proposed to describe infinite number of M2-branes’ 

condensation. If there does exist a general theory describing multiple M2-branes 

dynamics, then both BLG model and BLG-NB model would just be the special cases 

for this theory. And this theory should be able to provide the action for finite number 

of M2-branes. So far, such theory has not emerged yet; however, there is a proposal 

that might help us to achieve this goal. Two years after BLG model first appeared,  in 

2008, Aharnony, Bergman, Jafferis and Maldacena[23] proposed another action to 

describe multiple M2-branes interaction, we call it the ABJM model. This ABJM 

model is believed to describe finite number of M2-branes, which can be considered to 

fill the gap between BLG model and BLG-NB model.  

 

In section 4.1, we introduce ABJM Lagrangian and its symmetries. In section 4.2, 

we discuss the possibility of unifying BLG, BLG-NB and ABJM model in a general 

theory. The difficulties lie at the supersymmetry enhancement for ABJM model when 

2>N , as well as the large N limit of gauge symmetry. So far, there is no authentic 

way for the supersymmetry enhancement. As to the large N limit, we propose that 



73 
 

 
 

using hyperspherical harmonics might be a possible way to construct the structure 

constants for the gauge group algebra. 

 

 

4.1 ABJM Model 

 

The ABJM model is constructed without 3 -algebra structure, it describes the low 

energy physics of world-volume of multiple M2-branes in orbifold kZC /4 [23,60,61]. 

It gives up the full 8N =  manifest supersymmetry, and the superconformal 

Chern-Simons theories with gauge group )()( NUNU ×  and )()( NSUNSU ×  are 

defined on three-dimensional spacetime.  

 

4.1.1 ABJM Lagrangian 

The ABJM action is composed of four complex scalars )4,3,2,1( =AZ A , which 

describe complexified eight coordinates transverse to M2-branes world-volume; and 

four 3-dimensional spinors Aψ , and their adjoints AZ  and Aψ . It has two gauge 

fields µA  and µA
~

 that have Chern-Simons kinetic term of level ),( kk − . The matter 

fields can be realized with NN × matrices, and transform as ),( NN  for AZ  and 

Aψ , and ),( NN  for AZ  and Aψ .  

 

Here we give the Lagrangian of ABJM model in the same convention of [60] 

except the Hermitian gauge fields 

           potentialYukawakinCS LLLLL +++= ,           (4.1) 
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where µγ is two dimensional Dirac matrices, k is Chern-Simons level and the trace is 

over NN × matrices of either gauge group and leaves the gauge invariant quantities. 

The covariant derivatives are given by 

                      µµµµ AiXXiAXXD AAAA

~
+−∂=  

               µµµµ AXiXAiXXD AAAA +−∂=
~

,               (4.5) 

where AX denotes AZ , AZ , Aψ  and Aψ . The potential part of Lagrangian can be 

written in quadratic form as 
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We can see there is no 3 -algebra used in the definition, all are done with regular Lie 

algebras. 

 

4.1.2 Supersymmetries and gauge symmetries 

ABJM model gives up 8N =  manifest supersymmetry, but it still has 6N =  

supersymmetry, whose transformation rules are 
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where ABη  is supersymmetry transformation parameter, with BAAB ηη −= , 

∗= )( AB
AB ηη  CD

ABCD η∈=
2
1

.  

 

The infinitesimal gauge transformations are given by 

                 ],[ Λ+Λ∂=Λ= µµµµδ AiDA , 

]
~

,
~

[
~~~

Λ+Λ∂=Λ= µµµµδ AiDA , 

Λ+Λ−= AAA iXXiXδ ,                        (4.9) 
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with gauge group )()( NUNUG ×=  and )()( NSUNSU × .  

 

Also there is a global )4(SU  R-symmetry. The fields with lower index label the 

4  representation of R-symmetry, and those with upper index label the 4  

representation. 

 

One can check that the vacuum moduli space of the ABJM model at the classical 

level, i.e., solutions of 0)( =iV up to gauge transformations. Then (4.7) would lead to 

the equation for its minima 

      A
C

BB
C

A ZZZZZZ =       and       A
C

BB
C

A ZZZZZZ = .      (4.10) 

This implies that the Hermitian matrices C
AZZ , has to commute with each other, and 

similar for C
AZZ . The vacuum solutions are thus given by diagonal  AZ  up to 

gauge equivalence 

                      ),,( 1 N
AAA zzdiagZ = .                 (4.11) 

It means in that point of vacuum moduli space the gauge group )()( NUNU ×  is 

broken to NNU )( , and the gauges fields become to  

),,( 1 NaadiagA µµµ =     and     )~,,~(
~ 1 NaadiagA µµµ = .         (4.12) 

                   

 

4.2 A Unification Theory? 

 

ABJM model and BLG model are two candidates for multiple M2-branes 

interaction based on different algebraic structure. ABJM uses regular Lie algebra 
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while BLG needs the Filippov 3 -algebra. Also, there are many differences between 

the supersymmetry, gauge symmetry and R-symmetry. Here we list the symmetry 

features of ABJM, BLG and BLG-NB model: 

 

          Model 

Symmetry 

ABJM 

 

     BLG      BLG-NB 

Supersymmetry     6N =      8N =       8N =  

Gauge Symmetry  

)()( NSUNSU ×  

 )2()2( SUSU ×      )( 3SSDiff  

R-Symmetry  )1()4( USU ×      )8(SO       )8(SO  

Chern-Simons Level     Arbitrary      1=k       1=k  

M2-brane Number     N (finite)       2         ∞  

                         Table 4.1 

 

Based on the features of these three models, one would intuitively consider unifying 

them into one unification theory. It seems every time we facing multiple M2-branes 

dynamics, we shall use BLG if the M2-brane number is 2 , use ABJM if ∞<< N2 , 

then BLG-NB if N goes to infinity. But before saying this approach is safe, we have 

to check if the transitions between these three models are possible and smooth. First, 

let us look the connection between ABJM and BLG. 

 

4.2.1 ABJM to BLG 

To transit ABJM to BLG, we need to check: 1. if the Lagrangian and 

Chern-Simons term are of the same form between these two; 2. how to enhance 
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6N =  supersymmetry to 8N =  supersymmetry, and enhance )6()1()4( SOUSU =×  

R-symmetry to )8(SO R-symmetry. At 2=N case, ABJM model is equivalent to BLG 

model[23] if the Chern-Simons level is equal to 1. Both theories have )2()2( SUSU ×  

gauge symmetry when 2=N . ABJM has an )4(SU flavor symmetry, with additional 

)2(SU  symmetry exchanging the scalar fields. These two symmetries combine to 

give an )8(SO  global R-symmetry, and this )8(SO  symmetry rotates all 8 real 

scalars in the )2,2(  representation. This implies 8N =  superconformal symmetry. 

Now we checked that at 2=N case, the ABJM model has the same symmetries as 

BLG model.  

 

Next, let us check the lagrangian and Chern-Simons term. There are two ways to 

do it: one is to rewrite BLG model in terms of regular Lie algebra, and the other is to 

rewrite ABJM in 3 -algebra form, or using four-index structure constants. The first 

way can be achieved by rewriting BLG action in bifundamental representation[62]. 

For the second way, we have to modify the original Filippov 3 -algebra, and different 

modifications generate different forms of the action. Bagger and Lambert[63] give an 

example using the complex 3 -algebra which has the first two entries antisymmetric 

with each other: 

                d
d

cabcba TfTTT =];,[ ,                    (4.13) 
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cabf  to satisfy the fundamental identity  
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with inner product 

                      ),( baba TTTrh = .                  (4.15) 
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Then the BLG version of the ABJM Lagrangian becomes 
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CS AAAffAAfL λυµλµ
µυλ +∂∈= .      (4.18) 

This form is identical to the Lagrangian of BLG model (3.28) up to some constants. 

Therefore, at 2=N  case, ABJM model is equivalent to BLG model. [64] gives 

another example using Jodan triple systems, and their rewritten ABJM action agrees 

with (3.28) also. So we believe that there are more than one forms of ABJM model in 

BLG version, depending on how we define the 3 -algebra.  

 

    For ∞<< N2  case, one can use the similar method provided by [63] and [64] 

to rewrite ABJM action, and it is straightforward to let )2()2( SUSU ×  gauge 

symmetry go to higher level )()( NSUNSU ×  gauge symmetry. But the problem 

happens here is we do not know how to enhance supersymmetry in this case. [23] 

conjectured that ABJM action shall have an 8N =  supersymmetry, but so far no one 

gives a rigorous proof yet. [65] gives a suggestion using Hermitian 3 -algebra and 

monopole operator to identify new 2N =  supersymmetry, and they claim that the 
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ABJM potential written with Hermitian 3 -algebra is )8(SO  invariant. Though there 

are still some relations in their work needed to be checked, we consider they give the 

best approach attacking this supersymmetry enhancement so far. As to the 

supersymmetry enhancement, one can also check[66, 67].  

 

4.2.2 ABJM to BLG-NB 

To connect these two models, we have to show that as N goes to infinity, ABJM 

model has the same action and symmetries as BLG-NB model does; or in other words, 

at large N limit,  

         
∞→N

lim ABJM ≈   BLG-NB.                      (4.19) 

Though this conjecture looks similar to the case of ‘ABJM to BLG’, it is more 

difficult to achieve. Because first, we still do not know what kind of the Nambu 

3 -algebras we shall use to substitute (4.13), then we do not have the BLG-NB version 

of ABJM action or Chern-Simons term. Second, we still need to face the 

supersymmetry enhancement challenge, which probably can not be circumvented 

until one can enhance two extra supersymmetries for ‘ABJM to BLG’ case. Third, we 

have not figured out how to connect the gauge symmetries between these two models. 

 

The gauge symmetry group of ABJM model is )()( NSUNSU × , while the one of 

BLG-NB is )( 3SSDiff . What we want to prove is (3.67) 

 )()(lim NSUNSU
N

×
∞→

 gauge theory )( 3SSDiff≈  gauge theory.    (4.20) 

It is well known that, the symmetry group of three-sphere is )2()2( SUSU × , which 

describe the direct product between two two-spheres. And we have also given the 
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transition from )(NSU  gauge theory to )( 2SSDiff  gauge theory, so we conjecture 

that the ABJM gauge theory can be related to BLG-NB gauge theory by (3.68), which 

is 

)()( 22 SSDiffSSDiff ×  gauge theory ≈  )( 3SSDiff  gauge theory.      (4.21) 

Actually, the relation   

)()(lim NSUNSU
N

×
∞→

 gauge theory ≈  )()( 22 SSDiffSSDiff ×  gauge theory  (4.22) 

is very straightforward by section 3.4.1, but (4.21) is still mysterious. So far, we have 

not been able to find the appropriate limiting formula for )( 3SSDiff  structure 

constants. We conjecture that the structure constants of )( 3SSDiff , might be 

calculated from the hyperspherical harmonics of three-sphere, which is similar to 

calculating the structure constants of )( 2SSDiff  from spherical harmonics. However, 

because the form of hyperspherical harmonics is much more complicated than 

spherical harmonics, it involves a large amount of calculations. And the choice of the 

auxiliary function is not clear, now this work is still in process.  

 

The large N  limit of ABJM model might involve taking two limits 

simultaneously, strong coupling and large N , and they might not commute with each 

other[34]. But logically, there is not contradiction between Nambu 3 -algebra and 

ABJM model. After the discover of ABJM model, a BPS Wilson loop operator was 

constructed[68, 69, 70], and the perturbative calculation of the expectation value was 

performed. And the large N behavior of the expection value of the saddle point 

equation was studied in [70].  
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Chapter 5 

Conclusion of Part I 

 

 

In part I, we first briefly review regular Lie algebras and their properties. Then 

we extend Lie algebras to n -ary algebras by substituting Lie brackets by n -brackets. 

The Jacobi identity of Lie algebras is extended to generalized Jacobi identiy for 

generalized Lie algebras, which focus on the associativity of operators; and 

Fundamental identity for Filippov algebras, which do not emphasize on associativity. 

Besides generalized Jacobi identity and Fundamental identity, there is a third identity 

satisfied by all associative algebras, the Bremner Identity. We successfully extend the 

original Bremner identity from 3=n  case to n  equals to arbitrary odd integer 

number cases. We try to construct Filippov 3 -algebras from associative algebras, and 

achieve some success. But generally, there are not as many 3 -algebras as Lie 

algebras, because the characteristic identities are so strong, that they rule out most 

candidates. Nambu algebras are infinite dimensional Filippov algebras, they satisfy 

Fundamental identity naturally, but Bremner identity only for some special cases.   

 

3 -algebras play an important role in generating 8N =  supersymmetric multiple 

M2-brane model. BLG model utilizes 4A  as its gauge group algebra, which 

describes the interaction between two M2-branes. So far 4A  is the only finite 

positive-definite 3 -algebra can be used in BLG model, all other finite 
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positive-definite 3 -algebras are just direct products of it. One can extend BLG model 

to BLG-NB model by replacing 4A  with Nambu 3 -algebra, which describes 

M2-brane condensation. The gauge group of BLG-NB model is volume-preserving 

diffeomorphism group )( 3SSDiff . Unfortunately, multiple M2-branes are not like 

D-branes, which can be derived from 4N =  Yang-Mills theory.  

 

Besides BLG model, ABJM model is another proposal for multiple M2-brane 

theory. ABJM model does not involve any 3 -algebraic structures, but it can be 

rewritten in terms of four index structure constants, and there are more than one way 

to do this. We consider to unify ABJM mode and BLG model, building a unification 

theory of multiple M2-branes. We try to build the connections in aspects of action, 

Chern-Simons term, gauge symmetry, supersymmetry and R-symmetry. The most 

difficult part is the supersymmetry enhancement, so far we have not figure any 

effective way to attack this problem. As to the gauge symmetry, we have to calculate 

the large N  limit of ABJM model gauge group, which is )()( NSUNSU × . We 

propose to use hyperspherical harmonics to calculate the structure constants of 

)( 3SSDiff , and then compare the results with the results of large N  limit.  

 

BLG model is considered as the first example, which successfully applies n -ary 

algebras to physics. It motivates researches on both n -ary algebras and multiple 

M2-branes. We believe ultimately, the development of multiple M2-brane theory has 

to be connected to the development of n -ary algebras.  
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Chapter 6 

Introduction of Part II 

 

 

In this chapter, we motivate and formulate the research questions to be addressed 

in Part II of this thesis. First we review some history of functional equations, and one 

of its special cases – the Schroeder equation. Then we briefly review some basic 

concepts about renormalization group theory and the c-theorem. We then go on to 

explain the application of functional evolutional methods to renormalization group 

equations, and point out that there is a counterexample for the common belief about 

limit cycles. These allow us to formulate the research questions we want to address in 

Part II. Finally, we go through the organization of Part II by chapters. 

 

 

6.1 History of Functional Equations and Schroeder’s Equations 

 

Functional equations is one of the most powerful and beautiful fields in 

mathematics, and have been widely utilized in natural, social and behavioral sciences. 

In mathematical modeling, models exhibit technical failures or inconsistencies on 

many occasions, which make them inadmissible. Then functional equations are a tool 

that prevents arbitrariness and allows model selection to be based on adequate 

constraints[73]. The theory of functional equations is very old, and the method had 
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been utilized a long time ago by Oresme, Napier, Kepler, and Galileo. It has been 

systematically studied since eighteenth century by d’Alembert, Euler, Cauchy, Abel, 

and Riemann[74]. In mathematics, a functional equation is any equation that specifies 

a function in implicit form. And often, the equation relates the value of a function at 

some point with its values at other points. Solving functional equations usually is very 

difficult; however by using some common methods, most functional equations are 

approachable[75]. The most common method of solving functional equations is 

substitution. Also there are many approximate methods which involve computer 

programming to solve functional equations numerically, and they are proven to be 

effect and fast with appropriate algorithms.  

 

Schroeder’s equation is a functional equation with one independent variable: find 

the function )(xψ such that )())(( xsxf ψψ = , where )(xf is given. It is, of course, 

the eigenvalue equation for the composition operator fC , defined by fC f ψψ = . 

Schroeder’s equation was first studied by Ernst Schroeder[76] in the early 1870s, in 

his pioneering work on iteration of analytic functions. He tried to understand 

Newton’s method in the complex plane, and obtained the idea of using iteration to 

find solutions of equations involving analytic functions[77]. He realized that each 

univalent solution ψ  established a conformal “conjugation” between the action of 

ψ  and the simpler mapping of multiplication by s . Schroeder also studied the 

solution of logistic maps in Schroeder equation, and obtained the analytical solution 

for 2=s  and 4=s  cases. He originated the systematic study of iteration as a 

means of solving analytic equations, and was the first to use conjugation as a 

fundamental tool to understand iteration near an attractive fixed point. Later, in 1884, 
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Koenigs published the fundamental existence-uniqueness theory for analytic solution 

of Schroeder’s equation near an attractive fixed point[78]. A little more than one 

century after Schroeder’s original papers on iteration, Gaughran and Schwartz 

established the connection between Schroeder’s equation and the compactness 

problem for composition operators on Hardy spaces[79]. Originally, Schroeder only 

gave analytical solutions for two special cases of logistic map. The general solutions 

to Schroeder’s equation can be difficult to approach, and so far there is not such a 

theory that one can follow to obtain the general solutions. However, Curtright and 

Zachos[80,81] invented an innovative method, the series and conjugation method, 

which can calculate the approximate solutions. And for those which have analytical 

solutions, the approximate solutions converge to the analytical solutions by taking the 

infinite limit. This method can be applied to many forms of the function ψ , and there 

always exists a solution approachable. For some other readable and informative 

accounts of Schroeder’s equation, one can check[82,83].     

 

 

6.2 Renormalization Group 

 

In theoretical physics, the renormalization group (RG) is defined as a 

mathematical apparatus that investigate the changes of a system at different scales. In 

elementary particle physics, it reflects the changes in the quantum field theory (QFT) 

as the energy scale at which physical processes occur varies, energy/momentum and 

resolution distance scales being effectively conjugate under the uncertainty 

principle[84]. The renormalization group is related to two invariance: scale invariance 
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and conformal invariance, which correspond to scale transformation and conformal 

transformation respectively. The idea of scale invariance is dated back to Euclid and 

Galileo, and the scale transformation become popular again at the end of the 19th 

century because of the turbulence research[85,86]. In late 1940s, the regular 

formalism for eliminating the UV divergences in QFT was developed on the basis of 

covariant perturbation theory for the scattering S -matrix. This breakthrough is 

connected with the establishing of quantum electrodynamics (QED).  

 

The first modern article introducing renormalization is by Stueckelberg and 

Petermann, in which[87] they anticipated the idea in quantum field theory, and noted 

that renormalization exhibits a group of transformations transferring quantities from 

the bare terms to the counterterms.  They discovered a group of infinitesimal 

transformations related to finite arbitrariness arising the S -matrix elements upon 

elimination of the UV divergences. They also introduced a famous function in QED, 

which is later called beta function. At the same time, Bogoliubov developed a 

technique of supplementing the definition of products of singular 

Stuckelberg-Feynman propagators[88] and proved a theorem[89] on the finiteness and 

uniqueness of the S -matrix elements in any order of perturbation theory. In 1954, on 

the basis of Dyson’s renormalization transformations[90] formulated in the 

regularized form, Gell-Mann and Low[91] discovered that the coupling parameter 

)(µg  at the energy scale µ is effectively given by the group equation 

         ))(()/(()( 1 MgGMGg dµµ −= ,                  (6.1) 

for some function G  and constant d , in terms of the coupling at a reference scale 

M . They then realized that the effective scale can be taken arbitrarily, and can vary to 
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define the theory at any other scale 

    ))(()/(())(()/(()( 11 MgGMkGgGkGkg dd −− == µµ .           (6.2) 

On the basis of this group equation, Gell-Mann and Low then focused on infinitesimal 

transformations, and invented a computational method based on a mathematical flow 

function of the coupling parameter g , and determined the differential change of the 

coupling )(µg  with respect to a small change in energy scale µ  through a 

differential equation, the renormalization group equation 

                  )()(
)ln(

gg
g βψ
µ

==
∂
∂

.                    (6.3) 

where )(gψ  is flow function. 

 

Perphaps, Gell-Mann and Low did not pay enough attention to the group 

character of the analysis, and in any chance they missed a chance to establish a 

connection between their results and QCD (Quantum Chromodynamics) perturbation 

theory. Bogoliubov and others[92] used the group properties of finite Dyson 

transformations for the coupling constant, fields and Green functions, and derived 

additional functional group equations for the propagators and vertices in QED in the 

general case. In 1970, Callan and Symanzik[93,94] reformulated the renormalization 

group theory in particle physics in more practical terms. They use the beta function to 

describe the “running of coupling” parameter with scale, and found it amount to the 

“canonical trace anomaly”, which represents the quantum-mechanical breaking of 

scale symmetry in a field theory.  

 

Later, the conformal symmetry is associated with the vanishing of the beta 
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function. This can happen naturally if a coupling constant is attracted, by running 

towards a fixed point at which 0)( =gβ . In QCD, the fixed point occurs at short 

distances where 0→g  and is called an ultraviolet fixed point.  In string theory, the 

conformal invariance of the string world-sheet is a fundamental symmetry. The beta 

function is a function of the geometry of the space-time in which the string moves. 

This determines the space-time dimensionality of the string theory and enforces 

Einstein’s equations of general relativity on the geometry. The renormalization group 

is of fundamental importance to string theory and theories of grand unification. 

 

 

6.3 Functional Equation in Renormalization Group 

 

The renormalization group equation has been bonded with functional method 

since the day it was born. The functional renormalization group has in recent years 

been successfully applied to a wide variety of non-perturbative problems such as 

critical phenomena, fermionic systems, gauge theories, supersymmetry and quantum 

gravity[95,96,97,98,99]. Although these systems have different physical natures, they 

all share similar flow equations. The formulism established by Stueckelberg and 

Petermann, and Gell-Mann and Low has nice mathematical expression in terms of the 

functional conjugation methods of Schroeder’s methods. The traditional way to solve 

finite renormalization group equation is to integrate a perturbative approximant to its 

algebra, the beta function, to obtain the full renormalization group trajectory for scale 

not equal to 1. The theory about Schroeder’s equations gives us a different way to 

calculate and analyze the renormalization group trajectories, based on the theory of 
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functional conjugacy equation. In this conjugacy form, it is more apparent to see the 

global self-similar function structure of the renormalization group trajectory. Also, in 

conventional local relations, the interaction between continuous and discrete rescaling 

is often inaccessible while it can be illuminated in conjugacy form.  

 

In renormalization theory, it has long been presumed that, under mild 

assumptions, scale invariance implies conformal invariance. In two-dimensional 

spacetime, Zamolodchikov[100] and Polchinski[101] argued and gave a proof that 

scale invariance implies conformal invariance for unitary quantum field theories with 

finite correlation functions. Zamolodchikov stated that there exists a positive real 

function c  of coupling constant g  in a two-dimensional renormalizable field 

theory which decreases monotonically under the influence of a renormalization group 

transformation, and this theorem is call c -Theorem. Then Cardy[102] extended 

c -Theorem in two-dimensional spacetime to so called a -Theorem in 

four-dimensional spacetime. It seems[103] both c -Theorem and a -Theorem point 

out that, based on monotonically evolving observables that the underlying couplings 

can not have renormalization group trajectories which are limit cycles[104] (closed 

curves that is invariant under renormalization). The limit cycle is characterized by a 

discrete scaling symmetry: the renormalization group flow executes a complete cycle 

around the curve every time the cutoff changes by a multiplicative factor λ  called 

the discrete scaling factor. The discrete scaling symmetry is reflected in log-periodic 

behavior of physical observables as functions of the momentum scale[105]. However, 

the renormalization group scaling function ψ , obtained by Schroeder’s method, is 

periodic and yields limit cycles even for a real coupling. Actually, back to 2003, the 
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“Russian Doll” superconductivity model given by [106,107], gave an example of the 

physics repeats itself cyclically in self-similar modules. This model identifies a 

two-dimensional field theory whose renormalization involves a renormalization group 

limit cycle in apparent contradiction to c -Theorem. Besides providing a 

counterexample for limit cycle in renormalization, functional conjugacy methods also 

indicate turning points for renormalization group trajectories, and generate multiple 

branches for renormalization group equation solutions. 

 

 

6.4 Research Questions 

 

In Part II, our focus is to establish the solutions to Schroeder’s equations by series 

and conjugation method, investigate the convergence property of the solutions, and 

construct limit cycle example for renormalization group trajectories. The problems we 

want to confront are: 

1. To establish an approximate solution to Schroeder’s equations for arbitrary 

functional relation. 

2. To investigate the asymptotic behavior of approximate solutions, comparing them 

with some well known analytical solutions.  

3. To study the velocities and accelerations generated by the approximate solutions. 

4. To study properties at fixed point and turning point of approximate solutions. 

5. To understand the coefficient behaviors for approximate solutions. 

6. To construct a counterexample for limit cycle claim. 
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6.5 Roadmap of Part II 

 

In Chapter 7, we introduce Schroeder’s equations and its analytical solutions for 

logistic map when the scale s  equals to 2  and 4 . Then we demonstrate an 

approximate solution through series and conjugation method, a solution for sine 

function is provided as an example. We derive approximate solutions for 

4,2=s cases, and calculate the error between them and analytical solutions. At small 

x  values ( x  close to 0 ), approximate solutions agree with analytical very well, but 

when x  approaches to 1, there is obvious difference between them. The method to 

deriving the approximate solution can help us obtain solution for other scale values. 

The solutions can be understood as trajectories of particles in classical mechanics, the 

geometric properties of the particles’ trajectories are also of interest, the surfaces of 

trajectory curvatures seem to have chaotic properties.   

 

In Chapter 8, the beta function is obtained by solving renormalization group 

equations approximately. We talk about different behaviors of beta function with 

different scales, and also show that the solutions are not unique. For each scale value, 

approximate solutions consist of infinite amount of branches, and turning points 

connect these branches together. Based on these different branches and turning points, 

we give a counterexample of limit cycle in renormalization group theory. The beta 

function is established by series and recursive methods, we investigate the coefficients 

for each order, and try to find a universal form for the coefficients.  

 

In Chapter 9, we summarize our results for Part II. 
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Chapter 7 

Approximate Methods to Solve 
Schroeder’s Equations 
 

 

7.1 Functional Equations and Schroeder’s Equations 

 

Mathematicians have been working with functional equations since the 14th 

century, though the strict discipline was built much later than that. Nowadays, 

functional equations form a modern branch of mathematics. Topics which are covered 

under functional equation include Cauchy equations, Jensen equations, Pexider’s 

equations, Abel equations, and functional equations for distance measures[108]. Some 

advanced topics involve functional equations in abstract domains like semigroups, 

groups, and Banach spaces. When the focus of a function equation is on continuity of 

functions and a domain is specified, this becomes a question of topology, in particular 

this sometimes becomes questions about the group of homeomorphisms or 

diffeomorphisms of a set. In Part II, we do not go through the details of those 

common  functional equations and their properties, but investigate a special 

functional equation with one independent variable, the Schroeder’s equation.  

 

 

7.1.1 Functional equations 

In mathematics, a function equation is any equation that specifies a function in 
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implicit form[109]. Often the equation relates the value of a function at some points 

with its values at other points. In other words, functional equations are those in which 

a function is sought which is to satisfy certain relations among its values at all points. 

For function equations with one variable, they normally have the form like 

0)))((),(,( =xGfxfxF ,                     (7.1) 

where x  is variable, )(xf is the function we want to solve, and F and G  are two 

given functions. Here we give the forms for some famous functional equations: 

(1)  )()()( yfxfyxf =+ , satisfied by all exponential functions      (7.2) 

(2)   )()()( yfxfxyf += , satisfied by all algorithmic functions   (7.3) 

(3)   )()()( yfxfyxf +=+ , Cauchy equation                  (7.4) 

(4)   2/))()(()2/)(( yfxfyxf +=+ , Jensen equation            (7.5) 

(5)   1)())(( += xfxhf , Abel equation                        (7.6) 

(6)  )()(2)()( yfxfyxfyxf =−++ , d’Alembert equation        (7.7) 

 

In simple cases, a functional equation can be solved by introducing some 

substitutions to yield more information or additional equations. For example, if a 

functional equation has the form like 

)()()()()( xsxafxgxfxh =−+ ,                 (7.8) 

where )(xf  is the function we want to solve; )(xh , )(xg , and )(xs are known; a  

is a constant . Then by replacing x  by xa − , we have  

          )()()()()( xasxfxagxafxah −=−+−− .           (7.9) 

Substituting this into (7.8) and solving for )(xf , we get the explicit form for )(xf . 

However, like differential equations, solving functional equations for arbitrary 
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forms can be very difficult. Except for few well known cases, there does not exist a 

standard procedure to solve an arbitrary functional equation. For a general case, one 

may have to design an algorithm and use numerical methods.  

 

7.1.2 Schroeder’s equations 

A Schroeder’s equation[76] is a functional equation with a fixed point: given 

function )(xf , find function )(xψ  such that 

                 )())(( xsxf ψψ = ,                        (7.10) 

for some constant s . If 0x  is a fixed point of )(xf , meaning 00 )( xxf = , then 

0)( 0 =xψ  for some 1≠s . Provided )( 0xψ  is finite and )(' 0xψ does not vanish or 

diverge, the eigenvalue s  is given by )(' 0xfs = . Let 1−=ψi be the conjugacy 

function of ψ , then we have a transpose form of Schroeder’s equation 

)())(( cyyf ii = .                       (7.11) 

Schroeder’s equation can be converted to other well known functional equations. By 

changing variable, let )log(/))(log()( sxxa ψ= , Schroeder’s equation becomes to 

Abel equation 

                     1)())(( += xaxha .                  (7.12) 

Similarly, the change of variables ))(log()( xx ϕψ = converts Schroeder’s equation to 

Bottcher equation 

                     sxxf ))(())(( ϕϕ = .                  (7.13) 

 

The solutions of Schroeder’s equation depend on the form of the given function 

)(xf . In Schroeder’s original paper[76], he gave a good number of particular 
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solutions. Koenigs[78] gave an analytical solution for Schroeder’s equation if 0x  is 

an attracting fixed point, meaning 1)('0 0 << xf . In [110], Szekeres used the series 

expansion around a fixed point and studied the relevant convergence properties of the 

solution of the resulting orbit and analyticity properties. Here, we give two examples 

constructed in Schroeder’s early paper[76]. The given function )1()( xsxxf −=  in 

both examples are called logistic map, which is a polynomial mapping of degree 2.  

 

Example 7.1, )1(2)( xxxf −= . The solution is  

           )21ln(
2
1

)( xx −−=ψ ,                     (7.14) 

with its conjugate 

                      )1(
2
1

)( 21 xex −− −=ψ .                     (7.15) 

 

Example 7.2, )1(4)( xxxf −= . The solution is 

              2)(arcsin)( xx =ψ ,                      (7.16) 

with its conjugate 

             21 )(sin)( xx =−ψ .                       (7.17) 

            

 

7.2 Conjugation and Evolution 

 

One of the numerical ways solving Schroeder’s equations is to use the iterating 

relations and generate the approximate solutions[80,81].  
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7.2.1 Iteration 

First, let us consider an evolution trajectory )(tx  of a one-dimensional system, 

specified by a local, time-translation-invariant law 

                  ))((
)(

txv
dt

tdx
= .                    (7.18) 

By solving this differential equation, one can obtain the trajectory as a function of the 

time t  and initial position )0(x  

                       ))0(()( xftx t= .                    (7.19) 

Then we consider a series of time lattice with interval  1=∆t  between two 

consecutive points, so that 

                       ))0(()1( 1 xfx = ,                   (7.20) 

                      ))(())0(()1( 11 txfxftx t ==+ + .         (7.21) 

We have relation (7.21) because )(tx  can be considered as initial position of )1( +tx . 

It is straightforward to compute iterates of (7.20) at each time point 

 ,3,2,1,0,1,2, −−=t , which gives 

                            )())(()2( 211 xfxffx == , 

                  )()))((()( 111 xfxfffnx n==  ,                (7.22) 

                          )()()1( 1
1

1 xfxfx −
− ==− . 

By assuming the domains for the various functions overlap properly, we have 

associative and commutative composition 

                      ))(())(( 1111 xffxffx −− == , 

              ))(())(()( xffxffnkx knnk ==+ .                  (7.23) 
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Schroeder approached this problem by introducing auxiliary function )(xψ  and 

solving Schroeder’s equations. We take 0=x  as a fixed point of )(1 xf , meaning 

0)0(1 =f . Construct an analytical )(xft around it and the Schroeder’s equation is 

                )())(( 1 xsxf ψψ = ,                    (7.24) 

for some 1≠s . At the fixed point, it gives 0)0( =ψ , and if 0)0(' ≠ψ , then 

)0('1fs = . The inverse function satisfies Poincare’s equation 

                  ))(()( 1
1

1 xfsx −− = ψψ .                  (7.25) 

Upon iteration of the functional equation, ψ  acts upon the splinter of x  to give 

             ))))(((())(()( 111 xfffxfxs n
n ψψψ == .             (7.26) 

Then for arbitrary time t , Schroeder’s equation becomes 

                 ))(()( xfxs t
t ψψ = ,                     (7.27) 

and the trajectory can be expressed in terms of )(xψ  and )(1 x−ψ  

                 ))(()()( 1 xsxftx t
t ψψ −== .               (7.28) 

In a suitable domain, this gives the general iterate for any t  (it can be fractional, 

negative, and infinitesimal), analytic around the fixed point 0=x . 

 

This solution manifestly satisfies the associative and abelian composition 

properties for all iterates and inverse iterates. That is to say, ))(()(
2121

xffxf tttt =+ , 

hence ))(()( 221 1
txfttx t=+ . However, in the limit 1→s , all iterates and inverse 

iterates lose their distinction and degenerate to the identity map, xxf =)(0 , and the 

method fails as written.  
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For a very elementary illustration of the technique, consider Schroeder’s early 

example of a recursive evolution law, 

                  )1(2)(1 xxxf += ,                (7.29) 

so 0)0(1 =f , and 2)0('1 == fs . Schroeder’s equation is then solved by 

                )21ln(
2
1

)( xx +=ψ ,                (7.30) 

with its conjugate 

                    )1(
2
1

)( 21 −=− xexψ ,                 (7.31) 

giving 

                  )1)21((
2
1

)()( 2 −+=≡
t

xxftx t .              (7.32) 

 

7.2.2 Approximate solution 

In this subsection, we talk about how to construct approximate solution for 

functional equations[111]. As other numerical methods, we have to check the 

convergence behavior of the solutions. Functional equation (7.21) can be written as 

              kttkkt xxxxxxxx == ))(())(( .            (7.33) 

In this situation, a useful direct approach is to construct an N th-order formal series 

approximation for tx  around a fixed point of 1x , say at 0=x , by series analysis of 

the 1=k  case of (7.33), written as 

))(())(( 11 xxxxxx tt = .                  (7.34) 

With initial conditions corresponding to 0x  is identity map, the approximate solution 

has the form 
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                      ∑
=

=
N

k

k
k

Napprox
t xtcxx

1

)( )()( ,               (7.35) 

where 1)0(1 =c , 0)0(1 =>kc , so xxx Napprox
t == )()(

0 . Note that it is only necessary to 

construct accurate approximations to tx  for any unit interval in t , for then the 

composition rules =+tx1  txx 1  and tt xxx 11 −+− =  can be used to reach higher or 

lower values of t .  

 

Now, for a given N  the series (7.35) may not produce accurate results for 

values of t , or for an interval of initial x , of interest. Quite possibly, this may be 

overcome if the series is convergent, by taking larger N , but if the series is only a 

formal one, perhaps asymptotic, with zero radius of convergence, larger N  may not 

be a viable option. So what can be done then? 

 

Formally, for any fixed N , with 



nscompositio 

11

n

n xxx = , it follows that 

              n
Napprox

tn
n

t xxxx −±∞→
=  )(lim                  (7.36) 

is a solution to (7.34). This is a consequence of  

           11
)(

1
)(

1 )()( xxxxxxxx n
Napprox

tnn
Napprox

tn  −−+− = .        (7.37) 

In the limit ±∞→n , equation (7.34) is obtained, if either of those limits exist. For a 

specified class of problems it might be possible to give an elegant proof that either 

limit exists by using various fixed point theorems from functional analysis[112,113], 

but that is not our objective here. 

 

The objective is to estimate the numerical accuracy obtained by conjugating (7.35) 
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a finite number of times, n , with the given, exactly known, ‘finite step’ function 1±x . 

That is, our concern here is the relative error obtained as a function of n , prior to 

taking the limit ±∞→n . In many cases, n -fold conjugation with the given 1x , and 

its inverse 1−x , dramatically improves the numerical accuracy of the series 

approximation, with the error vanishing exponentially in either nN ln  or Nn . This 

behavior came to light in follow-up studies of earlier work[114,115,80,81]. We give 

two examples of how to construct approximate solutions and calculate relative errors 

in next two subsections. 

 

7.2.3 A rational illustration 

As a tractable example[76,91,110,116,117], consider 

          
x

x
xx

−
=

1
)(1 ,    

x

x
xx

+
=− 1

)(1 .           (7.38) 

In this particular simple case, an exact solution to (7.33) is 

                   
xt

x
xxt −
=

1
)( .                     (7.39) 

But to illustrate the series method, consider (7.34) given only 1x  in (7.38). Recursive 

analysis in powers of x  immediately gives 1)( −= k
k ttc , where we have defined the 

form and scale of the t  parameterization by the choice ttc =)(2 , to be in agreement 

with (7.39). For instance, with )()()( 43
3

2 xOxtctxxxxt +++=  we find 

                )())((
1)(1

)( 54
3

2 xOxtct
x

x
x

xx

xx
t

t

t +−=






−

−
−

.        (7.40) 

Thus, (7.34) is satisfied if and only if ttc =)(3 . So it goes to higher orders in x , with 

each 1+kc  determined by kjc ≤  to satisfy (7.34) —not just by direct expansion of 
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(7.39).  

 

The result for the approximation is therefore 

        ∑
=

−

−
−

==
N

k

NN
kkNapprox

t tx

xxt
xtxx

1

1)(

1
)1(

)( .               (7.41) 

Then, by n -fold conjugation of this approximation with 1x  and its inverse, obtain 

    )
1

1/()
1

1()()(
NN

n
Napprox

tn nx

tx
nxtx

nx

tx
xxxxx 







+

+−






+

−=− .     (7.42) 

This indeed converges to the exact result, (7.39), as ∞→n for any fixed 1>N . But 

what is the relative error for finite n ? 

 

Since we know the exact answer in this elementary case, this error is not difficult 

to compute. For any fixed N  and finite n  the relative error is 

N

N
t

n
Napprox

tnt
t nx

tx

nx

tx
nxtx

nxtx

xx

xxxxxx
nNxR 







+








+

+−

+−
=

−
= −

1

1
1

1
)(

)()(
),,(

)(.defin 
.  (7.43) 

For 1>N  this indeed vanishes as ∞→n , for any fixed x , so long as 1≠tx . 

However, more importantly, for n  finite but large compared to both t  and x/1 , 

this error goes to zero as the )1( −N st power of n , 

            
1/1,

1
1

),,( −>> −
≈

N

N

xtn
t ntx

xt
nNxR .                    (7.44) 

Therefore, in principle, one can obtain numerical results to any desired accuracy by 

repeated conjugation of the approximate series with the given step-function 1x . It is 

remarkable that it is only required to take any fixed 2≥N  to produce such results, 

although in practice, as is manifested in (7.44), computational efficiencies can be 
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improved by taking larger N  since the desired accuracy is then reached for smaller 

n . 

 

The result for the relative error can be understood in terms of Schroeder 

theory[76] as it applies to this simple example. The continuous iterate tx  given in 

(7.39) may be constructed from a Schroeder function, ψ , and its inverse. An exact 

result for this particular example is given by 

  )/1exp()( xx −=ψ ,      )ln(/1)(1 xx −=−ψ .            (7.45) 

This result is for a particular choice (namely, es = ) of the ‘multiplier’ in Schroeder’s 

equation, ))(()( 1 xxxs ψψ = . The multiplier is undetermined when 

0|)/1exp(/)( =−= x
nn xdxxd ψ  is zero, or undefined, for all n . In such cases, it is 

usually possible to choose s  just as a matter of taste. In Schroeder’s conjugacy 

framework, the general iterate is ))(()( 1 xexx t
t ψψ −= , or,  

             )())(( xexx t
t ψψ = .                  (7.46) 

Thus, )(xψω ≡ is just the change of variable that reduces the effect of evolution in t  

to nothing but a multiplicative rescaling, ωω t
t e= . 

 

But suppose that the exact tx  were supplanted by an approximation of the form  

        )( 21)( ++ ++= N
t

N
tt

Napprox
t xOxxx α ，                (7.47) 

for some coefficient α . Then, 

           )/1exp())(1()( 1)(
t

N
t

N
t

Napprox
t xxOxx −++= −αψ .       (7.48) 

Alternatively, with ttt xx ωψ ln/1)(ln/1 −=−= , 
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tN
t

N
t

t
Napprox

t
Napprox

t Ox ω
ωω

αωψω 

















−

+
−

+=≡ − )ln(
1

)ln(
1])[( 1

)()( .  (7.49) 

Then, it follows from the multiplicative rescaling behavior of ω  that under the 

variable change ttx ω→  the conjugated approximation n
approx
tn xxx −  presents 

itself as 

         tN
t

N
t

n
approx
tn n

O
n

ω
ωω

αωωω 

















−

+
−

+= −− )ln(
1

)ln(
1 1 .    (7.50) 

This gives a relative error with the same power-law asymptotics as (7.44), namely, 

1/~ −

∞→

N

n
nR α .  

 

7.2.4 Sine function  

We construct the approximate solution )(sin )( xapprox
t for )(sin xt  with 

)sin()(sin1 xx =  and )arcsin()(sin 1 xx =− . In this notation, the Abelian functional 

composition equation is 

                    stst += sinsinsin  .                    (7.51) 

Specializing to 1=s , written as 

                ))(sin(sin))(sin(sin xx tt = ,              (7.52) 

we find a formal series solution, 

)(
!9

)78)(2425(
                         

!73
)164336175(

!5
)45(

!3
1

)(sin

119
2

7
2

53)(

xOx
ttt

x
ttt

x
tt

txxxapprox
t

+
−−

+

×
+−

−
−

+−=
.   (7.53) 

This is the approximate solution up to )( 11xO , and we can calculate the solution up to 

arbitrary order. It is not obtained by just taking Taylor expansion of both hand sides of 
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(7.52). Assume the approximate solution has the form of   

              ∑
=

=
N

k

k
k

Napprox
t xtcx

1

)( )()(sin ,                 (7.54) 

and by Taylor expansion of )sin(x , we can predict that the series solution does not 

contain even order terms, then we assume  

            3
3

)3( )(sin txcxxapprox
t −= ,                (7.55) 

for the approximation up to 3 rd order. Here 3c  is the constant that we are trying to 

determine through (7.52). Plug (7.55) to (7.52), we have 

            )())(sin(sin))(sin(sin 7)3()3( xOxx approx
t

approx
t =− .         (7.56) 

For the left hand side of (7.56), take Taylor expansion of )sin(x , then we have 

               )()( 77 xOxO = .                   (7.57) 

This means, no matter what kind of 3c  we have, approximate solution always 

satisfies (7.52) up to 7 th order. We choose !3/13 =c , and have )(sin )5( xapprox
t  as  

                5
5

3)5(

!3
1

)(sin xctxxxapprox
t +−= .         (7.58) 

Then (7.52) would yield 

                )())(sin(sin))(sin(sin 9)5()5( xOxx approx
t

approx
t =− ,     (7.59) 

and Taylor expansion would give 

              )()()54120(
360
1 9972

5 xOxOxttc =+−+ .          (7.60) 

The only condition that we can make (7.60) true is to take 054120 2
5 =−+ ttc , and it 

gives !5/)45(5 ttc −= . By repeating the same process, we can obtain 7c  and 9c  as 

listed in (7.53). This is how we find series solution for (7.52). 
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In this case, the series (7.53) is probably not convergent for almost all 

t [110,116,118]. Although it obviously is convergent for –t∈ . Rather, for generic t  

the series appears to be asymptotic. For example, for 2/1=t , using Mathematica to 

extend the series(7.53) to )( 81xO  or so, the smooth behavior of the series 

coefficients kc  for 61≤k  suggests a finite radius of convergence 3/4≈ , as 

estimated by 
k

kc
/1

/1 . But then less smooth behavior sets in for 61>kc  and numerical 

estimated of the radius begin to fall toward zero, as would be expected for an 

asymptotic series.  

 

Also note in passing that (7.53) implies the corresponding Schroeder function has 

an essential singularity at 0=x , as given explicitly by  

      





 +++

→

)(
2625
29

1050
793

exp~)( 542
2

5/6
0

xOxx
x

xx
x

ψ ,       (7.61) 

to be compared to (7.45). This follows from ))(/exp()( ∫= xvdxxψ , using 

0
)(

0 |/)(sin|/)(sin)( == ≈= t
approx

ttt dtxddtxdxv . 

 

Nonetheless, the conjugation method produces approximations tnt A ,sin ≈  which 

provide compelling numerical evidence for the existence of a limit, hence an exact 

result for tsin , as ∞→n . But note it is important in this case to take the 

conjugations to be of the form 

           n
approx

tntnA sinsinsin )(
, −= ,                 (7.62) 

The general rule being to act first with functions that are smaller in magnitude than 

the identity map, thereby leading to evaluation of the truncated series at points closer 
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to 0=x . 

 

    The improvement wrought by conjugation of the truncated ninth-order series in 

(7.53) is easily seen in following graphs, for the case 2/1=t . The series itself is not 

credible beyond 2/s=x , but a single conjugation forces the expected periodicity in 

x  and gives the more plausible green curve seen in Figure 7.1. Repeated conjugation 

does not produce any discernible differences with the green curve to the accuracy of 

Figure 7.1, but when the graph is magnified, as it is in Figure 7.2, numerical evidence 

for convergence of the sequence of conjugations is quite compelling.         

 

    Figure 7.1. The ninth-order series (7.53) for 2/1=t , in black, along with its  

        1=n  conjugation (7.62), in green  
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    Figure 7.2. The 2/1=t , 4,3,2,1=n and 5 -fold conjugation (7.62), in green, 

         orange, blue, red, and purple, respectively 

 

Proceeding in this way leads to the set of curves for various values of t  shown 

in Figure 7.3. Each of these curves results from the 5 -fold conjugation tA ,5  of the 

truncated ninth-order series (7.53). Note once again, as previously remarked in a 

general context, it is only necessary to construct accurate approximations to tsin  for 

any unit interval in t , for then the composition rules tt sinsinsin1 =+  and 

tt sinarcsinsin 1 =+−  can be used to construct the curves for higher or lower values of 

t . Also note from the numerics the obvious inference that )(sin xt  becomes the 

periodic triangular ‘sawtooth’ function as 0→t , with  

             2/)1()2/)12((sinlim
0

ss k
t

t
k −=+

→
.              (7.63) 

 

As constructed, )(sin xt  for 0≥t  is guaranteed to be real for all real values of 
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x , but certainly it is not obvious for generic t  what numerical values are actually 

attained at the extrema for 2/s=x mods . It suffices here for us to point out that the 

maxima are approximated by the simple expression 

                
t

t

−







≈

1

2
)2/(sin

ss .                   (7.64) 

At least, this is true for 10 ≤≤ t , where the relative error between the exact 

(numerical) value of )2/(sin st  and this approximation is less than about 3 parts per 

mille. The branch point at 0=t  exhibited in this approximate expression is perhaps 

the most direct numerical evidence that the iterates are not analytic in t . 

 

The graph in Figure 7.2 give a sense of the overall relative error, but lacking 

closed-form expressions for either the iterates or the conjugations of the series 

approximations, closed-form results for the error are not available for generic t . For 

Zt∈ , however, precise calculation is indeed possible since both exact results and 

convergent series are known. It suffices here to consider just one exact case, 1=t . 

Defining the relative error as before, 

       
x

xx
nxR n

approx
n

sin
)(sinsinsinsin

),(
)(

1
1

−−
= ,               (7.65) 

we have computed numerically the error involved in various conjugations of the 

ninth-order series (see Figure 7.4). As previously remarked, conjugation by the sine 

guarantees that the approximations are periodic. The results are shown here. 
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     Figure 7.3. Various )(sin xt  are given by 5-fold conjugation )(,5 xA t  of the 

          Ninth-order series (7.53), for 1≤t  

 

      Figure 7.4. ),(1 nxR  for 5,4=n and 6 , in green, red and blue, 

respectively 

 

It would be interesting to compute relative errors for other, generic t , but at this 

stage it is only possible for us to compute the relative successive differences, 
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For example, consider 2/1=t  using the ninth-order series (see Figure 7.5) 

 

 

       Figure 7.5. ),(2/1 nxS  for 5,4=n and 6 , in green, red and blue, 

respectively 

 

 

7.3 Approximate Solutions to Logistic Maps 

 

As mentioned in last section, logistic maps are first examples studied by 

Schroeder in his early paper[76], they are also of special interests in Chaos theory. In 

general, the logistic map is defined as 

                    )1()( xsxxx −= ,                    (7.67) 

where s  is scale constant. If we consider 

                       )1()(1 xsxxx −= ,                  (7.68) 

then (7.34) becomes 

                    )1())1(( ttt xsxxsxx −=− ,                (7.69) 

with 0=x  as its fixed point. The exact solutions to Schroeder’s equation (7.10) for 

4,2=s  were given by Schroeder[76], and they provide us the opportunity to 
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calculate the relative error of our approximation solutions. 

 

7.3.1 Theory of relative error  

The sequence of conjugations converges more rapidly in situations where the 

underlying Schroeder function is analytic about the fixed point, in contrast to (7.45) 

and (7.61). Instead of power-law behavior, for such situations the relative error 

vanishes exponentially in n , the number of conjugations. The general theory is well 

illustrated by the logistic map (7.67), for 4/0 sx ≤≤  and 40 ≤≤ s . The result of 

the theory is as follows 

 

Theorem 7.1. Relative error after n -fold conjugation of the truncated series (7.35) is 

given by 
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xxxxxx
nNsxR

λ

.            (7.70) 

Proof: To sketch a proof, and to see more clearly the assumptions involved, as well as 

to obtain expressions for ),,,,( nNstxr , write the truncated series as 

            ),()()( 1)( txxxxxx N
N

t
Napprox

t δ+−= ,               (7.71) 

Where ),( txNδ  represents the exact difference, whose expansion in x  begins 

)( 0xO . Thus, the conjugation gives exactly 

 ))),(())(())((()))((( 1)( txxxxxxxxxxxx nN
N

nntnn
Napprox

tn −
+

−−− −= δ .  (7.72) 

Now expand the RHS in powers of N
N

nx δ1)( +
− , 
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Since it consists of exact trajectories which obey (7.33), the first term 

gives )()))((( xxxxxx tntn =− , while the second term involves  
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again using (7.33). Thus, 
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To proceed, we require that the unit step function is such that )(xx n−  flows toward 

the fixed point at the origin for the point x  under consideration (so we suppose 

1>s , but if not, just interchange 1x  and 1−x ). We also suppose that n  has been 

chosen large compared to t  so that   

                      ),()( txsxx n
nt

nt ε−
− ≡                   (7.75) 

is small, where )(),( 2xOxtxn +=ε . If these requirements are met, then 

][                                  
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where )(1/),( xOdxtxd n +=ε . The result for the relative error is therefore of the 

form in the statement of the theorem, with  
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+= .  (7.77) 

For small x , we have 

      ))(1()0,( 11 xOxx NN
n += ++ε ,      )(1/),( xOdxtxd n +=ε , 
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xxx
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and therefore 

          )(),(),,,,( 1
1

+
+

− += NN
N

t xOxstcsnNstxr ,              (7.79) 

again as previously stated. 

 

The form given in (7.77) enables analysis of the size of the error as a function of 

x . Moreover, the form in (7.79) suggests an approximate scaling law for the error 

          )1,,,(),,,( +≈ nNsxRsnNsxR t
N

t ,              (7.80) 

at least for x  near the origin. It is interesting to check whether this is true for larger 

x . In fact, it is. 

 

7.3.2 2=s  logistic map 

Consider the case 2=s , which can be solved in closed form to obtain 

)21ln(
2
1

)( xx −−=ψ ,         )1(
2
1

)( 21 xex −− −−=ψ ,       (7.81) 

))21(1(
2
1

)( 2t

xxxt −−= ,       
t

x
dx

xdx tt 21)21(2
)( +−−= ,      (7.82) 

))21(1(2),( 21 n

xtx tn
n

−

−−= −−ε ,   
nt

x
dx

txd n
−+−−= 21)21(

),(ε
,    (7.83) 

as well as 

            121 )))21(1(
2
1

2()0,( ++ −

−−= NnN
n

n

xxε .             (7.84) 

The approximation solution can be obtained by solving (7.34) recursively for 

)1(2)(1 xxxx −=  up to )( 1+NxO   
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where the first several coefficients  )(tck  are 

              )12(2)(2 −−= tttc ,           )22)(12(2
3
2

)(3 −−= ttttc , 

     )32)(22)(12(2
3
1

)(4 −−−−= tttttc , )42)(32)(22)(12(2
15
2

)(5 −−−−= ttttttc , 

)52)(42)(32)(22)(12(2
45
2

)(6 −−−−−−= tttttttc .     (7.86) 

The general form for coefficients is  
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and fortunately, we can express the sum of the term after first N terms in terms of 

hypergeometric functions, which give us the Nδ  by 

   )2],2[],211([hypergeom)2(
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with the definition 

                   ),()()( 1)( txxxxxx N
N

t
Napprox

t δ+−= .              (7.89) 

These 2=s  results are all well behaved enough for the steps in the proof of the 

theorem to be valid for 2/1≤x . However, at the upper end of the interval, 

2/10 ≤≤ x , some additional consideration is needed. Expression (7.75) is 2/1  at 

2/1=x , independent of t  and n , and therefore not small. That is to say, at 2/1=x  

the nN−2  prefactor in ),,,( nNsxRt  is not present to suppress the error. On the other 

hand, the ratio )/),(/()/)(( dxtxddxxdx nt ε in (7.76), and in (7.77), always vanishes at 

2/1=x , for any t , so the leading contribution to the relative error is actually zero at 
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that point. Thus, the upper end of the x  interval does not pose a problem after all. In 

fact, as is evident in the graphs to follow, or by direct calculation, the maximum 

magnitude of the leading contribution to R  occurs for 2/1≤x , for which the nN−2  

prefactor is present. 

 

Putting all this together for the 2=s  logistic map, the leading approximation to 

the relative error is 

( )

))21(1(

)21())21(1(2
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δ

.            (7.90) 

For comparison purpose, we plot (in Figure 7.6) this last expression for various 

N and n , and selected t , especially to check (7.80) for 2=s . That scaling law is 

seen to be hold fairly well, even for 2/1≈x . 

 

Finally, we note there is no discernible difference, to the accuracy of this last plot, 

between the leading approximations and the exact results for the relative error as 

computed from (7.82) and the 5 -, 6 - and 7 -fold conjugations of )()5( xx approx
t . The 

largest of these differences, between the exact and the leading approximation of the 

relative error for 5 , 5 == nN , is shown in Figure 7.7. So the exact relative errors are 

essentially indistinguishable from their leading approximations, at least for 2=s and 

2/1=t and 4/3=t , and the relative error after 7  conjugations of the fifth-order 

series is always less than 3 parts in 1210  for these two values of t . Other values of t  

taken from the unit interval ]1 , 0[  are similarly well approximated by the combined 

series and conjugation methods. 



117 
 

 

 

   Figure 7.6. Leading approximations to ),5,2,(2 )5(5 nNsxRt
n ==−  for 2/1=t  

    (solid) and 4/3=t (dashed) with 6 ,5=n and 7 , in blue, red and green, 

respectively 

 

 

   Figure 7.7. approx leadingexact |)5,5,2,(|)5,5,2,( ===−====∆ nNsxRnNsxRR tt  

   for 2/1=t (solid) and 4/3=t (dashed) 
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7.3.3 4=s  logistic map 

4=s  case is similar to 2=s case, we use the same procedures, and it can be 

solved in closed form also. 

              )1(4)(1 xxxxx −= ,                       (7.91) 

2)(arcsin)( xx =ψ ,         21 )(sin)( xx =−ψ ,            (7.92)  
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. (7.94) 

Let tz 2≡ , then the expansion of )(xxt  is  
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Again, )(xxt  can be expressed by using hypergeometric function 
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and  
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The leading approximation to the relative error is calculated from (7.70), and Figure 

7.8 shows the plot for 5=N  with 3 -, 4 - and 5 -fold conjugations of )()5( xx approx
t  

when 2/1=t . One can see that the difference is very small between different 

conjugations. Note that this Figure 7.8 shows a sudden dip (actually, a downward 

spike, if resolved in more details) at 8.0≈x  as a consequence of R  having a zero 

and changing sign at that point. Also in this Figure, we draw a light blue curve, which 

is the relative error for small x  formula 

               N
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s
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
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
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≈ ,            (7.99) 

so for 4=s map, 
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For 7.0≤x , it agrees with other curves very well, meaning it can substitute exact 

relative error at small x .  

 

   Figure 7.8. Leading approximations to |)),5,4,(|4(log )3(5
10 nNsxRt

n ==−  for  

       2/1=t  with 4 ,3=n and 5 , in blue, red, and green, respectively 
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7.4 Discussion 

 

From last section, we see that the approximate solution we obtained agree with 

closed form solutions very well, and we believe series and conjugation method is a 

reliable way to solve (7.34). With series and conjugation method, we can calculate 

approximate solutions of logistic maps with general s , or other functions. Also, since 

)(xxt  gives the trajectories as functions of both time t  and position x , one would 

be interested in first, the trajectory surfaces of the motion; and second, the velocities 

and potentials based on these trajectories. The first one can be drawn by plotting 

three-dimensional surfaces, and one can calculate the points with maximum or 

minimum curvatures. As to the second, one can use approximate method to obtain 

approximate velocities and potentials directly, which we talk about in next chapter. 

 

7.4.1 Logistic maps with general s  

Our interests in logistic maps with other s are those for 40 << s . For each of 

them we put restriction 4/0 sx ≤≤ , because we want both 1x  and 1−x  be real. So 

far, for logistic maps with s  other than 2  and 4 , no one has solved them with a 

closed form, therefore the series and conjugation method seems the only way to 

approach them. For general s , finding the series approximation of solution to (7.34) 

is not easy, because series method is based on correctly predicting first two or three 

terms, and it is hard to do it for general s . Instead of solving (7.34) directly, we use 

Poincare’s equation (7.11) to find the recursion relation between coefficients.  

 

For any s  consider a power series  
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Then the Poincare equation leads to a recursion relation for the s -dependent 

coefficients. 
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= , etc. The explicit coefficients are 

easily recognized for 2=s and 4 , and immediately yield the two closed-form cases. 

Similarly, let 
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Then, as a consequence of Schroeder’s equation, )1/(1)(1 ssd −= , and for 2≥n , 
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where    denotes the integer-valued floor function. In principle, these series solve 

(7.10) for any s , within their radii of convergence. 

 

From extensive numerical studies, we believe the radius of convergence for 

(7.103) depends on s  as follows 

         



















≤≤

≤≤−
=

42 if       
4

20 if 
1

1

s
s

s
sRψ .                 (7.105) 

The first few terms for ψ  and 1−ψ  for generic s  are given explicitly by 
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From which we infer that xsx /),(ψ  and xsx /),(1−ψ  are actually series in 

)1/( sx −  with s -dependent coefficients that are analytic near 1=s . 

 

The trajectories interpolating the splinter (integer t ) of the logistic map are then, 
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The trajectories are single-valued functions of the time so long as 1−ψ  is 

single-valued. 

 

7.4.2 1=s  logistic map  

Here, 1=s  is a special case because according to the definition of Schroeder’s 

equation, 1≠s . And from last subsection, (7.106), (7.107) and (7.108) would have 

singularity if one takes 1→s . So we have to approach 1=s  separately. Also, when 
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4/10 ≤≤ x , the shape of )1(1 xxx −=  is similar to xx sin1 = , so it might provide 

us an alternative way to study 1=s  case by reusing the properties of xx sin1 = .  

 

For 1=s , one has 

       )1(1 xxx −= ,      )411(
2
1

1 xx −±=− ,              (7.109) 

and the first five terms of approximate solution shall have the form 
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xtttxtttxxxx approx
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.           (7.110) 

Therefore, it is of different form from (7.108). 

 

7.4.3 Surface and curvature 

Actually )(xxt  denotes the surface of space-time, it would be straightforward to 

see the relation between position and time from the surface. Sometimes, by fixing the 

time (or position), we can guess or fit the curve of position (or time), writing the curve 

in a closed form; and then find the closed form of the surface from the curve. Taking 

)(sin xt  as an example, if we take 5 -fold conjugation )(sin )5( xt  and fix the position 

at 2/s=x , then the curve at 2/s=x  can be fitted by function ( ) ttg −= 12/)( s  

when 10 ≤≤ t , as shown in Figure 7.9.  



124 
 

 

0.2 0.4 0.6 0.8 1.0
t

1.1

1.2

1.3

1.4

1.5

 

             Figure 7.9.  )2/(sin5 st  (red) vs )(tg  (green) 

 

For a more general case, consider using txxxtxg −= 1))sin(/)(sin(),(  to fit 

)(sin )5( xt . Three-dimensional graphs on region 10 ≤≤ t  and 2/0 s≤≤ x  are like 

following. Figure 7.10 shows the top part of the graph, while Figure 7.11 shows the 

interpolation at 1.5 1, 0.5, ,01.0=x . One can see these two function agree with each 

other very well on this region. This example shows that, even if we can not find the 

analytical solution to (7.34) for )sin(x , by drawing the graph of the approximate 

solution, we can still find an analytical function fitting the approximate solution very 

well. If we substitute )(sin xt  with ),( txg  in (7.34), and compare the graphs of 

both hand sides, we would find ),( txg  can be considered as the exact solution to 

(7.34), as shown in Figure 7.12. 
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          Figure 7.10. )(sin )5( xt  (red) vs ),( txg  (green) from the top 
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                  1=x                            5.1=x  

                     Figure 7.11. Interpolation of Figure 7.10 

 

 

         Figure 7.12. Left hand side (red) vs right hand side (green) of (7.34) 

 

The second we want to give here is the 1=s  logistic map. Still take 5 -fold 

conjugation )()5( xxt  and fix the position at 2/1=x , then the curve there can be 

fitted by function ttg −−= 12)(  when 10 ≤≤ t . Plotting both )2/1()5(
tx  and 

ttg −−= 12)(  gives Figure 7.13 The largest difference on this graph is less than 2%, 

so )(tg  is a good estimation. Here, please notice that, in (7.109), the inverse function 

of 1x  has two different branches. It is straightforward to see that different branches 

would generate different approximation solutions. We talk about the solutions 

generated by different branches in next chapter. The inverse function we used here is 
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2/)411(1 xx −−=−
− . As to )()5( xxt , we guess the surface fitting it should be of the 

form  

0.2 0.4 0.6 0.8 1.0
t

0.30

0.35

0.40

0.45

0.50

 

                 Figure 7.13.  )2/1()5(
tx  (red) vs )(tg  (green) 

 

xtxxtxg
−

−=
1

)1(),( . However, not like the )(sin )5( xt  case, there is a noticeable 

difference between ),( txg  and )()5( xxt  on the region 2/10 ≤≤ x  when t  

approaches 0 , because 0→t  makes ),( txg  approach to 1. Figure 7.14 shows 

this difference. 
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                  Figure 7.14.  )()5( xxt  (red) vs ),( txg  (green) 

 

If we take another branch of the inverse function 2/)411(1 xx −+=+
− , we can 

obtain another approximate solution, which is )()()( 5
1

5
1 xxxx approx

t +
− , and put two 

branches together on region 11 ≤≤− t  and 10 ≤≤ x (Figure 7.15). For 

)()()( 5
1

5
1 xxxx approx

t +
− , we can fit it with a function similar to 

xtxxtxg
−

−=
1

)1(),( , 

which would still have the noticeable different when 0=t . For each surface, if one 

can fit it by an analytical function, then the curvature at every point can be calculate 

exactly. For those which can not be fitted by analytical functions very well, the 

curvature calculation can be very complicated and tedious, because for just 5 -fold 

conjugation, one has to calculate totally eleven functions acting on functions, 

sometimes it is even impossible to do with computers. 
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  Figure 7.15. )()()( 5
1

5
1 xxxx approx

t −
− (red)  vs 

)()()( 5
1

5
1 xxxx approx

t +
− (green) 
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Chapter 8 

Renormalization Group Flows 

 

 

8.1 Potentials, Velocities, and Actions 

 

Before we start talking about the RG flows, let us study the relation between 

functional conjugation and some common physical quantities, such as potential, velocity 

and action. Originally, the solution to (7.34), )(xxt , can be envisioned as the trajectory of 

a particle, evolving from initial position 0|)( =≡ ttxx . The particle is moving under the 

influence of a potential according to Hamiltonian dynamics. Our objective is not only to 

get the trajectory, but also to find the potential, velocity, and the action of the particle. 

Since we have obtained the trajectories from Chapter 7, it is very straightforward to find 

the velocities just by differentiating the trajectories with respect to time t , 

         )))'(()(()(ln
)(

)( 1 xsxss
dt

xdx
xv ttt

t ψψψ −=≡ ,             (8.1) 

where )(xxt  is given by (7.28).  

 

8.1.1 The potentials 

Here, we assume the motion of the particle is governed by a Lagrangian, with 

)(2/2 xVmvL −=  type[80,81], and that the energy of the system is fixed. Therefore, the 

result for the velocity immediately gives the x -dependence of the corresponding 
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potential. Namely, 

               constant)(
2
1

)( 2 +−= xmvxV .               (8.2) 

Since the energy is fixed, we only need to take the initial velocity 0|)( =tt xv , which gives 

                 
)(ln

ln
|)()( 0

x
dx

d
s

xvxv tt

ψ
=≡ = .                   (8.3) 

To simplify the calculate, we write the potential as )()( 2 xvxV −≡ , then 
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sxV
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.                  (8.4) 

(8.4) tells us how to determine the potential from the solutions to Schroeder’s equations. 

Also, if the trajectories are already known, then one can find potential directly through 

               0

2

|
)(

)( =





−= t

t

dt

xdx
xV .                     (8.5) 

 

On the other hand, the potential can also be determined directly from the functional 

equation[115] it inherits from ψ . That is  

           ),(),()),,((
2

11 sxVsxx
dx

d
ssxxV 






= .              (8.6) 

If the discrete map possesses a fixed point, we may attempt to solve this functional 

equation for V  by series in x  about that fixed point. Again, we take 1≠s logistic map 

as an example, then (8.6) becomes 

               ),()21()),1(( 22 sxVxssxsxV −=− .              (8.7) 

Series method gives the approximate solution to this one[114] about 0=x , with initial 

conditions 0),0( =sV . The series solution can be expressed as  
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for 1>n , where    is the floor function.  

 

8.1.2 The velocities 

Similar to the potential, if )(xxt  is already known, then velocity can be determined 

very easily. However, sometimes it would be easier to obtain the velocity by series 

method directly, which means we need the functional equation for velocity first. We 

differentiate both hand sides of (7.34) with respect to t , and then take 0=t because for 

t with other values, they are similar to 0=t  case. For 1≠s logistic map, functional 

equation for velocity when 0=t  is 

                )()21())1((( xvxsxxsv −=− .              (8.10) 

And the series solution is of the form 
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+
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+=

.    (8.11) 

However, this approximate solution does not describe the real velocity very well. To see 

this, we draw the curve of (8.11) when 2=s  and compare it with the analytical solution 

(Figure 8.1). The analytical solution of 2=s  case can be derived from (7.82), 
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               )21ln(2ln
2
21

|)( 2 x
x

xv s −
−

−== .                    (8.12) 
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                Figure 8.1. )()5( xv approx (green) vs 2|)( =sxv  (red) 

 

One can see that the two curves do not overlap each other, 2|)( =sxv vanishes at 2/1=x , 

which is the turning point for 2=s  case; while )()6( xv approx  does not. We have to do 

some modifications to our series solutions to make sure they vanish at turning points.  

 

Let ))1(( xxsy −= , then the inverse is 

                 
2

/411 sy
x

−−
= ,                      (8.13) 

where we take one branch of the inverse. Plug (8.13) into (8.10), we get the equation 

about y , and then substitute all the y ’s with x ’s, giving 

           

















−−−=

s

x
v

s

x
sxv

4
11

2
14

1)( .                  (8.14) 

Based on (8.14), we use )(approxv  to substitute the v on the right hand side, and put a 

factor sln  in front the right hand side. Then the modified approximate solution is 
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Now we compare 2
mod |)( =sxv  and 2|)( =sxv , having graph like Figure 8.2. 
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         Figure 8.2. 2
mod |)( =sxv (green) vs 2|)( =sxv (red) 

 

Same thing happens for 4=s  case (Figure 8.3) 
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                 Figure 8.3. 4
mod |)( =sxv (green) vs 4|)( =sxv (red) 

One can see that the modified approximate solution fits better in 4=s  than 2=s  case, 
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because the green curve overlaps the red one completely. Therefore logistic map with 

other s , this method shall give a nice estimation of the real curve.  

 

8.1.3 The actions 

Once we have the velocity, the action becomes accessible. We could use the original 

definition of the action 

                 ∫= dtvxS 2)( .                          (8.16) 

However, this method involving the integration of the velocity square, it is not integrable 

if the velocity takes a complicated form, especially for many cases we have to use 

modified series solution because analytical solution does not always exist. So instead of 

using (8.16), we change the expression a little to make the calculation easier, 

                 ∫∫∫ === vdxdt
dt

dx
vdtvxS 2)( ,               (8.17) 

which is just the integration of velocity. If one uses approximate solution for (8.17), then 

the velocity should be substituted by modified series solution (8.15). Figure 8.4 shows the 

comparison between analytical action derived from (8.12) and approximate solution 

derived from (8.15) when 2=s . One can see up to some constant, the two curves agree 

with each other very well, actually that is not a surprise because their velocity functions 

agree with each other well too. 
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           Figure 8.4. Exact action(red) vs approximate action when 2=s  

 

 

8.2 β -Function 

 

The approximate method talked above can be applied to calculate β -functions in 

RG theory. The β -function behaves like the velocity of the particle, so we can use (8.15) 

to obtain approximate β -function if the trajectory is of the logistic map type. Here, one 

may notice that when we derive (8.15), we just used one out of two branches of the 

inverse function, so what if we use the other branch? We would see, the other branch is 

also useful, and by combining different branches, we can construct some interesting 

behavior 

 

8.2.1 Renormalization group 

We start with Gell-Mann-Low finite renormalization group equation[91], 
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                )())(( 0 gtg tt ψλψ −= ,                    (8.18) 

where µln=t  is of the distance/energy reference point; λ  sets its scale; )( 0tgg ≡  

and we can set 00 =t ; ψ  is the RG “scaling function”, which “rectifies” group flow to 

linear flow. This equation is of the same form of (7.27), and is usually solved[119] by 

integrating a perturbative approximant to its algebra, the β -function, 

                 )('/)()(ln)( ggg
dt

dg ψψλβ ≡= ,               (8.19) 

in g , to obtain the full RG trajectory, for 1≠λ ,  

                       ))(()( 1 gtg tψλψ −= .                 (8.20) 

 

However, there is a different way to calculate and analyze the RG trajectory, based on 

the theory of functional conjugate equation, which is discussed above. In a conjugacy 

form, the global self-similar functional structure of the RG trajectory is more apparent, 

and illuminates the interplay between continuous and discrete rescaling (step-scaling in 

lattice gauge theory or chaotic maps), often inaccessible to conventional local relations. 

For example, in lattice gauge theory, for a discrete leap )1()( ggf = , (8.18) becomes 

                   )())(( ggf λψψ = .                   (8.21) 

We do an analytic interpolation between )0(gg =  and )1()( ggf = from boundary data 

without the benefit of a local propagation relation (8.20). Then we can infer the 

β -function and hence manufacture an underlying Hamiltonian dynamical system which 

yields the RG flow by conserving energy.  

 

Here is our method: consider analytic )(gft  around a fixed point of )(gf . Without 
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loss of generality, take the fixed point to be 0=g , 0)0( =f , which implies that 

0)0( =ψ . And if ∞≠ ,0)0('ψ , then )0('f=λ . We solve for )(gψ  in terms of )(gf , 

which needs recursion of the respective series coefficients. Finally, we invert )(gψ  to 

obtain 1−ψ , and set 1→λ  if the problem requites it. The final answer may be 

convergent even if ψ  is diverged for 1=λ . The group orbit found is thus analytic 

around the fixed point 0=g . The β -function is then of an emergent feature 

                   ))'(/(lnln)( gg ψλβ = .                 (8.22) 

Moreover, for nonlocal relations, Julia equation can be obtained 

                      )())1(( g
dg

df
g ββ = ,                    (8.23) 

which is of the same form of (8.10), and λ  is equivalent to s .  

 

8.2.2 β -function for 1=s  logistic map 

In last section, we have given the approximate solution to velocities for 1≠s  

logistic maps, which are the same as the β -functions for 1≠s  logistic maps. In this 

subsection, we systematically talk about the β -function for 1=s  logistic map. The 

functional equation is 

                  )()21())1(( xxxx ββ −=− .              (8.24) 

The first several terms of series solution are 

   ++++++++= 98765432
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9427
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649
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157
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31
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8

2
3

)( xxxxxxxxxβ .    (8.25) 

It is hard to guess the general expression of the coefficients just by observing (8.25), but 

the simple form of (8.24) gives us the opportunity to do it. One can find that the 

coefficient of n -th order term is determined by all the coefficients of the terms less than 
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n -th order. Let nc  denote the coefficient of nx  in (8.25), and we compare the nx  

terms on both hand sides. On the right hand side, the coefficient in front of nx  is just 

12 −− nn cc . While on the left hand side, it is a polynomial of )1( xx − , which are binomials 

with different orders. For binomial kxx )( 2− , it contains nx  term if and only if 

  nkn ≤≤+ 2/)1( . So the coefficients of term nx  on both hand sides satisfy equation 
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If we take nk =  on left hand side of (8.26), we find that the nc  on each hand side just 

cancel each other, then how do we find nc ? Actually, if we just consider the coefficients 

of nx  term, it can give us coefficient 1−nc , but not nc . After nc ’s cancelling each other 

in (8.26), we take 1−nc  term out of the summation, then (8.26) becomes 
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Next, we make a change 1+→ nn  for (8.27), and solve the corresponding nc , 

obtaining 
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One can check the first several nc ’s are the same as the coefficients in (8.25).  

By applying Mathematica 7.0, we can calculate as many nc ’s as we want, and we 

are interested in the behavior of nc ’s when n  is large. One can see that, as n  getting 

big, nc  goes up very quickly, and it is not easy for us to find the pattern of it. So instead 
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of studying nc  directly, we put a factor 1700/1
1700 )/!1700( cF =  in front of each nc , and 

plot n
n ncF /1)!/( , as shown in Figure 8.5.  

 

                        Figure 8.5. n
n ncF /1)!/(  (part) 

 

 

                    Figure 8.6. n
n ncF /1)!/(  (whole) with fitting curve 
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                   Figure 8.7. n
n ncF /1)!/(  ( 300200 ≤≤ n ) 

 

    There are two curves in Figure 8.5, the red one denotes nc  when n  is even, and 

the orange one denotes nc  when n  is odd. Figure 8.5 only shows part of the whole 

draw (Figure 8.6), but it indicates that n
n ncF /1)!/( is monotonic but also oscillating. In 

Figure 8.7, one can see the oscillation between odd terms and even terms. Although the 

whole draw is a combination of monotonic up function and oscillating function, the 

oscillating amplitude tends to decrease as n  getting bigger. We can predict that at large 

n , the oscillation would eventually disappear, and the whole draw would behave like a 

smooth simple curve. We try to fit this curve by interpolating at the minima from Figure 

8.6, which is the red curve below the initial draw. The curve function is 

                       x

x

exf
log

11257.1
)(

−
= .                  (8.29) 

Also in [115,114], the authors talked about another estimation of n th root of nc , which 

takes the form like 
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                ( ) xxx xexg
/12/32/ )1(2)( +Γ= −− ,            (8.30) 

where )(xΓ is the gamma function. Actually, this estimation predicts n
nc /1)(  very 

accurately (see Figure 8.8). The blue horizontal line in Figure 8.8 is just constant 1, 

which is used as reference here. At a large scale, we can not tell the difference 

between n
nc /1)(  and )(xg , though 

 

                Figure 8.8. ( ) xxx xe
/12/32/ )1(2 +Γ−−  vs n

nc /1)(  

 

there is a difference when 50≤n . Readers who are interested in how this estimation 

works, can check [115,114]. 

 

8.2.3 β -function with different branches 

For an inversible function, its inverse can have more than one branch. For example, 

the logistic map )1()(1 xsxxf −=  has two branches of inverse: 
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2/)/411()(1 sxxf −−=−
− and 2/)/411()(1 sxxf −+=+

− . When we calculate the 

conjugation of series solution in Chapter 7 and modify the approximate velocity in this 

chapter, mostly we only use the first branch )(1 xf −
− , then the question is: why not use the 

other branch? If we use it, what would happen? At the end of Chapter 7, we compare the 

1=s  surface of approximate solution for both branches (Figure 7.15), which are 

symmetric to tx − plane when the solution value is one half. When we modify the series 

solution of velocity or, the β -function, we can use the other branch and generate some 

interesting patterns. For example, we start with the series solution (8.11), and then use 

both branches to ‘wrap’ it, meaning: if we have the original approximate β -function 
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the next step is to use )(0 xβ  to substitute the )(approxv  in (8.31) but the )(0 xβ  is the 

function of 2/)/411()(1 sxxf −+=+
− , 
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Then we repeat the step but alternate the sign to generate more branches of β -function, 

namely 
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Nine branches are listed here, but we can generate as many as we wish. These nine 

branches are drawn in Figure 8.9 when 3=s , from which one can see that they are 

connected by turning points and they describe an oscillating behavior. The motion of the 

particle starts from the origin, then go through branch 0β  (red curve), reaching one of 

the turning point )0,75.0( ; then go through branch 1β  (green curve), reaching the 

second turning point )0,5625.0( ; then go through the next branch, etc. By observing 

Figure 8.9, we conclude that when 3=s , distance between two consecutive turning 

points always decreases as branch number goes up. Also, we can separate the graph into 

upper part and lower part, and all the trajectories in the upper part go through point 

)263.0,67.0( , while all the trajectories in the lower part go through point )263.0,67.0( − . 

This is the special feature for 3=s , describing a damped oscillation but the particle can 

reach the same speed )263.0( =v at one certain point )67.0( =x . When 32 << s , the 

oscillation is still damped, which means the distance between two consecutive turning 

points decreases; but there is not such a point that different trajectories reach the same 

speed at that point (see Figure 8.10). And one can see the damping is more obvious. 
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                  Figure 8.9. (8.31), (8.32) and (8.33) when 3=s  
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                  Figure 8.10. (8.31), (8.32) and (8.33) when 32 << s  

 

When 3>s , the damping phenomenon disappears, but the two turning points are 

fixed, and the maximal speed for each oscillation all the way increases (see Figure 8.11). 
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When 2≤s , there is no oscillating motion (see Figure 8.12 and Figure 8.13). 
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                 Figure 8.11. (8.31), (8.32) and (8.33) when 5.3=s  

 

0.1 0.2 0.3 0.4 0.5
x

0.05

0.10

0.15

 

0.05 0.10 0.15 0.20 0.25 0.30 0.35
x

00.02

0.02

0.04

0.06

0.08

0.10
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Figure 8.9 gives system that is quasi-Hamiltonian since the resulting trajectory is not 

single-valued. It is suggested that the underlying analytic potential for this kind of 

recursion is of fundamental[114]. [114] also describes the recursion for potentials, which 

we do not discuss here. 

 

 

8.3 A Counter Example with a Limit Cycle 

 

Monotonic renormalization group flows of the c - and a -functions are often cited as 

reasons why cyclic or chaotic coupling trajectories cannot occur. It is argued here, based 

on simple examples, that this is not necessarily true. Simultaneous monotonic and cyclic 

flows can be compatible if the flow-function is multi-valued in the couplings[120]. 

 

8.3.1 Setup 

Exact general results for RG flows are important as they may provide physical 

insight for strongly coupled systems. The c -theorem for two-dimensional systems[100] 

and the a -theorem for four-dimensional systems[102,121] are two such results that have 

been established for every broad classes of models[122]. The c -theorem shows the 

existence of a monotonically decreasing function of the length scale, )(Lc , which 

interpolates between two dimensional Virasoro central charges of theories at conformal 

fixed points, and thereby provides an intuitively correct count of system degrees of 

freedom – fewer in the infrared than in the ultraviolet. The a -theorem establishes similar 

monotonic flow for the induced coefficient of the Euler density, )(La , for a 

four-dimensional theory in a curved spacetime background. 
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It is a common conclusion – a “folk theorem” – based on these monotonically 

evolving “observables” that the underlying couplings can not have RG trajectories which 

are limit cycles or undergo more exotic (e.g. chaotic) oscillations (e.g. see second bullet 

item under §6 in [103]). The point of here is to explain and illustrate with just one 

coupling, as simply as possible, why this conclusion is unwarranted. (Somewhat similar 

criticism of the monotonic folklore has been proffered in other contexts, involving 

degenerate Morse function counterexamples for models with vorticity in the flow of 

several couplings[123].)  

 

In principle, we believe cyclic or perhaps even chaotic coupling trajectories are not 

ruled out by either the c - or a -theorems, nor are they necessarily excluded by other 

monotonic “potential flow-functions.” To illustrate our reasoning, we begin with a very 

simple example based on a mechanical analogy. While this example does indeed exhibit 

both monotonic flow and a cycling trajectory, it has the peculiar feature – insofar as 

intuitively counting degrees of freedom is concerned – that the monotonic flow is 

unbounded both above and below. Nevertheless, we recall there is a field theory model 

that produces just such behavior[106]. We then exhibit another example where the 

monotonic flows in bounded below and the coupling trajectory is not only cyclic but, in 

fact, chaotic.  

 

8.3.2 Monotonic flow with a cycling trajectory 

The essential ideas, expressed for a single coupling )(tx , where Lt ln= , are given 

by general statements for a locally gradient RG flow 

                
)(
))((

))((
)(

tdx

txdC
tx

dt

tdx
−== β ,              (8.34) 
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2

)(
))((







−===

dx

dC

dx

dC

dx

dC

dt

dx

tdx

txdC β ,          (8.35) 

And by a specific example of a flow-function, namely, 

                  2
0 1

2
1

)arcsin(
2
1

4
)( xxxxC −−−−=

s
.               (8.36) 

The corresponding β  function is  

                  2
00 1)()( xxC

dx

d
x −=−=β .              (8.37) 

The RG flow is given by 

                       21 x
dt

dx
−= ,                     (8.38) 

which is easily recognized as a “right-moving” simple harmonic oscillator(SHO) started 

from rest at 1−=x . This of course has a turning point, 1+=x , reached in finite t∆ , at 

which point the only way to continue the evolution is the change branches of the square 

root, 22 11 xx −−→− , to produce a “left-moving” SHO. When this procedure is 

repeated as turning points are encountered, the cyclic evolution emerges.  

 

In addition, when the first turning point is encountered C  switches to a second 

branch, given by  

           2
1 1

2
1

)arcsin(
2
1

4
3

)( xxxxC −++−=
s

.            (8.39) 

This gives the expected switch between branches for the β  function, 

                     2
1 1)( xxC

dx

d

dt

dx
−−=−= .              (8.40) 

More importantly, this C  function continues to decrease monotonically as a function of 

t  after switching branches. 
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This is easily understood for this simple example just because the monotonically 

changing C  is nothing but the negative of the definite integral of “the oscillator’s kinetic 

energy” 2)/( dtdxT = , 

             ∫∫ ∫ −=−=−=
−=

ttx

x

Tdtdx
dt

dx
dxC

0

)(

1)0(

β ,           (8.41) 

where the integral is taken along the actual trajectory of the oscillator – a path that 

conserves total “energy,” cf. RG invariants. (That is to say, C  is just the reduced or 

abbreviated action of Euler, Maupertuis, and Lagrange, or perhaps more consistently with 

the notation, it is the characteristic function of Hamilton.) 

 

In fact, to obtain the correct evolution for the continuous flow in question, it is 

absolutely necessary not only to switch between the two branches for 21)( xx −±=β , 

but also to switch among an infinite set of branches for the C -function, as successive 

turning points are encountered. Thus, as an analytic function, C  involves a nontrivial 

Riemann sheet structure[124, 125]. With initial flow to the right, 0|/ 0>=tdtdx , after N  

encounters with turning points, the evolution is given by 

             )(1)1( 2 xC
dx

d
x

dt

dx
N

N −=−−= ,            (8.42) 

    )1
2
1

)arcsin(
2
1

()1()21(
4

)( 2xxxNxC N
N −+−−+−=

s
,        (8.43) 

where arcsin is the principal branch of the inverse sine function. We plot a few branches 

of C  in Figure 8.14. More directly, as a function of t , 

                   )sincos(
2
1

)( ttttC −−= ,              (8.44) 

which is indeed monotonic in t , as shown in Figure 8.15.  
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      Figure 8.14. Six branches of the SHO )(xC  function 
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                   Figure 8.15. Monotonic flow for the SHO )(tC  

 

The SHO example of simultaneous monotonic and cyclic flows, while certainly 

familiar, is perhaps disconcerting, not just because of the multi-valuedness of )(xC , but 
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also because )(tC  is unbounded both above the below. However, this same cyclic flow 

may also be observed by selecting different coordinates for the coupling, without 

changing the physics of the system. Indeed, the “Russian doll superconductivity model” 

of Leclair et al. [126,127] provides a single flowing coupling u  that illustrates what we 

have in mind. For that model the RG β  and corresponding C  function are given by 

innocuous polynomials, 

           )1(
2
1 2u

dt

du
+= ,        )

3
1

1(
2
1 2uuC +−= .          (8.45) 

Despite this uncomplicated local behavior, the global trajectories go through finite 

excursions in the course of their cyclic evolution: 

                    





 += )0(arctan

2
1

tan)( uttu .              (8.46) 

Thus it is difficult to keep track of the monotonicity of C , if any, as it executes an 

infinite jump during the course of each cycle. 

 

The system is perhaps easier to grasp upon being expressed in terms of a “dual” 

coupling, x ,  

           
x

x
u

−
+

±=
1
1

,          21 x
dt

dx
−±= .            (8.49) 

That is to say, the RG flow of the model is equivalent to the SHO as described earlier. 

Note the cyclic switching between the branches of )(xu  corresponding to right-moving 

and left-moving SHO motion, including an infinite jump upon reaching 1=x , as shown 

in Figure 8.16. Similar analysis can be carried out for theories with several coupling 

constants. (For models with limit cycles in ε−4  dimensions, see [128,129].) We leave 

the study of these for another venue. 
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                 Figure 8.16. The Russian doll – SHO RG duality 

 

8.3.3 Cyclic and chaotic trajectory 

We consider a model with a cyclic but chaotic trajectory which also exhibits a 

monotonic flow-function. Again, a solvable example involving a single coupling is 

sufficient to make the point. Perhaps the simplest system with chaotic RG evolution is the 

Ising model with imaginary magnetic field, described by the special case of the logistic 

map with parameter 4 [130,131]. The exact trajectory and β  function are given by 

                 2))arcsin2(sin()( xtx t−= ,                 (8.48) 

            )(arcsin)(1)(()4(ln
)(

txtxtx
dt

tdx
−−= ,            (8.49) 

where the arcsin function in this last expression switches branches upon encountering 

turning points. Similarly, the corresponding C  function, considered as a function of 

)(tx , also changes branches at turning points. 
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The direction of the flow in t  is such that the origin is an attractive fixed point in 

the infrared, so 0→x  as L & +∞→= Lt ln . On the other hand, x  becomes chaotic, 

exhibiting cycles of arbitrary length, as 0→L  and −∞→t . That is to say, for any 

initial ]1 ,0(∈x  the flow for 0>t  is monotonically toward the fixed point at 0=x , 

while for 0<t the flow is toward a turning point at 1=x , where dtdx /  reverses and 

the flow is toward a second turning point at 0=x  – the zero of β . As the evolution 

continues into the UV, with 0<t , the trajectory oscillates between the pair of turning 

points, 0=x  and 1=x , with increasing average “speed.” 
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x
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                  8.17. Six branches of the logistic )(xC  function 

 

There are in infinite number of branches for both )(xβ  and )(xC  in this case. 

Those branches are given by 









+



 +

−−−= x
N

xxx N
N arcsin

2
1

)1()1()4(ln)( sβ ,      (8.50) 



155 
 

 





















−



 +

−−−−+−=
2

22 arcsin
2

1
)1()21()1()1(4)4(ln

8
1

)( x
N

xxxxxxC N
N s .                                                                          

(8.51) 

Here arcsin is understood to be the principal branch, and N  counts the number of 

encounters with the trajectory turning points at 0=x  and 1=x . The first six branches 

of )(xC  are shown in Figure 8.17. As ∞→t , the flow is toward the origin, with 

0)( =+∞x  and 0)( =+∞C , while as −∞→t , +∞→C . This is more clearly seen by 

plotting  

               ∫ ∫
∞

=−=
)(

0

2)))((()()(
tx

t

dttxdxxtC ββ ,                 (8.52) 

for 1|)(0 0<< =ttx . The flow of C  is monotonic in t  and bounded below, 0≥C . This 

is shown in Figure 8.18 for 2/1|)( 0==ttx .  

 

                   Figure 8.18. Monotonic flow for the logistic )(tC  
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    A full discussion of Lagrangian models that realize this second example will have to 

be given elsewhere. Suffice it to say here that the chaotic RG trajectories have indeed 

appeared in spin-glass systems[132,133]. The point we wish to emphasize is that such 

behavior is not necessarily inconsistent with c - and a -theorems. 
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Chapter 9 

Conclusion of Part II 

 

 

    In part II, we introduce Schroeder’s equation, and derive functional equation 

(7.33) from it. We give an approximate solution to (7.33) around a fixed point of 1x  

through series and conjugation method. It is believed that all the functional equations 

of form (7.33) can be solved approximate by this method, as long as one knows 1x . 

The journey of searching for series solution would take some time in the beginning, 

because one needs to construct the first two or three terms by guessing. But after the 

first several terms have been constructed, one can always write the solution up to as 

high order as he wants. For logistic map when 1≠s , there exists a general form the 

series solutions, and there also may exist an analytical function that fits each 

approximate solution. Once an approximate solution has been constructed, the 

convergence is of concern. We prove a theorem about the relative error, and show that 

the error is very small around the fixed point.  

 

We consider tx  in (7.34) as the trajectory of a particle’s motion. Based on (7.34), 

one can also derive the functional equations about the velocity and potential. There is 

a general approximate solution for logistic map potential when 1≠s . As to the 

velocity, we have to use recursion relation because the velocity is supposed to vanish 

at turning points. When 1=s , we give the general approximate solution for velocity, 
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and find that the coefficient before each order has monotonic but oscillating behavior.  

 

The approximate solution we introduce here is significantly useful to calculate 

the β -function in RG theory, because β -function acts as velocities, and tx  is 

similar to RG trajectory. This series and conjugation method has many advantages: 

the global self-similar functional structure of the RG trajectory is more apparent, and 

it illuminates the interplay between continuous and discrete rescaling, which is 

inaccessible to conventional local relations. When we talk about the conjugation, we 

normally only use one branch of the inverse functions of 1x , but other branches are 

also useful. We give an example of using other branches for β -function recursion, 

and it predicts oscillation of particle when 2>s . If we make different branches 

combine with each other, we would have different oscillations, the reason is different 

combinations generate different potentials. It is commonly believed that monotonic 

RG trajectory can not have limit cycles. However, we give a counterexample that 

simultaneous monotonic and cyclic flows can be compatible if the flow-function is 

multi-valued in the couplings. And it seems these trajectories are not ruled out by 

either the c - and a -theorems. 
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