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0.3 Abstract

In this thesis some singular physical systems are quantized us-

ing the canonical formulation and the Dirac’s method. The

two methods represent the Hamiltonian treatment of the con-

strained systems. Dirac’s method introduced the primary con-

straints, then constructing the total Hamiltonian. The consis-

tency conditions are checked on the primary constraints. The

equations of motion in this method are in ordinary differential

equation form. In the canonical method the equations of mo-

tion are total differential equations in many variables. These

equations are integrable if the integrability conditions are iden-

tically satisfied.

Path integral quantization of three different systems, are

studied, free relativistic spinless particle, relativistic spinless

particle in an external electromagnetic field and a charged par-

ticle moving in a constant magnetic field. In the study, the inte-

grability conditions are satisfied, so the systems are integrable.

Consequently the path integral quantization is obtained directly

as an integration over the canonical reduced phase space coor-

dinates. This makes the canonical method simpler than Dirac’s

method.
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0.4 Arabic Abstract
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Chapter 1

Introduction

This work is mainly concerned with the path integral quan-

tization of singular systems (constrained systems), which are

characterized by singular Lagrangian. In this chapter we will

make a brief review for the singular systems, important basic

definitions, primary and secondary constraints, first and second

class constraints, and consistency conditions. The main objec-

tive of this thesis is to study the path integral quantization of

some constrained systems using two different approach, Dirac’s

approach and the canonical approach.

1.1 Historical Background

The study of constrained systems for the purpose of quantiza-

tion was initiated by Dirac [1,2], where he sets up the formalism
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for treating singular systems and constraints. He showed that

in the presence of the constraints, the numbers of degrees of

freedom of the dynamical system was reduced. His approach

are subsequently extended to continuous systems [3].

The presence of constraints in the singular Lagrangian theories

makes one be careful when applying Dirac’s method, especially

when first class-constraints arise. Dirac showed that the alge-

bra of Poisson’s brackets determine a division of constraints

into two classes: the first-class constraints and the second-

class ones. The first-class constraints which have zero Poisson’s

brackets with all other constraints in the subspace of phase

space in which constraints hold. Constraints, which are not

first-class, are by definition second-class. In the case of second-

class constraints Dirac introduced a new Poisson brackets, the

Dirac brackets, to attain self-consistency. However, whenever

we adopt the Dirac method, we frequently encounter the prob-

lem of the operating ordering ambiguity. In order to avoid

this problem, Batalin, Fradkin and Tyutin (BFT) developed a

method by enlarging the phase space with some extra variables

such that the second-class constraints being converted into first-

class ones, which are considered as generators of gauge trans-
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formations, this will lead to the gauge freedom. In other words,

the equations of motion are still degenerate and depend on the

functional arbitrariness, one has to impose external gauge fix-

ing constraint for each first-class constraint, which is not always

an easy task [4].

Folloing Dirac, there is another approach for quantizing con-

strained systems of classical singular theories which is the path

integral approach given by Faddeev [5]. This approach has ap-

plied when only first-class constraints are present. It was shown

by Faddeev that gauge-fixing condition should be imposed for

each first-class constraint in order to convert the system into

second-class constraints. By this is meant, the introduction of

some constraints, χα = 0, are supposed to have vanishing Pois-

son bracket with the canonical Hamiltonian H0 In order to elim-

inate the unphysical variable. However Faddeev’s Hamiltonian

path integral method for a singular Lagrangian is generalized to

the case when the second-class constraints appear in the theory

by Senjanovic [6]. Moreover Fradkin [7] considered quantization

of bosonic theories with the first and second-class constraints

and its extension to include fermions in the canonical gauges.

More, Gitman and Tyutin [8] discussed the canonical quantiza-

8



tion of singular theories as well as the Hamiltonian formalism of

gauge theories in an arbitrary gauge. Recently, an alternative

approach was developed by Buekenhout, Sprague and Faddeev

[9,10] without following Dirac step by step. In this formalism

there is no need to distinguish between first and second-class

or primary and secondary constraints. Where the primary con-

straint is a set of relations connected between the momenta and

the coordinates.

The general formalism is then applied to several problems,

quantization of the massive Yang-Mills field theory, Light-Cone

quantization of the self interacting scalar field theory, and quan-

tization of a local field theory of magnetic monopolies, etc.

A most powerful approach for treating constrained systems

is the canonical approach [11,12]. The Hamilton-Jacobi ap-

proach which is called canonical method has been developed to

investigate the constrained systems. Several constrained sys-

tems were investigated by using the canonical method [13-17].

The equivalent Lagrangian method is used to obtain a set of

Hamilton-Jacobi Partial Differential Equations (HJPDE). In

this approach, the distinction between the first and second-

class constraints is not necessary. The equations of motion are
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written as total differential equations in many variables which

require integrability conditions. In other words, the integra-

bility conditions may lead to a new constraint. Moreover, it

is shown that gauge fixing, which is an essential procedure to

study singular systems by Dirac’s method, is not necessary if

the canonical method is used [18-20]. Simultaneous solutions

of the canonical equations with all these constraints provide to

obtain the set of canonical phase space coordinates, besides the

canonical action integral is obtained in terms of the canonical

coordinates.
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1.2 Constrained Systems

The singular Lagrangian system represents a special case of a

more general dynamics called constrained system [2]. The dy-

namics of the physical system is encoded by the Lagrangian,

a function of positions and velocities of all degrees of free-

doms which comprise the system [21]. The singular Lagrangian

can be achieved by two formulations, the Lagrangian and the

Hamiltonian formulations. The Lagrangian formulation of clas-

sical physics requires the configuration space formed by n gener-

alized coordinates qi, n generalized velocities q̇i and parameter

τ , defined as

L ≡ L(qi, q̇i; τ), i = 1, . . . , n. (1.1)

where τ is a parameter which henceforth will be the time on

which the coordinates qi depend.

For a system characterized by this Lagrangian, the action which

is a function of path in configuration space reads as

S =

∫
L(qi, q̇i; τ) dt. (1.2)
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The action principle asserts that the path which satisfies the

classical equation is the one which brings the action to extremes

δS = δ

∫
L(qi, q̇i; τ) dt.

=

∫ t2

t1

(
∂L

∂qi
δqi +

∂L

∂q̇i
δq̇i +

∂L

∂t
δt

)
. (1.3)

In deriving (1.3), it was assumed that q̇i is dependent of qi,

so that δq̇i = d
dt δqi. Imposing δS = 0, we obtain the Euler-

Lagrange equations of motion

∂L

∂qi
− d

dt

(
∂L

∂q̇i

)
= 0. (1.4)

So, the Lagrangian equations are of second order.

To go over the Hamiltonian formalism, defining a generalized

momentum pi conjugate to qi as [21,22]

pi =
∂L

∂q̇i
, (1.5)

then the momentum is function of qj and q̇j such that,

pi = pi(qj, q̇j) j = 1, . . . , n. (1.6)

The canonical Hamiltonian H0 is defined by

H0 =
n∑

i=1

q̇ipi − L. (1.7)

Consider the differential of the Lagrange function (1.1) and

using eqs. (1.4), (1.5) and (1.7), then we read off the Hamilton’s
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equations of motion as

q̇i =
∂H0

∂pi
, ṗi = −∂H0

∂qi
. (1.8)

It is standard national practice to define the poisson bracket of

two functions f and g on phase space by [20]

{f, g} =
n∑

i=1

(
∂f

∂qi

∂g

∂pi
− ∂f

∂pi

∂g

∂qi

)
, (1.9)

thus the Hamilton’s equation may be written as

q̇i = {qi, H0}, ṗi = {pi, H0}. (1.10)

So, the time evolution of any function of positions and momenta

is given by
dF

dt
= {F,H0}+

∂F

∂t
. (1.11)

In order to characterize the constrained systems; one evaluates

the time derivative of the momentum as

dpi

dt
=

∂pi

∂qj
q̇j +

∂pi

∂q̇j
q̈j. (1.12)

But we can write the Lagrangian equation of motion (1.4) as

∂L

∂qi
− dpi

dt
= 0, (1.13)

then by using the definition (1.5) and the Lagrangian equation

of motion (1.4), we get

∂L

∂qi
=

∂pi

∂qj
q̇j +

∂pi

∂q̇j
q̈j. (1.14)
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∂L

∂qi
− ∂2L

∂qi ∂q̇j
q̇j − ∂2L

∂q̇i ∂q̇j
q̈j = 0. (1.15)

Defining Hessian matrix elements Aij of second derivatives of

the Lagrangian with respect to velocities as

Aij =
∂2L

∂q̇i∂q̇j
, (1.16)

so we can solve q̈j as

q̈j = A−1
ij

[
∂L

∂qi
− ∂2L

∂qi ∂q̇j
q̇j

]
. (1.17)

A valid phase space is formed if the rank of the Hessian matrix

is n. Systems, which posses this property, are called regular

and their treatments are found in a standard mechanics books.

Systems, which have the rank less than n are called singular

systems. Thus, by definition we have [2]

Hessian = det

(
∂2L

∂q̇i∂q̇j

)
=




6= 0 regular system,

= 0 singular system.
(1.18)

To clarify the situation of singular systems, it can be investi-

gated by two different approach of quantization.
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1.3 Dirac Approach

The standard quantization methods can’t be applied directly

to the singular Lagrangian theories. However, the basic idea

of the classical treatment and the quantization of such systems

were presented along time by Dirac [1,2]. And is now widely

used in investigating the theoretical models in a contemporary

elementary particle physics and applied in high energy physics,

especially in the gauge theories [8].

The presence of constraints in such theories makes one careful

on applying Dirac’s method, especially when first-class con-

straints arise. This is because the first-class constraints are

generators of gauge transformation which lead to the gauge

freedom [16].

Let us consider a system which is described by the La-

grangian (1.1) such that the rank of the Hessian matrix is

(n− r), r < n.

The singular system characterized by the fact that all veloci-

ties q̇i are not uniquely determined in terms of the coordinates

and momenta only. In other words, not all momenta are inde-

pendent, and there must exist a certain set of relations among
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them, of the form

φm(pi, qi) = 0, (1.19)

The q’s and the p’s are the dynamical variables of the Hamilto-

nian theory. They are connected by the relations (1.19) which

are called primary constraints of the Hamiltonian formalism.

Since the rank of the Hessian matrix is (n − r), the momenta

components will be functionally dependent. The first (n − r)

equations of (1.5) can be solved for the (n− r) components of

q̇i in terms of qi as well as the first (n − r) components of pi

and the last r components of q̇i.

In other words

q̇a = ωa(qi, pa, q̇µ), (1.20)

a = 1, . . . , n− r, µ = 1, . . . , r, i = 1, . . . , n

If these expressions for the q̇a are substituted into the last r

equation of (1.5), the resulting equations will yield r relations

of the form

pµ =
∂L

∂q̇µ

∣∣∣∣
q̇a=ωa

≡ −Hµ(qi, pa, q̇ν). (1.21)

These relations indicate that the generalized momenta pµ are

dependent of pa, which is natural result of the singular nature

of the Lagrangian. Eq (1.21) can be written in the form

H ′
µ(qi, pa, q̇ν) ≡ pµ + Hµ ≈ 0, (1.22)
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which are called primary constraints [1,2].

Now the usual Hamiltonian H0 for any dynamical system is

defined as

H0(pi, qi) = pi q̇i − L (1.23)

(Here the Einstein summation rule is used which is a convention

when repeated indices are implicitly summed over).

H0 will not be uniquely determined, since we may add to it any

linear combinations of the primary constraints H ′
µ’s which are

zero, so that the total Hamiltonian is [2, 3, 7]

HT = H0 + λµH
′
µ (1.24)

where λµ(q, p) being some unknown coefficients, they are sim-

ply Lagrange’s undetermined multipliers. Making use of the

Poisson brackets, one can write the total time derivative of any

function g(q, p) as

ġ ≡ dg

dτ
≈ {g, HT} = {g, H0}+ λµ{g, H ′

µ} (1.25)

where Dirac’s symbol (≈) for weak equality has been used in the

sense that one can’t consider H ′
µ = 0 identically before working

out the Poisson brackets. Thus the equations of motion can be

written as

q̇i ≈ {qi, HT} = {qi, H0}+ λµ{qi, H
′
µ} (1.26)
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ṗi ≈ {pi, HT} = {pi, H0}+ λµ{pi, H
′
µ} (1.27)

subject to the so-called consistency conditions. This means

that the total time derivative of the primary constraints should

be zero;

Ḣ ′
µ ≡

dH ′
µ

dτ
≈ {H ′

µ, HT}

= {H ′
µ, H0}+ λν{H ′

µ, H
′
ν} ≈ 0, µ, ν = 1, . . . , r.

(1.28)

These equations may be reduced to 0 = 0, where it is iden-

tically satisfied as a result of primary constraints, else they

will be lead to new conditions which are called secondary con-

straints. Repeating this procedure as many times as needed,

one arrives at a final set of constraints or/and specifies some

of λµ. Such constraints are classified into two types, a) First-

class constraints which have vanishing Poisson brackets with all

other constraints. b) Second-class constraints which have non-

vanishing Poisson brackets. The second-class constraints could

be used to eliminate conjugated pairs of the p’s and q’s from

the theory by expressing them as functions of the remaining

p’s and q’s. The total Hamiltonian for the remaining variable

is then the canonical Hamiltonian plus the primary constraints

H ′
µ of the first type as in eq. (1.24), where H ′

µ are all the inde-
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pendent remaining first-class constraints.

The first-class constraints are the generators of the gauge trans-

formations. This will lead to the gauge freedom. Besides, λµ

are still undetermined. To remove this arbitrariness, one has

to impose external gauge constraints for each first-class con-

straints. Such a gauge fixing,

χ = 0, (1.29)

which is a set of constraints independent of H ′
µ and equal in

number to all first-class constraints H ′
µ. Such a choice makes

the whole set of constraints {H ′
µ, H

′
ν} to be second-class con-

straints, with

det{H ′
µ, H

′
ν} 6= 0, µ, ν = n− r + 1, . . . , n. (1.30)

This is a canonical physical gauge if it does not violate the

equation of motion [3,16].

Fixing any gauge is not an easy task, since we fix it by hand

and there is no basic rule to select it.
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1.4 Canonical Path Integral Quantization

In this section, we study the constrained systems by using the

canonical method and demonstrate the fact that the gauge fix-

ing problem is solved naturally.

Let us consider a system which is described by the Lagrangian

(1.1), such that the rank of the Hessian matrix defined in (1.16)

of rank (n−r), r < n. The generalized momenta pi correspond-

ing to the generalized coordinates qi are defined as

pa =
∂L

∂q̇a
, a = 1, 2, . . . , n− r, (1.31)

pµ =
∂L

∂q̇µ
, µ = n− r + 1, . . . , n. (1.32)

Since the rank of the Hessian matrix is (n− r), one may solve

eq. (1.31) for q̇a as

q̇a = q̇a(qi, pa, q̇µ; τ) ≡ ωa (1.33)

Substituting eq. (1.33), into eq. (1.32), we get

pµ =
∂L

∂q̇µ

∣∣∣∣
q̇a=ωa

≡ −Hµ(qi, q̇ν, pa; τ). (1.34)

Relations (1.34) indicate the fact that the generalized momenta

pµ are not independent of pa which is a natural result of the

singular nature of the lagrangian.
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The canonical Hamiltonian Ho is defined as

H0 = −L(qi, q̇ν, q̇a ≡ ωa, τ) + paωa + pµq̇µ

∣∣
pν=−Hν

. (1.35)

The set of the Hamilton-Jacobi Partial Differential Equations

(HJPDE) is expressed as

H ′
0

(
τ, qν, qa, pi =

∂S

∂qi
, p0 =

∂S

∂τ

)
= 0, (1.36)

H ′
µ

(
τ, qν, qa, pi =

∂S

∂qi
, p0 =

∂S

∂τ

)
= 0, (1.37)

Eqs (1.36) and (1.37) may be expressed in a compact form as

H ′
α

(
τ, qν, qa, pi =

∂S

∂qi
, p0 =

∂S

∂τ

)
= 0, (1.38)

α = 0, n− r + 1, . . . , n.

where

H ′
0 = p0 + H0 = 0, H ′

µ = pµ + Hµ = 0. (1.39)

Here H ′
0 can be interpreted as the generator of time evolution

while H ′
µ are the generators of gauge transformation.

The fundamental equations of the equivalent Lagrangian method

are

p0 =
∂S

∂τ
≡ −H0(qi, q̇ν, pa; τ), pa =

∂S

∂qa
, pµ =

∂S

∂qµ
≡ −Hµ,

(1.40)
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with q0 = τ , and S being the action.

The equations of motion are obtained as total differential equa-

tions and take the form [11].

dqr =
∂H ′

α

∂pr
dtα, r = 0, 1, . . . , n , (1.41)

dpa = −∂H ′
α

∂qa
dtα, a = 1, . . . , n− r, (1.42)

dpµ = −∂H ′
α

∂qµ
dtα, µ = n− r + 1, . . . , n, (1.43)

α = 0, n− r + 1, . . . , n.

Defining

Z = S(tα, qa), (1.44)

and making use of eq. (1.41) and the definitions of generalized

momenta in (1.40) we obtain,

dZ =
∂S

∂tα
dtα +

∂S

∂qa
dqa = (−Hαdtα + padqa)

dZ =

(
−Hα + pa

∂H ′
α

∂pa

)
dtα. (1.45)

Eqs (1.41-1.43) and (1.45) are called the total differential equa-

tions for the characteristics.

Now, we will discuss the integrability conditions for Eqs (1.41-

1.43) and the action function (1.44), to obtain the necessary and

sufficient conditions that the system of total differential equa-

tions (1.41-1.43) and (1.45) be completely integrable in order
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to obtain the the path integral quantization of the constrained

system.

To any set of total differential equations [23,24].

dxi = biα(tβ, xj) dtα. (1.46)

i, j = 1, . . . , n + 1, α, β = 0, 1 . . . , r < n.

These corresponds a set of partial differential equations of the

form

biα
∂f

∂xi
= 0. (1.47)

To solve the set (1.47), we introduce the following linear oper-

ator:

Xαf = biα
∂f

∂xi
. (1.48)

Equation (1.46) are integrable if the corresponding set of partial

differential equations (1.48) is a Jacobi system: ” Complete

system”. In other words, the following relations should hold

(Xα, Xβ)f = (XαXβ −XβXα)f = 0, ∀ α, β. (1.49)

Those relations which cannot be expressed in the form

(Xα′, Xβ′) = CJ
α′β′XJf, (1.50)

may be added as new equations. Thus, either one obtains a

complete system or a trivial solution

f = const. (1.51)
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Now let us investigate the integrability conditions of equations

(1.41-1.43) and (1.45). To achieve this goal we define the linear

operator Xα which correspond to total differential equations

(1.41-1.43) and (1.45) as

Xαf(tβ, qa, pa, z) =
∂f

∂tα
+

∂H ′
α

∂pa

∂f

∂qa
− ∂H ′

α

∂qa

∂f

∂pa

+

(
−Hα + pa

∂H ′
α

∂pa

)
∂f

∂z
,

= [H ′
α, f ]

∂f

∂z
H ′

α, (1.52)

α, β = 0, 1 . . . , r < n, a = 1 . . . , n− r.

Lemma. A system of total differential equations (1.41-1.43)

and (1.45) is integrable if and only if

[H ′
α, H ′

β] = 0, ∀ α, β. (1.53)

Proof. Suppose that eq. (1.53) is satisfied, then

(Xα, Xβ)f = (XαXβ −XβXα)f

= [H ′
α, [H ′

β, f ]]− [H ′
β, [H

′
α, f ]]− 2

∂f

∂z
[Hα, H ′

β].

(1.54)

Now we apply the Jacobi relation

[f, [g, h]] = [g, [h, f ]] + [h, [f, g]] (1.55)

to the right of formula (1.54), we find

(Xα, Xβ)f = [[H ′
α, H ′

β], f ]− ∂f

∂z
[H ′

α, H ′
β]. (1.56)
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From (1.53) we conclude that

(Xα, Xβ)f = 0. (1.57)

Conversely, if the system is jacobi (integrable), then (1.57) is

satisfied for any α and β and we get

[H ′
α, H ′

β] = 0. (1.58)

Now the total differential for any function F (tβ, qa, qa) can be

written as

dF =
∂F

∂qa
dqa +

∂F

∂pa
dpa +

∂F

∂tα
dtα

=

(
∂F

∂qa

∂H ′
α

∂pa
− ∂F

∂pa

∂H ′
α

∂qa
+

∂F

∂tα

)
dtα

= [F,H ′
α] dtα. (1.59)

Using this result, we have

dH ′
β = [H ′

β, H
′
α] dtα, (1.60)

and, consequently, the integrability condition (1.53) reduces to

dH ′
α = 0 ∀ α. (1.61)

This is necessary and sufficient condition that the system (1.41-

1.43) and (1.45) of total differential equations be completely

integrable.
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If conditions (1.61) are not satisfied identically, one may con-

sider them as a new constraint and again test the integrability

conditions, then repeating this procedure, a set of conditions

may be obtained.

The simultaneous solutions of eqs. (1.41-1.43) and (1.45) give

us trajectories of the motion in the canonical phase space as

qa ≡ qa(t, qµ), pa ≡ pa(t, qµ), µ = 1, . . . , r. (1.62)

In this case, the path integral representation may be written as

[18-20]

〈Out | S | In〉 =

∫ n−r∏
a=1

dqadpa exp

[
i

∫ t′α

tα

(
−Hα + pa

∂H ′
α

∂pa

)
dtα

]
.

(1.63)

One should notice that the integral (1.63) is an integration over

the canonical phase space coordinates qa, pa.
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1.5 Path Integral Methods for Quantized Con-

strained Systems

1.5.1 Faddeev Popov Method

The classical dynamics of an n-dimensional system is deter-

mined by the Lagrangian, a function of the n coordinates and

their time derivatives. From the Lagrangian, we can construct

the Hamiltonian, which is a function of the phase space. In

canonical quantization, the Hamiltonian becomes an operator

which acts on Hilbert space which built from the n coordinates.

The Hamiltonian is a generator of time translations and thus

determine quantum dynamics.

For a system with n degrees of freedom and having α first-class

constraints φa, but no second-class constraints, Faddeeve has

formulated the transition amplitude as [5]

〈Out | S | In〉 =

∫
exp

[
i

∫ ∞

−∞
(piq̇i −H0) dt

]∏
t

dµ(qi(t), pi(t)),

(1.64)

Where H0 is the Hamiltonian of the system. The measure of

integration is defined by

dµ(q, p) =

(
α∏

a=1

δ(χa)δ(φa)

)
det||{χa, φa}||

n∏
i=1

dpi dqi. (1.65)
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and χa(pi, qi) are the gauge-fixing condition with

1. {χa, χa′} = 0,

2. det||{χa, φa}|| 6= 0.

1.5.2 Senjanovic Method

In this section we shall generalize Faddeeve’s method to the

case when second-class constraints are present. This general-

ization is called Senjanovic method.

Consider a mechanical system with α first-class constraints φa,

β second-class constraints θb, and the gauge conditions associ-

ated with the first-class constraints χa. Let the χa be chosen

in such a way that {χa, χb} = 0.

Then the expression for the S-matrix element is [6]

〈Out | S | In〉 =

∫
exp

[
i

∫ ∞

−∞
(piq̇i −H0) dt

] ∏
t

dµ(q(t), p(t)),

(1.66)

and

dµ(q, p) =

(
α∏

a=1

δ(χa)δ(φa)

)
det||{χa, φa}||

×
β∏

b=1

δ(θb) det||{θa, θb}|| 12
n∏

i=1

dpi dqi. (1.67)

where H0 is the Hamiltonian of the system and dµ(q, p) is the

measure of integration.
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Chapter 2

The Relativistic Spinless Particle

In this chapter we will study the path integral quantization of

the actual physical systems, which illustrate the basic concepts

of the proceeding chapter.

In Section 2.1 there are essential definitions and notations in-

cluded, and we will apply the canonical method and Dirac’s

method in Section 2.2 to study the path integral quantization

of the free relativistic spinless particle.

2.1 Preliminaries

The dynamics of the continuous systems is described by a func-

tion Q(x) of space-time, rather than functions of time qi(t) in

discrete systems. The discrete label i is replaced by the con-

tinuous label x ≡ (ct, x). Further, in continuous systems the
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function of coordinate f(q) becomes a functional F [Q] of fields.

The most general form of the Lagrangian in the field theory is

the functional of fields as well as their time and space deriva-

tives, that is [21],

L =

∫
Ld3x, (2.1)

where

L = L(Qr, ∂µQr), r = 1, 2, 3, µ = 0, 1, 2, 3. (2.2)

is the corresponding Lagrangian density with

∂µQr ≡ ∂Qr

∂xµ
. (2.3)

At this point we must decide on a metric convention for treating

covariant vectors in four-dimensional space-time. The relation

between the covariant vector Aµ and its contravariant partner

Aµ is defined as [21, 25, 26]

Aµ = gµν Aν µ, ν = 0, 1, 2, 3. (2.4)

where its inverse is defined as

Aµ = gµν Aν, (2.5)

where gµν is the metric tensor
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gµν =




1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1




. (2.6)

2.2 The Relativistic Spinless Particle System

As an example, let us consider the action of the free relativis-

tic spinles particle of mass m > 0 moving in 4-dimensional

Minkowski space xµ [3,8,16].

S = −m

∫
(ẋµẋµ)

1
2 dτ, µ = 0, 1, 2, 3. (2.7)

Here xµ are functions of arbitrary parameter τ describing the

displacement of the particle along its world line, and the la-

grangian is given by

L = −m(ẋµẋµ)
1
2 , (2.8)

and the metric gµν = diag (1,−1,−1,−1) is used.

The Lagrangian is singular since the rank of the Hessian matrix

Aµν =
∂2L

∂ẋµ∂ẋν
, µ, ν = 0, 1, 2, 3 (2.9)
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is three.

This system will be investigated by using the canonical method,

as illustrated in chapter one.

The generalized momenta pµ conjugated to the coordinates xµ

according to eqs. (1.31) and (1.32) are given as

pµ =
∂L

∂ẋµ

= −m
ẋµ

(ẋνẋν)
1
2

. (2.10)

Therefore the zeroth component is

p0 = −m
ẋ0

(ẋµẋµ)
1
2

, (2.11)

and the ath components are

pa = m
ẋa

(ẋµẋµ)
1
2

, (2.12)

where

a = 1, 2, 3, µ = 0, 1, 2, 3.

Since the rank of the Hessian matrix is three; one may solve eq.

(2.12) for ẋa in terms of pa and ẋ0. as

ẋa =
ẋ0 pa

(m2 + |p|2)1
2

≡ ωa. (2.13)

Substituting eq. (2.13) in eq. (2.11) one gets

p0 = −(m2 + |p|2)1
2 ≡ −H0. (2.14)
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The canonical Hamiltonian H is defined as

H = paẋa + p0 ẋ0 − L

= paωa −H0 ẋ0 − L|ẋa≡ωa
. (2.15)

Making use of eqs. (2.8) and (2.11 - 2.13), eq. (2.15) becomes

H = ẋ0

{
papa

(m2 + |p|2) 1
2

− (m2 + |p|2)1
2 + m

(
1− papa

m2 + |p|2
) 1

2

}

= ẋ0

{ |p|2
(m2 + |p|2)1

2

− (m2 + |p|2) 1
2 +

(
m2

(m2 + |p|2) 1
2

)}

= ẋ0

{
(m2 + |p|2)
(m2 + |p|2)1

2

− (m2 + |p|2) 1
2

}

= 0.

(2.16)

Calculations show that the canonical Hamiltonian H vanishes

identically.

Now let us quantize this system by using the canonical ap-

proach.

Using eqs. (1.36) and (1.37) the set of (HJPDE) reads as

H ′ = p + H = p = 0, (2.17)

H ′
0 = p0 + H0 = p0 + (m2 + |p|2)1

2 = 0. (2.18)
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The equations of motion are obtained as total differential equa-

tions in many variables as follows

dxa =
∂H ′

∂pa
dτ +

∂H ′
0

∂pa
dx0 =

pa

(m2 + |p|2)1
2

dx0, (2.19)

dpa = −∂H ′

∂xa
dτ − ∂H ′

0

∂xa
dx0 = 0, (2.20)

dp0 = −∂H ′

∂x0
dτ − ∂H ′

0

∂x0
dx0 = 0. (2.21)

To check whether this set of equations (2.19 - 2.21) is integrable

or not, let us consider the total variation of equation (2.17) and

(2.18). In fact

dH ′ = 0, (2.22)

and

dH ′
0 = dp0 + dH0

= dp0 +
∂H0

∂x0
dx0 +

∂H0

∂xa
dxa +

∂H0

dpa
dpa ≡ 0. (2.23)

Then the variation of equations (2.22) and (2.23) vanishes iden-

tically, hence, the equations of motion (2.19 - 2.21) are inte-

grable.

Because H0 is independent of xµ, the solutions of eq. (2.19) are

xa =
pa

(m2 + |p|2)1
2

x0 + Ca, (2.24)

where Ca’s are constant.
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Using equation (1.44) the action integral Z = S(x0, xa) is cal-

culated as

dZ =

(
−H + pa

∂H ′

∂pa

)
dτ +

(
−H0 + pa

∂H ′
0

∂pa

)
dx0,

=

(
−H0 + pa

∂H ′
0

∂pa

)
dx0, (2.25)

so we can write

Z =

∫ x′′0

x′0

(
−H0 + pa

∂H ′
0

∂pa

)
dx0,

=

∫ x′′0

x′0

(
−(m2 + |p|2) 1

2 + paẋa

)
dx0. (2.26)

Now we turn to the problem of the path integral quantiza-

tion, the S-matrix element is given as [18 - 20]

〈Out | S | In〉 =

∫ ∏
a

dxadpa exp

[
i

∫ x′′0

x′0

(
−H0 + pa

∂H ′
0

∂pa

)
dx0

]
.

(2.27)

or

〈x′a, x′0 | x′′a, x′′0〉 =

∫ ∏
a

dxadpa exp

[
i

∫ x′′0

x′0

(
−H0 + pa

∂H ′
0

∂pa

)
dx0

]

=

∫ ∏
a

dxadpa exp

[
i

∫ x′′0

x′0

(
−(m2 + |p|2) 1

2 + paẋa

)
dx0

]
.

(2.28)

To check the results obtained using the canonical approach, we

will study the problem using Dirac’s method.
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The total Hamiltonian (1.24) reads as

HT = H + λH ′
0. (2.29)

The canonical Hamiltonian (2.16) and the constraints (2.18),

which is called the primary constraints in Dirac’s method, lead

to

HT = λH ′
o = λ

{
p0 + (m2 + |p|2) 1

2

}
. (2.30)

From the consistency conditions (1.28), the time derivative of

the primary constraint should be zero, that is

Ḣ ′
0 = {H ′

0, HT} = {H ′
0, λH ′

0} ≈ 0. (2.31)

It is obvious that the above consistency condition is identically

zero. Therefore, no further constraints is arise.

The constraint H ′
0 has been derived by distinguishing x0(τ).

This is of course artificial and any xµ(τ) could have been chosen

instead. If we prefer manifest covariant quantities we may use

in place of H ′
0 ≈ 0 the constraint

H ′
0 = (p2 + m2) ≈ 0 (2.32)

with p2 = pµp
µ, and the total Hamiltonian is

HT = λH ′
0 = λ (p2 + m2) (2.33)
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Equations of motion (1.26) and (1.27) read as

ẋµ = {xµ, H}+ λ{xµ, H
′
0}, (2.34)

ṗµ = {pµ, H}+ λ{pµ, H
′
µ}, µ = 0, 1, 2, 3. (2.35)

Since the Hamiltonian H, given by eq. (2.16), is zero; eqs.

(2.34) and (2.35) take the following forms:

ẋ0 = λ{x0, H
′
0} = λ

{
x0, +(m2 + p2)

}
, (2.36)

ẋa = λ{xa, H
′
0} = λ

{
xa, +(m2 + p2)

}
, (2.37)

ṗ0 = λ{p0, H
′
0} = λ

{
p0, +(m2 + p2)

}
, (2.38)

ṗa = λ{pa, H
′
0} = λ

{
pa, +(m2 + p2)

}
. (2.39)

Making use of eq. (1.9), eqs. (2.36 - 2.39) may be written as

ẋ0 = 2 λ p0, (2.40)

ẋa = 2 λ pa, (2.41)

ṗ0 = 0, (2.42)

ṗa = 0. (2.43)

To determine λ, we introduce a gauge fixing condition χ. Since

the constraint is first-class (there is only one constraint; the

primary); one may determine the gauge fixing (1.29) as [3, 8,

16]

χ = x0 − τ = 0. (2.44)
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Differentiating eq. (2.44) with respect to the time τ , one gets

ẋ0 = 1. (2.45)

Eqs. (2.40) and (2.45) lead to

λ =
1

2p0
. (2.46)

Therefore the equations of motion (2.41 - 2.43) become

ẋ1 =
p1

(m2 + |p|2) 1
2

, (2.47)

ẋ2 =
p2

(m2 + |p|2) 1
2

, (2.48)

ẋ3 =
p3

(m2 + |p|2) 1
2

, (2.49)

ṗ0 = 0, (2.50)

ṗa = 0. (2.51)

The above equations of motion are in exact agreement with

those obtained by using the canonical method (2.19 - 2.21)

To obtain the path integral quantization, talking into our

consideration that we have one constraint (primary constraint),

we can substitute into the Faddeeve method which given in eq.
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(1.64) as

〈Out | S | In〉 =

∫
exp

[
i

∫ ∞

−∞
(p0 ẋ0 + paẋa) dx0

]
δ(x0 − τ)

× δ

(
p2 + m2

2p0

) ∣∣∣∣
{

(x0 − τ),

(
p2 + m2

2p0

)}∣∣∣∣ dxo dp0

×
∏
a

dxa dpa. (2.52)

Integrating over x0 and p0, we get

〈Out | S | In〉 =

∫
exp

[
i

∫ ∞

−∞

(
−(|p|2 + m2)

1
2 + paẋa

)
dx0

]

×
∏
a

dxa dpa. (2.53)

This result is in exact agreement with eq. (2.28), which is cal-

culated by the canonical method.

In this chapter the path integral quantization of the relativis-

tic spinless particle is done by the two methods, the canonical

method and the Dirac method.

The results obtained were the same in the two methods, but

there are many advantages of the canonical method such that,

no need to use the gauge fixing condition which is not an easy

task, and no need to use the Dirac delta function. This makes

the canonical method simpler than Dirac.

39



Chapter 3

Charged Particle in a Constant

Magnetic Field

In this chapter, the charged particle in a constant magnetic

field will be studied by using the canonical method discussed

in chapter one. Here we consider a charged particle moving in

a constant magnetic field whose Lagrangian takes the form [27]

L =
1

2

(
q̇1 − q3q2

)2
+

1

2

(
q̇2 + q3q1

)2
. (3.1)

This system came up in a study of Chern-Simons quantum

mechanics. The Lagrangian function (3.1) is singular, since the

rank of the Hessian matrix (1.16) is two.

The generalized momenta (1.31) and (1.32) are written as

p1 =
∂L

∂q̇1

= q̇1 − q3 q2, (3.2)
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p2 =
∂L

∂q̇2

= q̇2 + q3 q1, (3.3)

p3 =
∂L

∂q̇3

= 0 = −H3. (3.4)

Since the rank of the Hessian matrix is two, one solve (3.2) and

(3.3) for q̇1 and q̇2 in terms of p1 and p2 as

q̇1 = p1 + q3 q2 ≡ ω1, (3.5)

q̇2 = p2 − q3 q1 ≡ ω2. (3.6)

The canonical Hamiltonian H0 is

H0 = −L|q̇a≡ωa
+ paq̇a + pµq̇µ,

H0 = −L + p1 ω1 + p2 ω2 + p3 q̇3. (3.7)

Making use of eqs. (3.1) and (3.4 - 3.6) then eq. (3.7) becomes

H0 =
1

2
p2

1 +
1

2
p2

2 + p1 q3 q2 − p2 q3 q1. (3.8)

Following the canonical approach, the corresponding set of

(HJPDE) according to eqs. (1.36) and (1.37), is

H ′
0 = p0 +

1

2
p2

1 +
1

2
p2

2 + p1 q3 q2 − p2 q3 q1 = 0, (3.9)

H ′
3 = p3 + H3 = p3 = 0. (3.10)
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The above equations are the constraints restricting the system.

The total differential equations (1.41), (1.42) and (1.43) are

written as

dq1 =
∂H ′

0

∂p1
dτ +

∂H ′
3

∂p1
dq3, (3.11)

dq2 =
∂H ′

0

∂p2
dτ +

∂H ′
3

∂p2
dq3, (3.12)

dq3 =
∂H ′

0

∂p3
dτ +

∂H ′
3

∂p3
dq3, (3.13)

dp1 = −∂H ′
0

∂q1
dτ − ∂H ′

3

∂q1
dq3, (3.14)

dp2 = −∂H ′
0

∂q2
dτ − ∂H ′

3

∂q2
dq3, (3.15)

dp3 = −∂H ′
0

∂q3
dτ − ∂H ′

3

∂q3
dq3, . (3.16)

Substituting eqs. (3.9), (3.10) in eqs. (3.11 - 3.16), we obtain

the total differential equations of motion as

dq1 = [p1 + q3 q2] dτ, (3.17)

dq2 = [p2 − q3 q1] dτ, (3.18)

dq3 = dq3, (3.19)

dp1 = p2 q3 dτ, (3.20)

dp2 = −p1 q3 dτ, (3.21)

dp3 = − [p1 q2 − p2 q1] dτ. (3.22)
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To check whether the above set of equations is integrable or

not, let us consider the total variations of H ′
0 and H ′

3.

In fact

dH ′
0 = 0, (3.23)

and

dH ′
3 = dp3 = [−p1 q2 + p2 q1] dτ (3.24)

Since dH ′
3 is not identically zero, we have a new constraint H ′

4,

H ′
4 = [p1 q2 − p2 q1] ≡ 0. (3.25)

Thus for a valid theory, the total differential of H ′
4 is identically

zero,

dH ′
4 = p1 dq2 + q2 dp1 − p2 dq1 − q1 dp2 = 0. (3.26)

So the system of eqs. (3.17 - 3.22) together with eq. (3.25) is

integrable.

Since the equations of motion are integrable, the canonical

phase space coordinates (q1, q2) and (p1, p2) are obtained in

terms of parameters (τ, q3). Now eq. (1.45) reads as

dZ =

(
p1 q̇1 + p2 q̇2 − 1

2
p2

1 −
1

2
p2

2 − p1 q2 q3 + p2 q1 q3

)
dτ,

=
1

2

(
p2

1 + p2
2

)
dτ.

(3.27)
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Making use of eqs. (3.27) and (1.63) the canonical path integral

quantization for the system (3.1) is obtained as

〈q1, q2, τ ; q′1, q
′
2, τ

′〉 =

∫
dq1 dq2 dp1 dp2 exp

[
i

∫
1

2

(
p2

1 + p2
2
)
dτ

]

(3.28)

This path integral representation is an integration over the

canonical phase-space coordinates q1, q2 and p1, p2.

In this system we have obtained the quantization for a singular

system of a charged particle moving in a plane under the influ-

ence of a perpendicular constant magnetic field.

The integrability conditions dH ′
o and dH ′

4 are identically satis-

fied, and the system is integrable. Hence, the canonical phase-

space coordinates (q1, q2) and (p1, p2) are obtained in terms of

the parameters τ and q3.

The path integral is obtained directly as an integration over the

canonical phase-space coordinates (q1, q2) and (p1, p2) without

using any gauge fixing condition.
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Chapter 4

Relativistic Spinless Particle in

an External Electromagnetic

Field

In chapter three we covered the path integral quantization of a

charged particle in a constant magnetic field.

In this chapter we will use the same formalism to quantize a

system of a relativistic spinless particle in an external electro-

magnetic field Aµ.

The motion of a relativistic spinless particle of a charge g and

mass m is described by the singular Lagrangian [28].

L =
ẋ2

2e
+

em2

2
+ gẋµA

µ, µ = 0, 1, 2, 3. (4.1)
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The singularity of the Lagrangian (4.1) follows from the fact

that the rank of the Hessian matrix (1.16) is four.

The generalized momenta (1.31) and (1.32) read as

pµ =
∂L

∂ẋµ
=

ẋµ

e
+ gAµ, (4.2)

pe =
∂L

∂ė
= 0 = −He. (4.3)

Since the rank of the Hessian matrix is four, we solve (4.2) for

ẋµ in terms of pµ as

ẋµ = epµ − egAµ ≡ ωµ. (4.4)

The canonical Hamiltonian H0 is

H0 = −L|ẋµ≡ωµ
+ paq̇a + pµq̇µ, (4.5)

Making use of eqs. (4.1), (4.2) and (4.3), then eq. (4.5) becomes

H0 =
e

2
(p2 −m2)− e g pµA

µ +
e

2
g2A2. (4.6)

The corresponding set of the (HJPDE) according to eqs. (1.36)

and (1.37) is

H ′
0 = p0 +

e

2
(p2 −m2)− e g pµA

µ +
e

2
g2A2 = 0, (4.7)

H ′
e = pe + He = pe = 0. (4.8)
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The total differential equations (1.41), (1.42), and (1.43) are

written as

dxµ =
∂H ′

0

∂pµ
dτ +

∂H ′
e

∂pµ
de, (4.9)

dpµ = −∂H ′
0

∂xµ
dτ − ∂H ′

e

∂xµ
de, (4.10)

dpe = −∂H ′
0

∂e
dτ − ∂H ′

e

∂e
de. (4.11)

Substituting eqs. (4.7) and (4.8) in to eqs. (4.9 - 4.11), then

the total differential equations are

dxµ = (e pµ − e g Aµ) dτ, (4.12)

dpµ = e g (pν − gAν)
∂Aν

∂xµ
dτ, (4.13)

dpe =

(
−1

2
(p2 −m2) + g pµA

µ − 1

2
g2A2

)
dτ. (4.14)

To check whether the set of eqs. (4.12 - 4.14) are integrable or

not, let us consider the total variations of H ′
0 and H ′

e.

In fact

dH ′
e = dpe =

[
−1

2
(p2 −m2) + g pµA

µ − 1

2
g2A2

]
dτ, (4.15)

is not identically zero.

Since dH ′
e is not identically zero, we have a new constraint H ′′

e ,

H ′′
e =

[
(p2 −m2)− 2 g pµA

µ + g2A2] ≡ 0. (4.16)
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The total differential of H ′
0 and H ′′

e vanish identically, such that,

dH ′′
e ≡ 0, (4.17)

and the equations of motions (4.12 - 4.14) are integrable.

Since the equations of motion are integrable, the canonical

phase space coordinates (qµ, pµ) are obtained in terms of the

parameters (τ, e).

The action in eq. (1.45) reads as

dZ =

[
pµẋµ − e

2
(p2 −m2) + e g pµA

µ − e

2
g2A2

]
dτ. (4.18)

Making use of eqs. (4.18) and (1.63) the canonical path integral

quantization for the system (4.1) is obtained as

〈
xµ, e, τ ; x′µ, e

′, τ ′
〉

=

∫ ∏
µ

dxµdpµ

× exp

[
i

∫ {
pµẋµ − e

2
(p2 −m2) + e g pµA

µ − e

2
g2A2

}
dτ

]
.

(4.19)

In this chapter we have obtained the quantization for an-

other singular system of a relativistic spinless particle in an

external electromagnetic field Aµ.

The integrability conditions dH ′
o and dH ′′

e are satisfied, the sys-

tem is integrable. Hence, the canonical phase-space coordinates
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xµ and pµ are obtained in parameters τ and e. The path in-

tegral is obtained directly as an integration over the canonical

phase-space coordinates xµ and pµ without using any gauge fix-

ing condition.

The advantage of this path integral formalism is that we have

no need to enlarge the initial phase-space by introducing un-

physical auxiliary field, no need to introduce Lagrange multi-

pliers, no need to use delta functions in the measure as well

as to use gauge fixing conditions; all that is needed is the set

of Hamilton-Jacobi partial differential equations and the equa-

tions of motions. If the system is integrable, then one can

construct the reduced canonical phase-space.

In this case the path integral is obtained directly as an integra-

tion over the canonical reduced phase-space coordinates xµ , pµ.
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Chapter 5

Conclusion

This work is aimed at study of the quantization of constrained

systems using both Dirac approach and the canonical approach.

The two methods, represent the Hamiltonian treatment of the

constrained systems. Where Dirac’s approach hings on intro-

ducing primary constraints, then constructing the total Hamil-

tonian by adding the primary constraints, multiplied by La-

grangian multipliers, to the usual Hamiltonian. The consis-

tency conditions are checked on the primary constrained. All

other constraints are obtained from these conditions. These

constraints are classified into two types: First and second-class

constraints, the distinction between these two types is quite

important in Dirac’s method. The equations of motion, ob-

tained using Poisson brackets, are in ordinary differential equa-

tion forms.

The gauge fixing conditions, which are not an easy task in

this approach, are necessary in order to determine the unknown
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Lagrange multipliers.

The canonical method is an alternative formulation for study-

ing singular systems. A physically important result, in this

method, is that we first exhibit the fact that a singular system

can be treated as a system with many independent variable. In

other words, the equations of motion are not ordinary differen-

tial equation but total differential ones in many variables. In

general mathematically speaking, it is not possible to solve the

equations of motion for singular systems unless they satisfy the

integrability conditions. If these conditions are not identically

satisfied, it will be considered as new constraints. This process

will continue until we obtain a complete system and the path

integral quantization can be constructed as an integration over

the canonical phase space coordinates (qa, pa).

The gauge fixing condition are not necessary in the canonical

formulation since one dose not need to introduce Lagrange mul-

tipliers. This makes the canonical method simpler than Dirac’s

method.

Path integral quantization of three different examples, free

relativistic spinless particle, relativistic spinless particle in an

external electromagnetic field and a charged particle moving

in constant magnetic field are obtained by using the canoni-

cal method. In this method, the integrability conditions are

satisfied, so these systems are integrable, and hence the path

integral is obtained directly as an integration over the canonical

phase space.

The advantage of the canonical path integral quantization
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is that we have, no need to enlarge the initial phase space by

introducing unphysical auxiliary fields, no need to introduce

Lagrange multipliers, no need to use delta function in the mea-

sure as well as no need to use gauge-fixing conditions, all that

is needed is a set of Hamilton-Jacobi partial differential equa-

tions and the equations of motion. If the system is integrable,

then one can construct the reduced canonical phase-space. In

this case the path integral is obtained directly as an integration

over the canonical reduced phase space coordinates.
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