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Abstract 

 

Solar cells provide a renewable and clean energy by converting the sunlight to 

electricity. However, it is important to reduce the cost of the solar cell and increase the 

efficiency in order to be considered as a reliable energy source. 

In this work, a theoretical analysis for a waveguide structure by using Finite 

Difference (FD) methods is presented. The fundamental concepts of both Finite 

Difference Time Domain method (FDTD) and Finite Difference Frequency Domain 

method (FDFD) are reported in details.  

Also, a new waveguide solar cell structure containing metamaterial is presented 

in order to improve the absorption of light. Metamaterial is an artificial material with 

negative electric permittivity and negative magnetic permeability which is used to 

absorb a large amount of the incident light. Finite Difference Time Domain Method is 

used to analyze the proposed waveguide structure.  

We also used MEEP and MATLAB software to run the simulation of the 

proposed waveguide structure. 
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 الملخص

 

تتميز الخلايا الشمسية بقدرتها على توفير طاقة متجددة ونظيفة. يعتمد مبدأ عمل الخلايا 

الشمسية  العديد من  الشمسية على تحويل الطاقة الضوئية إلى طاقة كهربائية. تواجه الخلايا

ئل. مدى الفعالية وذلك مقارنة بغيرها من البداعند التصنيع و يات منها التكلفة  العالية نسبيا  التحد

 يعتمد عليه للحصول على الطاقة. لجعل الخلايا الشمسية مصدرا   مواجهة هذه التحديات مهم جدا  

ق الفرق المحدد. حيث تم م طرباستخدا في هذه الأطروحة قمنا بدراسة التحليل النظري

يضاح أساسيات طريقة الفرق المحدد بالاعتماد على الزمن و طريقة الفرق المحدد بالاعتماد على إ

 التردد.

بدراسة نموذج لتركيب خلية شمسية يحوي مادة فوق العادة وذلك لتحسين  قمنا أيضا  

كل من نفاذيتها الكهربائية امتصاص الضوء. المادة فوق العادة عبارة عن مادة مصنعة بحيث تكون 

 كبر قدر ممكن من الضوء الساقط.أة. هذه المادة تساعد على امتصاص وسماحيتها المغناطيسية  سالب

كذلك قمنا باستخدام برامج حاسوبية لمحاكاة النموذج المدروس ورسم العلاقات بين 

 المتغيرات المدروسة.
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Chapter 1 

1. Review of Solar Cell Structure and Materials 

1.1 Introduction  

Providing enough energy to deal with the increasing demand is one of the 

greatest world issues. Sustainable energy development is multidimensional case with 

environmental, economic, social and political aspects. Pollution and lack of energy 

security are all consequences of using the non-renewable energy sources such as coal, 

oil, natural gas and uranium. Moreover, the big challenge is the energy availability for 

future generations. A promising source of energy which would be able to solve a part of 

the energy crisis for the present and the future is the solar cell. Solar cells provide a 

renewable and clean energy by converting the sunlight to electricity. However, it is 

important to reduce the cost of the solar cell and increase the efficiency in order to be a 

reliable energy source [1].  

 

1.2 Solar Cell Structure 

A solar cell is an electrical device that converts the energy of light into electricity 

by the photovoltaic effect [2, 3]. The photovoltaic effect is the production of current 

caused by the voltage difference across P-N junction, as a consequence of photons 

absorption on the top layer of  N-type material [4]. The N-type material is usually a 

shiny effective material in order to send photons bouncing away before they enter the P-

junction. An anti-reflective coating is used to limit the reflection of sunlight. There are 

also finger-like contacts in the top layer which reduce series resistance. The P-type 

material is layered to a conductive back contact made of aluminum or some alloy. These 

metal contacts and the fingers on the top electrode are made to facilitate plentiful light to 
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enter into the N-type and P-type layer and also a pathway for electrical flow out of 

current. Figure ‎1.1 shows the basic structure of solar cell. 

 

 

Figure ‎1.1: Basic structure of a silicon solar cell [5]  

1.3 Solar Cell Mechanism 

 A photon with energy greater than the bandgap energy (ℎ𝜈 > 𝐸𝑔𝑎𝑝) 

incident on a semiconductor excites electrons from the valence band to 

conduction band which allow for a current to flow. The maximum current density 

is given by the flux of photons with this energy. The excitation of the electron to 

the conductive band causes a hole in the valence band. 

A simple form of a solar cell is a large-area P-N junction. An electron-hole 

pairs are formed from the energy of the incident light. The electron-hole pairs 

separate at the junction, with electron (holes) diffusing across the depletion zone 

to the P-type (N-type) region, where they become thermally free and generate a 

current [6]. 

1.4 Limitations of Solar Cells 

Regardless of the quality of today’s solar cells, the ultimate consumption rate of 

the best of them today can’t exceed the limit of 30% of the sunlight [7]. This can be 

attributed to the fact that the spectrum of sunlight covers a range of around 0.0012 eV to 

4 eV, however, the semi-conductors respond only to part of the sunlight spectrum. 
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Photons will be able to free electrons and create a current if they have the band gap 

energy. Meanwhile, if the energy of the photon is less than material’s band gap, it passes 

through the cell without being absorbed causing a waste in incoming energy. Moreover, 

the surface of the cell always reflects a significant portion of light though the surface 

which is usually texturized and coated with anti-reflective coating. Furthermore, local 

recombination of newly created holes and electrons may cause loss of some energy. 

Finally, some losses of energy are due to manufacturing impurities in solar cells. 

Despite these limitations, solar cells do not reduce emissions or any other 

type of pollution, have no moving parts and require a little maintenance. 

 

1.5 Solar Cell Materials  

The current generated from light incident on P-N junction depends on both 

the mobility of the carriers in material and the exposed surface area of the 

junction. Thus, semiconductor materials with greater charge mobility and lower 

cost are needed.  

a. Silicon: Crystalline and Amorphous  

Nowadays, more than 80% of solar cells produced are crystalline silicon solar 

cells. Where, all of the other 20% are developed as amorphous silicon solar cells.  

Commercially, a crystalline silicon solar cell has achieved efficiencies of as 

much as 16%, while experimentally it has achieved efficiencies of more than 24%. 

These solar cells have proven to be vigorous in their stability and reliability, even when 

they are exposed to hard conditions over many years. 

However, the use of crystalline silicon has many financial disadvantages. The 

complex processing procedures and the requirement of large amounts of high purity 

silicon stock raised the cost of these solar cells. As for the wafer-based cells, the wafer 

sizes are restricted, and it should be externally assembled and connected to attain a large 

surface area. Improving the cost and efficiency of wafer-based solar cells can be 

arranged in either adding an epitaxial layer or dropping amorphous silicon on the wafer 

surface. 
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The deposition of a high-quality epitaxial layer with a proper uniformity has 

provided efficiencies greater than 19%, yet it was hard and costly to implement in the 

market. However, the deposition of the doped amorphous silicon in order to form a 

heterojunction has provided similar efficiencies, along with simplifying the processing. 

Recently, the interest has been shifted from wafer-based silicon solar cells to 

thin-films crystalline silicon. The film thickness is less than 10𝜇𝑚. With the addition of 

hydrogen in the growing crystalline layer, efficient grain-boundary passivation can be 

attained giving the preferred layer properties with grain size more than 1𝜇𝑚. Meanwhile, 

the best efficiencies achieved are just below 10%. 

In the 1970s, a hydrogenated amorphous silicon (A-Si:H) was presented as a 

potential material for semiconductor devices. It has become the first thin-film material to 

enter large-scale production for solar cells. The higher visible spectrum optical 

absorption over crystalline silicon allows for film thickness much less than1𝜇𝑚. 

A-Si:H solar cells are produced with a P-I-N structure in order to reduce 

recombination loses. Furthermore, A-Si:H solar cells have only reached an efficiency of 

13% in the laboratory and 8% commercially. 

Despite being produced by cheaper substrates, A-Si:H  has low efficiency and 

stability issues [1, 8-10].  

 

b. Copper-Indium:Diselenide (CIS) and Copper-Indium:Gallium- 

Diselenide (CIGS)  

Copper-Indium:Diselenide (CIS) and Copper-Indium:Gallium-Diselenide (CIGS) 

are a direct-gap polycrystalline P-type semiconductors. The minimum of the conduction 

band and the maximum of the valence band have the same wave vector which leads to 

achieve a high optical absorption. CIS and CIGS are used in heterojunctions with N-type 

layers. 

In the laboratory, CIS and CIGS have a significantly high efficiency which is 

about 18.8% for polycrystalline thin-films. The high efficiency is caused by the effective 

bandgap between 1.1 to 1.2 eV. 

CIS and CIGS solar cells offer good stability and reliability, except in 

considering heat and humidity. While commercial production of these solar cells is 
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proposed to be significantly cheaper than for wafer-based crystalline silicon solar cells, 

full scale production will face difficulties with the availability and price of Indium [11].  

 

c.  Cadmium Telluride (CdTe)  

Cadmium telluride (CdTe) is a binary compound. CdTe has a direct 

bandgap and high optical absorption, but the bandgap energy is about 1.45eV. 

This causes a higher current densities and higher open-circuit voltage than with 

CIS/CIGS. Their typical efficiencies are 16% in laboratory and 9% commercially. 

Another advantage of CdTe solar cells is the significant enhancement of carrier 

multiplication from CdTe nanocrystals. Carrier multiplication is the process 

where the inelastic scattering of charge carriers and valence electrons generate 

additional electron-hole pairs. 

 However, CdTe is produced from dangerous material (Cd) which 

introduces dangers that requiring strict regulation [12].  

 

d.  Dye-Sensitized 

 Dye-sensitized photovoltaic solar cells have multilayer structure that separates 

the process of light absorption and charge carrier transport. 

 In the laboratory, Dye-sensitized solar cells have achieved an efficiency of about 

10%. However, the electrolytic Dye can suffer from stability issues, particularly outside 

of prescribed temperature range, and additional costs for integrating into series 

connected system [13].  

 

e.  Organic Polymers 

Organic materials could be used to produce photovoltaics. However, it was 

not until the 1990s that conducting organic polymer solar cells were offered an 

efficiency of 2.9%. Recent researches in laboratory achieved efficiencies as high 

as 5%.   
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Organic photovoltaics depend on the illumination of donor and acceptor 

species. This illumination causes the separation of excitons, much like in 

inorganic semiconductors. Organic solar cells are constructed out of several 

organic polymers, usually embedded with fullerene which is acting as acceptor. 

However, the performance of the organic solar cells suffers from several 

issues. One of these issues is the correlation between the separation of the bound   

electron-hole exciton, which is the primary difference between organic and 

inorganic solar cells. Excitons experience stronger correlation in organic 

polymers. The bound state formed by the electron-hole pair gives the charge 

separation a particularity in efficiencies. Furthermore, recent researches work on 

the construction of these polymers in order to increase the light absorption in the 

spectrum of visible light, and also to deal with nonlinear optical properties. 

Even with its infancy and low efficiencies, organic solar cells propose a 

very attractive alternative to inorganic thin-films. Using the organic polymers 

reduces the production cost of solar cells and that is beside the advantage of being 

lightweight and flexible [14, 15].  

 

f.  Nano-Scale Materials 

Nanocrystals can be used as an effective and inexpensive solar cell. 

Controlling the size and shape of nanocrystals allows the customization of 

bandgap through absorption of light across the whole spectrum. The three 

dimension confinement achieves greater impact ionization and results in multiple 

charge carrier creation from a single photon. The confinement raises the density 

of states along the band edge in a given dimension. With this property, and 

control of the inter-crystal spacing, the nanocrystals can act as artificial atoms that 

allow for tuning of discrete electronic states via size regulation [16, 17].  
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g. Metamaterial  

In electromagnetic theory, electric permittivity 𝜺 and magnetic 

permeability 𝝁 are the most important parameters to characterize the 

electromagnetic property of a medium. The permittivity describes how an 

electric field affects, and is affected by the medium. Whereas, the permeability 

describes how a magnetic field affects, and is affected by the medium. And all 

this is determined by the ability of a material to polarize in response to the 

electric and magnetic field, respectively [18]. Figure ‎1.2 shows the material 

parameter space characterized by electric permittivity and magnetic 

permeability. 

 

 

 

Figure ‎1.2: Material parameter space characterized by electric permittivity (ε) and magnetic 

permeability (μ). 
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 Region (I) in the upper right quadrant employs material with simultaneously 

positive permittivity and permeability, which include most dielectric materials. 

Region (II) comprises of metals, ferroelectric materials, and doped 

semiconductors which is able to exhibit negative permittivity at certain 

frequencies. Region (IV) embraces some ferrite materials with negative 

permeability. Region (III) involves material with both negative permittivity and 

permeability. So, this material is called double-negative material due to its double 

negative values of permittivity and permeability. In this material, the directions of 

the electric field (E), the magnetic field (H), and the wave propagation vector (K) 

obey the left-hand rule instead of the right-hand rule in ordinary dielectric 

materials, so it can be called left-handed materials (LHMs). Moreover, when the 

electromagnetic waves propagate on this material, the refraction is reversed. So, 

they are also called negative index material. Furthermore, this material can 

exhibit properties not found in nature, so it called a metamaterial. Where, the 

prefix “meta” means “altered” or “beyond” [19], that is metamaterials can have 

their electromagnetic properties altered to something beyond what had been found 

in nature.      

 

 Brief History of Metamaterial  

In 1968, Victor Veselago theoretically analyzed the propagation of plane 

wave in a material with both negative permittivity 𝜺 and negative permeability 𝝁, 

and that was the first study in this field [20]. 

Pendry et al.[21, 22] suggested and then experimentally proved that a 

composite medium of periodically placed thin metallic wires can act as an 

effective plasma medium for radiation with wavelength much larger than the 

spatial periodicity of the structure. For frequencies lower than a particular 

(plasma) frequency, the thin wire structure therefore displays a negative 

permittivity 𝜺. 



 

9 
 

Smith et al.[23] constructed a metamaterial using the combination of 

periodic rods and split rings. They implemented many experiments in microwave 

range to emphasize its phenomenal prosperities. 

In 2001, Shelby et al[24] were attained the first experimental investigation 

of negative index of refraction.  

Kong [25] studied the interaction of electromagnetic waves with stratified 

isotropic metamaterials. He scrutinized the field solution of guided waves, the 

reflection and transmission beams, and linear and dipole antennas in stratified 

structure of metamaterials. 

In 2003, Engheta [26] demonstrated the theory of metamaterials and their 

electromagnetic properties, possible future applications and physical remarks. 

Chew [27] had analyzed the metamaterial energy conservation property 

and the realistic Sommerfeld Problem of a point source over a metamaterial half 

space and a metamaterial slab. In 2006, Sabah et al[28] presented the reflected 

and transmitted powers resulted from the interaction of electromagnetic waves 

with a metamaterial. They studied the effects of the structure parameter, incidence 

angle, and the frequency on the reflected and transmitted powers for lossless 

metamaterial. The electromagnetic wave propagation though frequency dispersive 

and lossy double negative slab embedded between two different semi-infinite 

media was introduced by Sabah et al[29]. 

 

 Theoretical Aspects 

 Maxwell’s Equations can be used to characterize metamaterial. In order to 

describe metamaterial, a transformation of Maxwell’s Equations need to be 

considered.  

Consider a plane wave propagates in an isotropic, homogenous medium. 

The electric field is 

 𝐄(𝜔, 𝐤) = 𝐄0exp 𝑗(𝐤. 𝐫 − 𝜔. 𝑡) (1.1) 

and the magnetic field is 
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 𝐇(𝜔, 𝐤) = 𝐇0exp 𝑗 (𝐤. 𝐫 − 𝜔. 𝑡) (1.2) 

In case of a free charges space, Maxwell’s Equations in the time domain:  

 𝛁.𝐁 = 0 (1.3) 

 
𝛁 × 𝐄 = −

∂𝐁

∂t
 

(1.4) 

 𝛁.𝐃 = 0 (1.5) 

 
∇ × 𝐇 =

∂𝐃

∂t
 

(1.6) 

and constitutive equations are 

 𝐃 = ε𝐄 = 𝜀0𝜀𝑟𝐄 (1.7) 

 𝐁 = μ𝐇 = 𝜇0𝜇𝑟𝐄 (1.8) 

   

can be simplified into 

 𝐤 × 𝐄 = μω𝐇 (1.9) 

  𝐤 × 𝐇 = −εω𝐄 (1.10) 

where, D is the electric induction, B is the magnetic induction, 𝜀0 is the 

permittivity of vacuum, 𝜇0 is the permeability of vacuum, 𝜀𝑟 is the permittivity of 

the medium and 𝜇𝑟 is the permeability of the medium. 

Since the permittivity and permeability are both negative, Eq. (1.9) and Eq. (1.10) 

change to, 

 𝐤 × 𝐄 = −μω𝐇 (1.11) 

 𝐤 × 𝐇 = εω𝐄 (1.12) 

Metamaterial properties come from its structure rather than from its 

composition. Metamaterials consist of periodically distributed structured 

elements, where the size and space of these elements are much smaller than the 

wavelength of the Electromagnetic (EM) waves. As a consequence, the 

microscopic detail of each individual structure cannot be affected by EM waves. 

These collective of inhomogeneous objects can be characterized by an equivalent 

homogenous material with effective relative permittivity (𝜀r,eff) and permeability 
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(𝜇r,eff)  at the macroscopic level. Moreover, the effective relative permittivity and 

permeability obey the Drude-Lorentz model [18] as  

 
𝜀r,eff(𝜔) = 1 −

𝜔p,eff
2

𝜔(𝜔 + 𝑗𝛾eff)
 

(1.13) 

 
𝜇r,eff(𝜔) = 1 −

𝐹𝜔2

𝜔2 − 𝜔0
2 + 𝑗Γ𝜔

 
(1.14) 

where, 𝜔p,eff  is the effective plasma frequency, 𝜔0 is the resonance frequency, 

𝛾eff  is the damping factor, 𝐹 is the filling ratio of the Split Ring Resonator (SRR), 

and Γ is the damping term. 

The advantage of metamaterial is that both the permittivity (𝜀r,eff) and 

permeability (𝜇r,eff)  can be controlled using an accurately designed structures. 

All the above mentioned are leading to find out the possibilities of design 

and manufacture of a new solar cell waveguide. 
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Chapter 2 

2. Finite Difference Approach 

2.1 Introduction 

Modeling and numerical simulation have grown increasingly as a tool for  

understanding and analyzing any problem in science. The Finite Difference 

approximations for derivative are one of the simplest methods to solve differential 

equation. The beginning of Finite Difference method in numerical application was in 

early 1950s [30] . Since then, many modifications were made on this application.  

2.2 Finite Difference  

Finite-Difference methods approximate the solutions of differential equations by 

replacing derivative expressions with approximately equivalent difference quotients [30-

32]. First, we examine the finite difference approximations for derivatives and then 

examine the accuracy of these approximations. 

Consider a continuous and smooth one dimensional function  𝑓(𝑥),with 

 𝑓1 = 𝑓(−ℎ1) (2.1) 

 𝑓2 = 𝑓(ℎ2) (2.2) 

 𝑓3 = 𝑓(0) (2.3) 

Now, we can write  𝑓1 and 𝑓2 as Taylor series expansions around x=0 as 

 
𝑓1 = 𝑓(−ℎ1) = 𝑓(0) −

1

1!
ℎ1𝑓

(1)(0) +
1

2!
ℎ1
2𝑓(2)(0) −

1

3!
ℎ1
3𝑓(3)(0)

+ 𝒪(ℎ1
4) 

(2.4) 

 
𝑓2 = 𝑓(ℎ2) = 𝑓(0) −

1

1!
ℎ2𝑓

(1)(0) +
1

2!
ℎ2
2𝑓(2)(0) −

1

3!
ℎ2
3𝑓(3)(0)

+ 𝒪(ℎ2
4) 

(2.5) 

where, 𝑓(𝑛) is the 𝑛th derivative defined as 
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𝑓(𝑛)(𝑥) =

𝑑𝑛𝑓(𝑥)

𝑑𝑥𝑛
 (2.6) 

Subtracting Eq. (2.4) from Eq. (2.5), we get an expression for the first derivative 

 
𝑓2 − 𝑓1 = (ℎ2 + ℎ1)𝑓

(1)(0) +
1

2
(ℎ2

2 − ℎ1
2)𝑓(2)(0) + 𝒪(ℎ3) (2.7) 

thus, 

 
𝑓(1)(0) =

𝑓2 − 𝑓1
ℎ2 + ℎ1

+
1

2
(ℎ2 − ℎ1)𝑓

(2)(0) + 𝒪(ℎ2) (2.8) 

From Eq. (2.8), the error caused by approximating the first derivative at x = 0 with 

the differential expression 

 
𝑓(1)(0) =

𝑓2 − 𝑓1
ℎ2 + ℎ1

 (2.9) 

is 𝒪(ℎ2) when ℎ1 = ℎ2 and is  𝒪(ℎ) when ℎ1 ≠ ℎ2 

The error caused by approximating the second derivative with the expression 

 
𝑓(2)(0) =

2

ℎ1ℎ2

ℎ2𝑓1 − (ℎ1 + ℎ2)𝑓3 + ℎ1𝑓2
(ℎ1 + ℎ2)

 (2.10) 

is 𝒪(ℎ2) when ℎ1 = ℎ2 and is  𝒪(ℎ) when ℎ1 ≠ ℎ2. 

From the above discussion, we can conclude that the error reflects the fact that a 

finite part of Taylor series is used in the approximation. 

2.3 Finite Difference Time Domain (FDTD) 

The Finite Difference Time Domain (FDTD) is one of the most effective 

numerical methods in the study of waveguides [33, 34]. As a direct solution to the 

Maxwell’s Equations, FDTD method offers a simple way to model the complex periodic 

structures. 

FDTD method is based on numerically solution of Maxwell’s curl equations. In this 

method, the time and space derivatives are approximated using finite difference 

approximations. While the E and H fields are evaluated iteratively at alternative half-

time steps. 

2.3.1 The Yee Algorithm 

The FDTD algorithm was first proposed by Kane Yee in 1966, and then improved by 

others in early 70s [35]. The algorithm describes the basics of the FDTD model to solve 
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Maxwell’s curl equations in time domain. First, we replace all the derivatives in 

Ampere’s and Faraday’s Laws with finite differences and then discretize space and time 

to keep the electric and magnetic fields  staggered in both space and time. Next step is to 

solve the resulting difference equations to obtain the update equations that express the 

unknown future fields in terms of known previous fields. Thus, we can evaluate the 

magnetic fields and then electric fields one time-step into the future. Now, we need to 

repeat the previous two steps until the fields have been obtained over the desired 

duration. 

Yee used a special grid cell which called Yee cell and it discretizes the three 

dimensional space into cubes. Figure ‎2.1 shows the unit cell of Yee lattice. As can be 

seen from the figure, the electric fields are along the edges of the cube while the 

magnetic fields are located at the center of the cube’s six surfaces. Each unit cell has 

twelve magnetic fields and six electric fields. Since each electric field is shared by the 

adjacent four unit cells, each unit cell possesses three electric fields, namely 

Ex, Ey and Ez. Similar rule applies to magnetic fields and each unit cell possesses three 

magnetic fields, Hx, Hyand Hz. In a three dimension point of view, each magnetic field H 

is surrounded by four circulating electric field  E fields, which interprets the Ampere’s 

Law. Similarly, every electric field E is surrounded by four circulating magnetic field H 

fields, representing the Faraday’s Law. 
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Figure ‎2.1: The unit cell of Yee lattice 

2.3.2 Discretization of Electromagnetic Waves  

The time-dependent Maxwell’s curl equations are 

 
−𝜇

𝜕𝑯

𝜕𝑡
= 𝛁 × 𝑬 (2.11) 

 
𝜀
𝜕𝑬

𝜕𝑡
= 𝛁 × 𝑯 (2.12) 

In the three-dimensional case, Eq. (2.11) and Eq. (2.12) can be converted into 

three scalar equations, forming six scalar equations in total 

 
−𝜇

𝜕𝐻𝑥
𝜕𝑡

=
𝜕𝐸𝑧
𝜕𝑦

−
𝜕𝐸𝑦

𝜕𝑧
 (2.13) 

 
−𝜇

𝜕𝐻𝑦

𝜕𝑡
=
𝜕𝐸𝑥
𝜕𝑧

−
𝜕𝐸𝑧
𝜕𝑥

 (2.14) 

 
−𝜇

𝜕𝐻𝑧
𝜕𝑡

=
𝜕𝐸𝑦

𝜕𝑥
−
𝜕𝐸𝑥
𝜕𝑦

 (2.15) 

 
𝜀
𝜕𝐸𝑥
𝜕𝑡

=
𝜕𝐻𝑧
𝜕𝑦

−
𝜕𝐻𝑦

𝜕𝑧
 (2.16) 

 
𝜀
𝜕𝐸𝑦

𝜕𝑡
=
𝜕𝐻𝑥
𝜕𝑧

−
𝜕𝐻𝑧
𝜕𝑥

 (2.17) 
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𝜀
𝜕𝐸𝑧
𝜕𝑡

=
𝜕𝐻𝑦

𝜕𝑥
−
𝜕𝐻𝑥
𝜕𝑦

 (2.18) 

For a function F of space and time, it can be discretized as 

 𝑓(𝑥, 𝑦, 𝑧, 𝑡) = 𝑓(𝑖∆𝑥, 𝑗∆𝑦, 𝑘∆𝑧, 𝑛∆𝑡) = 𝑓𝑛(𝑖, 𝑗, 𝑘) (2.19) 

where, ∆𝑥, ∆𝑦 and ∆𝑧 are the space discretization, and ∆𝑡 is the time step. Now, using 

the central difference approximation 

 
𝜕𝑓(𝑥, 𝑦, 𝑧, 𝑡)

𝜕𝑥
≈
𝑓𝑛 (𝑖 +

1
2 , 𝑗, 𝑘) − 𝑓

𝑛 (𝑖 −
1
2 , 𝑗, 𝑘)

∆𝑥
 

(2.20) 

 
𝜕𝑓(𝑥, 𝑦, 𝑧, 𝑡)

𝜕𝑦
≈
𝑓𝑛 (𝑖, 𝑗 +

1
2 , 𝑘) − 𝑓

𝑛 (𝑖, 𝑗 −
1
2 , 𝑘)

∆𝑦
 (2.21) 

 
𝜕𝑓(𝑥, 𝑦, 𝑧, 𝑡)

𝜕𝑧
≈
𝑓𝑛 (𝑖, 𝑗, 𝑘 +

1
2) − 𝑓

𝑛 (𝑖, 𝑗, 𝑘 −
1
2)

∆𝑧
 

(2.22) 

 𝜕𝑓(𝑥, 𝑦, 𝑧, 𝑡)

𝜕𝑡
≈
𝑓𝑛+

1
2(𝑖, 𝑗, 𝑘) − 𝑓𝑛−

1
2(𝑖, 𝑗, 𝑘)

∆𝑡
 (2.23) 

   

The three dimension finite difference time domain expressions for the Eqs. 

(2.13)- (2.18) respectively are 

 
𝐻𝑥
𝑛+

1
2 (𝑖, 𝑗 +

1

2
, 𝑘 +

1

2
)

= 𝐻𝑥
𝑛−

1
2 (𝑖, 𝑗 +

1

2
, 𝑘 +

1

2
)

−
∆𝑡

𝜇∆𝑦
[𝐸𝑧

𝑛 (𝑖, 𝑗 + 1, 𝑘 +
1

2
) − 𝐸𝑧

𝑛 (𝑖, 𝑗, 𝑘 +
1

2
)]

+
∆𝑡

𝜇∆𝑧
[𝐸𝑦

𝑛 (𝑖, 𝑗 +
1

2
, 𝑘 + 1) − 𝐸𝑦

𝑛(𝑖, 𝑗 +
1

2
, 𝑘)] 

(2.24) 

 
         𝐻𝑦

𝑛+
1
2 (𝑖 +

1

2
, 𝑗, 𝑘 +

1

2
)

= 𝐻𝑦
𝑛−

1
2 (𝑖 +

1

2
, 𝑗, 𝑘 +

1

2
)

−
∆𝑡

𝜇∆𝑧
[𝐸𝑥

𝑛 (𝑖 +
1

2
, 𝑗, 𝑘 + 1) − 𝐸𝑥

𝑛 (𝑖 +
1

2
, 𝑗, 𝑘)]

+
∆𝑡

𝜇∆𝑥
[𝐸𝑧

𝑛 (𝑖 + 1, 𝑗, 𝑘 +
1

2
) − 𝐸𝑧

𝑛(𝑖, 𝑗, 𝑘 +
1

2
)] 

(2.25) 
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𝐻𝑧
𝑛+

1
2 (𝑖 +

1

2
, 𝑗 +

1

2
, 𝑘)

= 𝐻𝑧
𝑛−

1
2 (𝑖 +

1

2
, 𝑗 +

1

2
, 𝑘)

−
∆𝑡

𝜇∆𝑥
[𝐸𝑦

𝑛 (𝑖 + 1, 𝑗 +
1

2
, 𝑘) − 𝐸𝑦

𝑛 (𝑖, 𝑗 +
1

2
, 𝑘)]

+
∆𝑡

𝜇∆𝑦
[𝐸𝑥

𝑛 (𝑖 +
1

2
, 𝑗 + 1, 𝑘) − 𝐸𝑥

𝑛(𝑖 +
1

2
, 𝑗, 𝑘)] 

(2.26) 

    𝐸𝑥
𝑛+1

(𝑖 +
1
2
, 𝑗, 𝑘)

= 𝐸𝑥
𝑛
(𝑖 +

1
2
, 𝑗, 𝑘)

+
∆𝑡
𝜀∆𝑦

[𝐻𝑧
𝑛+1
2 (𝑖 +

1
2
, 𝑗 +

1
2
, 𝑘)−𝐻𝑧

𝑛+1
2 (𝑖 +

1
2
, 𝑗 −

1
2
,𝑘)]

−
∆𝑡
𝜀∆𝑧

[𝐻𝑦
𝑛+1
2 (𝑖 +

1
2
, 𝑗, 𝑘 +

1
2
)−𝐻𝑦

𝑛+1
2(𝑖 +

1
2
, 𝑗, 𝑘−

1
2
)] 

(2.27) 

 𝐸𝑦
𝑛+1 (𝑖, 𝑗 +

1

2
, 𝑘)

= 𝐸𝑦
𝑛 (𝑖, 𝑗 +

1

2
, 𝑘)

+
∆𝑡

𝜀∆𝑧
[𝐻𝑥

𝑛+
1
2 (𝑖, 𝑗 +

1

2
, 𝑘 +

1

2
) − 𝐻𝑥

𝑛+
1
2 (𝑖, 𝑗 +

1

2
, 𝑘 −

1

2
)]

−
∆𝑡

𝜀∆𝑥
[𝐻𝑧

𝑛+
1
2 (𝑖 +

1

2
, 𝑗 +

1

2
, 𝑘) − 𝐻𝑧

𝑛+
1
2(𝑖 −

1

2
, 𝑗 +

1

2
, 𝑘)] 

(2.28) 

 𝐸𝑧
𝑛+1 (𝑖, 𝑗, 𝑘 +

1

2
) = 𝐸𝑧

𝑛 (𝑖, 𝑗, 𝑘 +
1

2
)

+  
∆𝑡

𝜀∆𝑥
[𝐻𝑦

𝑛+
1
2 (𝑖 +

1

2
, 𝑗, 𝑘 +

1

2
) − 𝐻𝑦

𝑛+
1
2 (𝑖 −

1

2
, 𝑗, 𝑘 +

1

2
)]

−
∆𝑡

𝜀∆𝑦
[𝐻𝑥

𝑛+
1
2 (𝑖, 𝑗 +

1

2
, 𝑘 +

1

2
) − 𝐻𝑥

𝑛+
1
2(𝑖, 𝑗 −

1

2
, 𝑘 +

1

2
)] 

(2.29) 

 

2.3.3 Boundary Conditions 

In numerical modeling, it’s not possible to handle an open region problem directly 

since the data storage in a computer is limited by the size of memory. To solve this 

problem, an Absorbing Boundary Conditions (ABCs) is used to limit the computational 

domain. 

The ABCs can be divided into two different categories, the first one derived from 

differential equations and the second one is based on the use of absorbing material. 
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The most widely used ABCs  in the first category is the one derived by Engquist 

and Majda with discretization given by Mur [36, 37]. It is based on an approximation of 

the outgoing wave equation being expressed using a Taylor approximation. 

The material-based ABCs are realized by surrounding the computational domain                   

with a lossy material that dampens the outgoing fields. 

Here, we discuss Mur’s second-order ABC and Berenger’s Perfect Matched layers 

(PMLs). 

a.  Mur’s Absorbing Boundary Conditions (ABCs) 

Engquist and Majda derived a theory for one-way wave equations that describes 

wave propagation only in specified directions. For example, consider the two- 

dimensional wave equation in Cartesian coordinates 

 𝜕2𝑈

𝜕𝑥2
+
𝜕2𝑈

𝜕𝑦2
−
1

𝑐2
𝜕2𝑦

𝜕𝑡2
= 0 (2.30) 

where, U  is a scalar field component and c is the phase velocity of  the wave. 

We define the partial differential operator as 

 
𝐿 =  

𝜕2

𝜕𝑥2
+
𝜕2

𝜕𝑦2
−
1

𝑐2
𝜕2

𝜕𝑡2
= 𝐷𝑥

2 + 𝐷𝑦
2 +

1

𝑐2
𝐷𝑡
2 (2.31) 

Using operator L to write the wave equation 

 𝐿𝑈 = 𝐿+𝐿−𝑈 = 0 (2.32) 

where,  𝐿− and  𝐿+ are the factors of the wave operator L, defined as 

 
𝐿− = 𝐷𝑥 − 

𝐷𝑡
𝑐
√1 − 𝑠2 (2.33) 

and 

 
𝐿+ = 𝐷𝑥 + 

𝐷𝑡
𝑐
√1 − 𝑠2 (2.34) 

where,   

 
𝑠 =

𝐷𝑦

𝐷𝑡 𝑐⁄
 (2.35) 

Using the Second-Order Taylor Series Expansion to approximate the square-root 

function in Eqs. (2.33) and (2.34), we have  

 √1 − 𝑠2 ≅ 1 −
1

2
𝑠2 (2.36) 
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Substituting Eq. (2. 36) into Eq. (2.33) and Eq. (2.34), we obtain 

 
𝐿+ ≈ 𝐷𝑥 + 

𝐷𝑡
𝑐
[1 −

1

2
(
𝑐𝐷𝑦

𝐷𝑡
)
2

] = 𝐷𝑥 − 
𝐷𝑡
𝑐
+
𝑐𝐷𝑦

2

2𝐷𝑡
 (2.37) 

 
𝐿− ≈ 𝐷𝑥 − 

𝐷𝑡
𝑐
[1 −

1

2
(
𝑐𝐷𝑦

𝐷𝑡
)
2

] = 𝐷𝑥 + 
𝐷𝑡
𝑐
+
𝑐𝐷𝑦

2

2𝐷𝑡
 

(2.38) 

 

Now, substituting Eq. (2.38) into Eq. (2.32) 

 
(𝐷𝑥 + 

𝐷𝑡
𝑐
+
𝑐𝐷𝑦

2

2𝐷𝑡
)(𝐷𝑥 − 

𝐷𝑡
𝑐
+
𝑐𝐷𝑦

2

2𝐷𝑡
)  𝑈 = 0 (2.39) 

Multiplying by 𝐷𝑡 

 
(𝐷𝑥𝐷𝑡 + 

𝐷𝑡
2

𝑐
+
𝑐𝐷𝑦

2

2𝐷𝑡
2)(𝐷𝑥𝐷𝑡 − 

𝐷𝑡
2

𝑐
+
𝑐𝐷𝑦

2

2𝐷𝑡
2)𝑈 = 0 (2.40) 

Mur used a simple central-difference scheme in the Yee’s space with spatial 

increments ∆x and ∆y and the time with time step ∆t domain. 

 𝜕2𝑈|1
2
,𝑗

𝑛

𝜕𝑥𝜕𝑡
=  

1

2∆𝑡
[(
𝑈|1,𝑗

𝑛+1 − 𝑈|0,𝑗
𝑛+1

∆𝑥
) − (

𝑈|1,𝑗
𝑛−1 − 𝑈|0,𝑗

𝑛−1

∆𝑥
)] (2.41) 

The discretized version of the tangential field under discretization at the boundary is 

calculated as follows 

 
𝑈|0,𝑗

𝑛+1 = −𝑈|1,𝑗
𝑛−1 +

𝑐∆𝑡 − ∆

𝑐∆𝑡 + ∆
(𝑈|1,𝑗

𝑛+1 + 𝑈|0,𝑗
𝑛−1)

+
2∆

𝑐∆𝑡 + ∆
(𝑈|1,𝑗

𝑛 + 𝑈|0,𝑗
𝑛 )

+
(𝑐∆𝑡)2

2∆(𝑐∆𝑡 + ∆)
(𝑈|0,𝑗+1

𝑛 − 2𝑈|0,𝑗
𝑛 + 𝑈|0,𝑗−1

𝑛 )

+
(𝑐∆𝑡)2

2∆(𝑐∆𝑡 + ∆)
(𝑈|1,𝑗+1

𝑛 − 2𝑈|1,𝑗
𝑛 + 𝑈|1,𝑗−1

𝑛 ) 

(2.42) 

Assuming ∆𝑥 = ∆𝑦 = ∆ . Eq. (2.42) represents a Second-Order Mur ABC at the 

boundary x = 0. 

The disadvantage of using the Second-Order Mur condition is in addition to use 

the previous field values at time step (n), prior values at time step (n-1) are required and 

thus must be stored in memory during the simulation. 

 



 

20 
 

b.  Perfect Matched Layers (PMLs  (  

The PML is typically pertinent to the continuous world. In continuous world the 

PML should indeed work perfectly for all incident angles and for all frequencies. There 

are different PML formulations. All PML’s act as a lossy material which is used to 

absorb the fields traveling away from the interior of the grid. 

The PML was originally proposed by Berenger in 1994 [38, 39]. He splits each 

field component into two parts to create anisotropic (non-physical) medium with the  

required phase velocity and conductivity to eliminate reflections at an interface between 

a PML and non-PML region. The actual field components were the sum of these two 

parts. Since Berenger first paper, others have described PML’s using different 

approaches as Chew et al[40]. 

Using the Cartesian Coordinate, the six field components yield twelve 

subcomponents, denoted by Exy, Exz, Eyx, Eyz, , Ezx, Ezy, Hxy, Hxz, Hyx, Hyz, Hzx and Hzy. 

To get the actual field, we sum these components, for example 

 𝐸𝑧 = 𝐸𝑧𝑥 + 𝐸𝑧𝑦 (2.43) 

Now using these components, Maxwell’s equations can be replaced by the 

following twelve equations, 

 
𝜀
𝜕𝐸𝑥𝑦

𝜕𝑡
+ 𝜎𝑦𝐸𝑥𝑦 =

𝜕(𝐻𝑧𝑥 + 𝐻𝑧𝑦)

𝜕𝑦
 (2.44) 

 
𝜀
𝜕𝐸𝑥𝑧
𝜕𝑡

+ 𝜎𝑧𝐸𝑥𝑧 = −
𝜕(𝐻𝑦𝑧 + 𝐻𝑦𝑥)

𝜕𝑧
 (2.45) 

 
𝜀
𝜕𝐸𝑦𝑧

𝜕𝑡
+ 𝜎𝑧𝐸𝑦𝑧 =

𝜕(𝐻𝑥𝑦 + 𝐻𝑥𝑧)

𝜕𝑧
 (2.46) 

 
𝜀
𝜕𝐸𝑦𝑥

𝜕𝑡
+ 𝜎𝑥𝐸𝑦𝑥 = −

𝜕(𝐻𝑧𝑥 + 𝐻𝑧𝑦)

𝜕𝑥
 (2.47) 

 
𝜀
𝜕𝐸𝑧𝑥
𝜕𝑡

+ 𝜎𝑥𝐸𝑧𝑥 =
𝜕(𝐻𝑦𝑧 + 𝐻𝑦𝑥)

𝜕𝑥
 (2.48) 

 
𝜀
𝜕𝐸𝑧𝑦

𝜕𝑡
+ 𝜎𝑦𝐸𝑧𝑦 = −

𝜕(𝐻𝑥𝑦 + 𝐻𝑥𝑧)

𝜕𝑦
 (2.49) 

 
𝜇
𝜕𝐻𝑥𝑦

𝜕𝑡
+ 𝜎𝑦

∗𝐻𝑥𝑦 = −
𝜕(𝐸𝑧𝑥 + 𝐸𝑧𝑦)

𝜕𝑦
 (2.50) 
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𝜇
𝜕𝐻𝑥𝑧
𝜕𝑡

+ 𝜎𝑧
∗𝐻𝑥𝑧 =

𝜕(𝐸𝑦𝑧 + 𝐸𝑦𝑥)

𝜕𝑧
 (2.51) 

 
𝜇
𝜕𝐻𝑦𝑧

𝜕𝑡
+ 𝜎𝑧

∗𝐻𝑦𝑧 = −
𝜕(𝐸𝑥𝑦 + 𝐸𝑥𝑧)

𝜕𝑧
 (2.52) 

 
𝜇
𝜕𝐻𝑦𝑥

𝜕𝑡
+ 𝜎𝑥

∗𝐻𝑦𝑥 =
𝜕(𝐸𝑧𝑥 + 𝐸𝑧𝑦)

𝜕𝑥
 (2.53) 

 
𝜇
𝜕𝐻𝑧𝑥
𝜕𝑡

+ 𝜎𝑥
∗𝐻𝑧𝑥 = −

𝜕(𝐸𝑦𝑧 + 𝐸𝑦𝑥)

𝜕𝑥
 (2.54) 

 
𝜇
𝜕𝐻𝑧𝑦

𝜕𝑡
+ 𝜎𝑦

∗𝐻𝑧𝑦 =
𝜕(𝐸𝑥𝑦 + 𝐸𝑥𝑧)

𝜕𝑦
 (2.55) 

where, the parameters (σx, σy, σz, σx
∗ , σy

∗ , σz
∗) are homogeneous electric and 

magnetic conductivities. 

 Applying the central difference approximation to the temporal and spatial partial 

differential operator in order to get the relevant FDTD equations incorporating the PML 

absorbing boundary conditions. For example, Eq. (2.44) becomes 

 

𝐸𝑥𝑦
𝑛+

1
2(𝑖, 𝑗, 𝑘) =

1
∆𝑡 −

𝜎𝑦
2𝜀

1
∆𝑡 +

𝜎𝑦
2𝜀

𝐸𝑥𝑦
𝑛−

1
2(𝑖, 𝑗, 𝑘)

+
1

(
1
∆𝑡 +

𝜎𝑦
2𝜀) . 𝜀∆𝑦

[𝐻𝑧𝑥
𝑛 (𝑖, 𝑗 + 1, 𝑘)

− 𝐻𝑧𝑥
𝑛 (𝑖, 𝑗, 𝑘)+𝐻𝑧𝑦

𝑛 (𝑖, 𝑗 + 1, 𝑘) − 𝐻𝑧𝑦
𝑛 (𝑖, 𝑗, 𝑘)] 

(2.56) 

The PMLs is an isotropic and constructed in such a way without any loss in the 

direction tangential to the interface between the lossless region and the PMLs. However, 

in the PMLs there is always loss in the direction normal to the interface.  

The PML scheme suppresses reflections better than Mur’s ABC does. However, 

Mur’s condition is easier to use. 

2.3.4 Stability Conditions 

In FDTD method, the choice of space increment ∆𝑥 and the time step ∆𝑡 can affect 

the velocity of propagation of numerical waves in finite difference grid approximation, 

and therefore the numerical error. Here, the stability conditions using the one 

dimensional scalar Helmhotz equation will be discussed. 
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 𝜕2𝑈

𝜕𝑥2
− 𝜀𝜇

𝜕2𝑈

𝜕𝑡2
= 0 (2.57) 

where,  U is the one dimension  wave function that designates the time-dependent field. 

Using 𝛽𝑥 as the x-directed propagation constant, we express this wave function as 

 𝑈(𝑥, 𝑡) = exp(𝑗𝛽𝑥𝑥) exp(𝛼𝑡) (2.58) 

 𝑈(𝑥, 𝑡) = exp(𝑗𝛽𝑥𝑝∆𝑥) exp(𝛼𝑛∆𝑡) (2.59) 

 𝑈(𝑥, 𝑡) = exp(𝑗𝛽𝑥𝑝∆𝑥) ξ
𝑛 (2.60) 

where, ξ𝑛 = exp(𝛼𝑛∆𝑡). 

Now, if the field U is stable, ξ must satisfy the condition  

 |ξ| ≤ 1 (2.61) 

Substituting Eq. (2.60) into Eq. (2.57), we get 

 1

(∆𝑥)2
{𝑒𝑥𝑝[𝑗𝛽𝑥(𝑝 + 1)∆𝑥]ξ

𝑛 − 2𝑒𝑥𝑝[𝑗𝛽𝑥𝑝∆𝑥]ξ
𝑛

+ 𝑒𝑥𝑝[𝑗𝛽𝑥(𝑝 − 1)∆𝑥]ξ
𝑛}

−
𝜀𝜇

(∆𝑡)2
{𝑒𝑥𝑝[𝑗𝛽𝑥𝑝∆𝑥]ξ

𝑛+1 − 2𝑒𝑥𝑝[𝑗𝛽𝑥𝑝∆𝑥]ξ
𝑛

+ 𝑒𝑥𝑝[𝑗𝛽𝑥𝑝∆𝑥]ξ
𝑛−1} = 0 

(2.62) 

Dividing Eq. (2.62) by 𝑒𝑥𝑝[𝑗𝛽𝑥𝑝∆𝑥]ξ
𝑛, 

 1

(∆𝑥)2
{𝑒𝑥𝑝[𝑗𝛽𝑥∆𝑥] − 2 + 𝑒𝑥𝑝[−𝑗𝛽𝑥∆𝑥]} −

𝜀𝜇

(∆𝑡)2
{𝜉 − 2 + 𝜉−1} = 0 (2.63) 

Dividing Eq. (2.63) by  
𝜀𝜇

(∆𝑡)2𝜉
 , 

 (∆𝑡)2𝜉

𝜀𝜇
.
1

(∆𝑥)2
{𝑒𝑥𝑝[𝑗𝛽𝑥∆𝑥] − 2 + 𝑒𝑥𝑝[−𝑗𝛽𝑥∆𝑥]} − {𝜉

2 − 2𝜉 + 1} = 0 (2.64) 

Considering,  

 {𝑒𝑥𝑝[𝑗𝛽𝑥∆𝑥] − 2 + 𝑒𝑥𝑝[−𝑗𝛽𝑥∆𝑥]}

= 2(cos(𝛽𝑥∆𝑥) − 1) = −4 sin
2(𝛽𝑥

∆𝑥

2
) 

(2.65) 

we get, 

 
{𝜉2 − 2𝜉 + 1} + (

4(∆𝑡)2

𝜀𝜇(∆𝑥)2
sin2 (𝛽𝑥

∆𝑥

2
)) 𝜉 = 0 (2.66) 
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𝜉2 − 2𝜉 (1 −

2(∆𝑡)2

𝜀𝜇(∆𝑥)2
sin2 (𝛽𝑥

∆𝑥

2
)) + 1 = 0 (2.67) 

Let us defined a parameter 𝐴, as 

 
𝐴 = 1 −

2(∆𝑡)2

𝜀𝜇(∆𝑥)2
sin2 (𝛽𝑥

∆𝑥

2
) (2.68) 

Thus, Eq. (2.67) becomes, 

 𝜉2 − 2𝜉𝐴 + 1 = 0 (2.69) 

The roots of Eq. (2.69) are  

 𝜉1 = 𝐴 + √𝐴2 − 1 (2.70) 

 𝜉2 = 𝐴 − √𝐴2 − 1 (2.71) 

According to Eq. (2.61) and since sin2 𝜃 ≥ 0, we get the relation  

 
𝐴 = 1 −

2(∆𝑡)2

𝜀𝜇(∆𝑥)2
sin2 (𝛽𝑥

∆𝑥

2
) ≤ 1 (2.72) 

Now, the stability condition can be specify in terms of  𝐴 

Case (1):    𝐴 < −1 

According to Eq. (2.72), and since  1 < |𝜉2| , the field is unstable. 

Case (2):    −1 ≤ 𝐴 ≤ 1 

Since 𝜉1 and 𝜉2 can be expressed as 

 𝜉1 = 𝐴 +√𝐴2 − 1 = 𝐴 + 𝑗√1 − 𝐴2 (2.73) 

 𝜉2 = 𝐴 − √𝐴2 − 1 = 𝐴 − 𝑗√1 − 𝐴2 (2.74) 

then, 

 |𝜉1| = |𝜉2| = 𝐴2 + 1 − 𝐴2 = 0 (2.75) 

Thus, the field is stable when 

 −1 ≤ 𝐴 ≤ 1          (2.76) 

Now, from Eq. (2.68)  

 
−1 ≤ −

2(∆𝑡)2

𝜀𝜇(∆𝑥)2
sin2 (𝛽𝑥

∆𝑥

2
) + 1 ≤ 1 (2.77) 

from Eq. (2.72) the relation between the center terms and the right-hand term is always 

satisfied, so we have to consider only the left-hand term and center term 
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−1 ≤ −

2(∆𝑡)2

𝜀𝜇(∆𝑥)2
sin2 (𝛽𝑥

∆𝑥

2
) + 1 (2.78) 

Considering the case in which the right-hand side reaches its maximum, that is 

when sin2(0) = 1 

 
−1 ≤ −

2(∆𝑡)2

𝜀𝜇(∆𝑥)2
+ 1 (2.79) 

Subtract (-1) from each sides 

 
−2 ≤ −

2(∆𝑡)2

𝜀𝜇(∆𝑥)2
 (2.80) 

Thus, we get 

 
1 ≥

(∆𝑡)2

𝜀𝜇(∆𝑥)2
 (2.81) 

and therefore 

 
𝜀𝜇 (

1

(∆𝑥)2
)
−1

≥ (∆𝑡)2 (2.82) 

Now, we can rewrite this relation as the restriction on the time step ∆𝑡 

 
∆𝑡 ≤ √𝜀𝜇 (

1

(∆𝑥)2
)
−1 2⁄

=
√𝜀𝑟𝜇𝑟
𝑐0

(
1

(∆𝑥)2
)
−1 2⁄

=
1

𝑣
(

1

(∆𝑥)2
)
−1 2⁄

 (2.83) 

where, 𝜇𝑟 = 1, ∆𝑥 is the spatial discretization width and ∆𝑡 is the time step and 𝑐0,  𝜀𝑟 

and 𝑣 = 𝑐0/√ 𝜀𝑟 are respectively the velocity of the light in the vacuum, the relative 

permittivity of the medium, and velocity of the light in the medium. 

For a three dimension structure, the corresponding restriction is 

 
∆𝑡 ≤  

1

𝑣
(

1

(∆𝑥)2
+

1

(∆𝑦)2
+

1

(∆𝑧)2
)
−1 2⁄

 (2.84) 

According to Eq. (2.84), the time step ∆𝑡 must be bounded in order to avoid numerical 

instability. Numerical instability is an undesirable possibility with explicit numerical 

differential equation solvers that can cause the computed results to spuriously increase 

without limit as time-marching continues.  

2.4 Finite Difference Frequency Domain (FDFD)  

The Finite Difference Frequency Domain (FDFD) is a numerical solution for 

problems in electromagnetics which operates in the frequency domain [41-45]. The 
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FDFD method is based on finite-difference approximations of the derivative operators in 

the differential equation being solved. Because the method uses the frequency domain 

equations, the results yield only a single-frequency, steady-state solution. FDFD 

maintains the spatial features of FDTD method, but removes time stepping. 

2.4.1 FDFD from Maxwell’s Equations 

Using the differential form of Ampere’s Law and Faraday’s Law in frequency 

domain are given as 

  Ampere’s Law                  𝑗𝜔𝜇𝑯 = −𝛁 × 𝐄 (2.85) 

 Faraday’s Law                    𝑗𝜔𝜀𝑬 = 𝛁 × 𝐇 (2.86) 

    Consider a one dimension case, for x-directed propagation and E polarized along y-

direction are 

 
𝑗𝜔𝜇𝐻𝑧 = −

𝜕E𝑦

𝜕𝑥
 (2.87) 

 
𝑗𝜔𝜀𝐸𝑦 = −

𝜕H𝑧
𝜕𝑥

 (2.88) 

Discretizing using the Leapfrog Method [46], we have the finite difference equations 

 
𝑗𝜔𝜇𝐻𝑧|𝑖+1

2
= −

E𝑦|𝑖+1 − E𝑦|𝑖

Δ𝑥
 (2.89) 

 
𝑗𝜔𝜀E𝑦|𝑖 = −

𝐻𝑧|𝑖+1
2
− 𝐻𝑧|𝑖−1

2

Δ𝑥
 (2.90) 

Now, Eq. (2.89) and Eq. (2.90) can be written as a simple linear system as 

 𝐴ℎ𝐻𝑧|𝑖+1
2
+ E𝑦|𝑖+1 − E𝑦|𝑖 = 0 (2.91) 

 𝐴𝑒E𝑦|𝑖 + 𝐻𝑧|𝑖+1
2
− 𝐻𝑧|𝑖−1

2
= 0 (2.92) 

where, 𝐴ℎ = 𝑗𝜔𝜇∆𝑥 and 𝐴𝑒 = 𝑗𝜔𝜀∆𝑥.The FDFD method is useful when the source 

wave can be approximated by a single frequency. 
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Chapter 3 

3. Plasmonic Thin Film Solar Cell 

3.1 Introduction 

In this chapter, a plasmonic thin-film solar cell with the periodic strip structure is 

studied. The optical design of the device structure is important for optimizing the 

performance for thin-film SCs.  

Figure ‎3.1shows the schematic diagram of a solar structure model with the 

textured back reflector (BR) and the antireflection (AR) coatings. As a light-trapping 

configuration, the textured BRs are proposed for extending the optical path length [47-

49]. However, the configuration might suffer from the back surface recombination loss. 

The textured AR coating is used to reduce the reflection of light at the top surface of the 

SCs [50]. However, the AR coating cannot employ the sufficient light concentration. So, 

a better light trapping and concentration schemes are needed for improving the 

efficiency of SCs. 

 

Figure ‎3.1: The schematic diagram of a solar cell structure[51]. 
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 Surface Plasmon Resonances (SPRs) are the collective oscillation of the free 

electrons that are restricted to surfaces and interact with light producing a polariton [52]. 

SPRs occur at the interface between a dielectric with the positive dielectric constant 𝜀𝑟
𝑑 

and a metal with the negative dielectric constant𝜀𝑟
𝑚. However, SPRs only exist when 

Re(−𝜀𝑟
𝑚 > 𝜀𝑟

𝑑) is satisfied [53, 54]. Moreover, in order to excite the SPRs by light, it is 

required a coupling technique that providing a wavevector mismatch [55-60].  

Maxwell’s equations will be solved in order to describe the propagation and 

scattering of sunlight within the solar cell. The Finite Different Frequency Domain 

method (FDFD) is used to discretize the inhomogeneous wave function for modeling the 

plasmonic thin-film solar cell [61-63]. 

3.2 Theoretical Modeling 

A two-dimensional plasmonic thin-film silicon structure with a p-polarized 

incident light with the electromagnetic component of 𝐻𝑧 , 𝐸𝑥 and𝐸𝑦. The exp (𝑗𝜔𝑡) time 

convention is used. For the solar cells, all materials are non-magnetic (i.e. 𝜇𝑟 = 1). SPRs 

are excited by the metallic periodic nanostructures and subwavelength scatterers. The 

unit cell of the plasmonic thin film solar cell is shown in Figure ‎3.2. 

 

Figure ‎3.2: The unit cell of the plasmonic thin-film solar cell [51]. 
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The structure contains four layers which include indium tin oxide (ITO), 

absorbing materials, Au electrodes, and substrate with thickness of  𝑑1, 𝑑2, 𝑑3, and 𝑑4, 

respectively. The distance between the two adjacent strips is 𝑑5 and the periodicity is P. 

The PML and the Mur absorbing boundary conditions are imposed at the top and the 

bottom of the solar cell structure. The periodic boundary conditions (PBC) are employed 

at the left and right sides of the unit cell. Figure ‎3.3 shows the inhomogeneous material 

treatment. Where, the squares denote the five differences nodes. The center square is 

enclosed by the four rectangular regions with varies dielectric constants [51].  

 

 

Figure ‎3.3: The inhomogeneous material treatment. 

 

3.2.1 Finite Difference Equations 

 For the two dimension isotropic and inhomogeneous media, the wave equation of 

the total field 𝐻𝑧
𝑡 is given by [64] 
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 𝜕

𝜕𝑥
(

1

𝜀𝑟(𝑥, 𝑦)

𝜕𝐻𝑧
𝑡

𝜕𝑥
) +

𝜕

𝜕𝑦
(

1

𝜀𝑟(𝑥, 𝑦)

𝜕𝐻𝑧
𝑡

𝜕𝑦
) + 𝑘0

2𝐻𝑧
𝑡 = 0 (3.1) 

where, 𝜀𝑟(𝑥, 𝑦) is the complex dielectric constant,  𝑘0
2 is the wave number of free space. 

Using the Second-Order central differences, we get 

 𝜕

𝜕𝑥
(

1

𝜀𝑟(𝑥, 𝑦)

𝜕𝐻𝑧
𝑡

𝜕𝑥
)

=
1

∆𝑥
(
𝐻𝑧
𝑡(𝑖 + 1, 𝑗) − 𝐻𝑧

𝑡(𝑖, 𝑗)

𝜀𝑟 (𝑖 +
1
2 , 𝑗) ∆𝑥

−
𝐻𝑧
𝑡(𝑖, 𝑗) − 𝐻𝑧

𝑡(𝑖 − 1, 𝑗)

𝜀𝑟 (𝑖 −
1
2 , 𝑗) ∆𝑥

)+ 𝒪(∆𝑥
2) 

(3.2) 

where,  ∆𝑥is the spatial step in the x-direction. Now dielectric constants can be averaged 

as 

 1

𝜀𝑟(𝑖 +
1
2 , 𝑗)

≈
1

2
(
1

𝜀𝑟1
+
1

𝜀𝑟4
) (3.3) 

 1

𝜀𝑟(𝑖 −
1
2 , 𝑗)

≈
1

2
(
1

𝜀𝑟2
+
1

𝜀𝑟3
) (3.4) 

where, the subscript 1, 2, 3, and 4 refer to the small rectangular regions as shown in 

Figure ‎3.3. 

Using the notations of  

 𝛟𝟏 = 𝐻𝑧
𝑡(𝑖, 𝑗 − 1) (3.5) 

 𝛟𝟐 = 𝐻𝑧
𝑡(𝑖 − 1, 𝑗) (3.6) 

 𝛟𝟑 = 𝐻𝑧
𝑡(𝑖, 𝑗) (3.7) 

 𝛟𝟒 = 𝐻𝑧
𝑡(𝑖 + 1, 𝑗) (3.8) 

 𝛟𝟓 = 𝐻𝑧
𝑡(𝑖, 𝑗 + 1) (3.9) 

The continuous inhomogeneous wave equation can be discretized into FDFD equations 

as 

 
∑ 𝑐𝑚𝛟𝑚 = 0

5

𝑚=1

 (3.10) 

where,  
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𝑐1 =

1

2
(
1

𝜀𝑟1
+
1

𝜀𝑟2
) .
1

∆𝑦2
 (3.11) 

 
𝑐2 =

1

2
(
1

𝜀𝑟2
+
1

𝜀𝑟3
) .
1

∆𝑥2
 (3.12) 

 

 
𝑐3 = −

1

2
(
1

𝜀𝑟1
+
1

𝜀𝑟2
+
1

𝜀𝑟3
+
1

𝜀𝑟4
) . (

1

∆𝑥2
+
1

∆𝑦2
) + 𝑘0

2 (3.13) 

 
𝑐4 =

1

2
(
1

𝜀𝑟4
+
1

𝜀𝑟1
) .
1

∆𝑥2
 (3.14) 

 
𝑐5 =

1

2
(
1

𝜀𝑟3
+
1

𝜀𝑟4
) .
1

∆𝑦2
 (3.15) 

Now, the FDFD equation of scattered-field 𝐻𝑧
𝑠 can be derived by 

 𝐻𝑧
𝑡 = 𝐻𝑧

𝑖𝑛𝑐 + 𝐻𝑧
𝑠 (3.16) 

where, 𝐻𝑧
𝑡 is the total magnetic field, 𝐻𝑧

𝑖𝑛𝑐 is the incident magnetic field and 𝐻𝑧
𝑠 is the 

scattered magnetic field. 

3.2.2 Boundary Conditions 

 Boundary conditions are very crucial factors in the FDFD problems. If they are 

not defined, a non-unique solution is acquired. In case of a zero boundary conditions, the 

solution of the problem is zero. 

 As shown in Figure ‎3.2, the PML and Mur absorbing boundary condition are 

imposed at the top and the bottom of the solar cell structure. The Periodic Boundary 

Conditions (PBCs) are placed at the left and right sides of the unit cell. 

The ABC’s along the y-direction are used to limit the spurious reflections of the 

waves at the top and bottom boundaries of computational domain. The complex-

coordinate PML [40, 65] is a virtuous ABC which has the form of 

 𝜕2𝐻𝑧
𝑠

𝜕𝑥2
+
1

𝑠𝑦

𝜕

𝜕𝑦
(
1

𝑠𝑦

𝜕𝐻𝑧
𝑠

𝜕𝑦
) + 𝑘0

2𝐻𝑧
𝑠 = 0 (3.17) 

where,   

 

𝑠𝑦 = {
1 − 𝑗0

𝜎(𝑦)

𝜔𝜀0
       , 𝑤𝑖𝑡ℎ𝑖𝑛 𝑃𝑀𝐿

1                     , 𝑜𝑡ℎ𝑒𝑟           

 (3.18) 
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where, 𝜀0 is the permittivity of the free space, and 𝜔 is the angular frequency of the 

incident light. 

The polynomial variation of the conductivities 𝜎 is employed, i.e. 

 

𝜎(𝑗) =
𝐶

∆𝑦
(
𝑗 −

1
2

𝐿
)

𝑄

, 𝑗 = 1,2,3, …… . . ,8 (3.19) 

 
𝜎 (𝑗 +

1

2
) =

𝐶

∆𝑦
(
𝑗

𝐿
)
𝑄

, 𝑗 = 0,1,2,3,…… . . ,8 (3.20) 

where,  𝐿 is the layer number of the PML, 𝑄 is the order of the polynomial, and 𝐶 is a 

constant. For reducing the spurious numerical reflections, the optimized settings are set 

to 𝐿 = 8, 𝑄 = 3.7, and 𝐶 = 0.02. After submitting the previous values in Eqs. (3.19) 

and (3.20), we get 

 

𝜎(𝑗) =
0.02

∆𝑦
(
𝑗 −

1
2

8
)

3.7

, 𝑗 = 1,2,3, …… . . ,8 (3.21) 

 
𝜎 (𝑗 +

1

2
) =

0.02

∆𝑦
(
𝑗

8
)
3.7

, 𝑗 = 0,1,2,3, …… . . ,8 (3.22) 

The convenient discretization form [41] for the coordinate-stretched term of Eq. (3.17) is 

given by 

 1

𝑠𝑦

𝜕

𝜕𝑦
(
1

𝑠𝑦

𝜕𝐻𝑧
𝑠

𝜕𝑦
)

≈
1

𝑠𝑦(𝑗)∆𝑦
[
𝐻𝑧
𝑠(𝑖, 𝑗 + 1) − 𝐻𝑧

𝑠(𝑖, 𝑗)

𝑠𝑦 (𝑗 +
1
2) ∆𝑦

−
𝐻𝑧
𝑠(𝑖, 𝑗) − 𝐻𝑧

𝑠(𝑖, 𝑗 − 1)

𝑠𝑦 (𝑗 −
1
2)∆𝑦

] 

(3.23) 

while the Perfectly Matched Layer (PML) do not work proficiently under periodic 

boundary condition [66], the hybrid absorbing boundary condition  is proposed to reduce 

the spurious numerical reflections from the outmost boundary of the PML. 

For example, at the top plane 𝑦 = 0, the Second-Order Mur ABC can be written as 
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[
𝜕

𝜕𝑦
− 𝑗0 (𝑘0 +

1

2𝑘0

𝜕2

𝜕𝑥2
)]𝐻𝑧

𝑠|
𝑦=0

= 0 (3.24) 

Then, it can be discretized as 

 𝑓1𝐻𝑧
𝑠(𝑖, 𝑗) + 𝑓2𝐻𝑧

𝑠(𝑖 − 1, 𝑗) + 𝑓3𝐻𝑧
𝑠(𝑖 + 1, 𝑗) + 𝑓4𝐻𝑧

𝑠(𝑖, 𝑗 + 1) = 0 (3.25) 

where,  

 𝑓1 = 2exp(𝑗0𝑘0∆𝑦) − 2𝑘0
2∆𝑥

2 exp(𝑗0𝑘0∆𝑦) − 2 (3.26) 

 𝑓2 = 𝑓3 = 1 − exp(𝑗0𝑘0∆𝑦) (3.27) 

 𝑓4 = 2𝑘0
2∆𝑥

2 (3.28) 

Due to the periodic geometry, the Floquet Theorem is used to implement the periodic 

boundary conditions along the x-direction, 

 𝐻𝑧
𝑠(𝑥 + 𝑃, 𝑦) = 𝐻𝑧

𝑠(𝑥, 𝑦)exp (−𝑗0𝑘0𝑐𝑜𝑠𝜃. 𝑃) (3.29) 

then, 

 𝐻𝑧
𝑠(𝑥, 𝑦) = 𝐻𝑧

𝑠(𝑥 + 𝑃, 𝑦)exp (𝑗0𝑘0𝑐𝑜𝑠𝜃. 𝑃) (3.30) 

where, 𝑃 is the periodicity and 𝜃 is the incident angle with respect to x-direction. 

However, it can be noticed that Eq. (3.30) is hard to be treated using FDTD method 

compared to FDFD method, especially for the oblique incident case since the scattered-

field value is unknown at a future time in periodic device structures. 

For the horizontal interface (𝑦 = 𝑦ℎ) between media 1 and media 2, the one-

sided difference scheme is used, and the boundary condition for the scattered magnetic 

field is 

 1

𝜀𝑟1

𝜕𝐻𝑧
𝑠1

𝜕𝑦
−
1

𝜀𝑟2

𝜕𝐻𝑧
𝑠2

𝜕𝑦
|
𝑦=𝑦ℎ

=
1

𝜀𝑟2

𝜕𝐻𝑧
𝑖𝑛𝑐

𝜕𝑦
−
1

𝜀𝑟1

𝜕𝐻𝑧
𝑖𝑛𝑐

𝜕𝑦
|
𝑦=𝑦ℎ

 (3.31) 

Using the High-Order-Accurate One-Sided Differences, we get 

 𝜕𝐻𝑧
𝑠1

𝜕𝑦
|
𝑥=𝑖∆𝑥

≈
1.5𝐻𝑧

𝑠1(𝑖, 𝑗) − 2𝐻𝑧
𝑠1(𝑖, 𝑗 − 1) + 0.5𝐻𝑧

𝑠1(𝑖, 𝑗 − 2)

∆𝑦
 (3.32) 

 𝜕𝐻𝑧
𝑠2

𝜕𝑦
|
𝑥=𝑖∆𝑥

≈
−1.5𝐻𝑧

𝑠2(𝑖, 𝑗) + 2𝐻𝑧
𝑠2(𝑖, 𝑗 + 1) − 0.5𝐻𝑧

𝑠2(𝑖, 𝑗 + 2)

∆𝑦
 (3.33) 
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3.2.3 Parameter Extraction 

 In this section, the parameters such as the Absorption Power Density 𝜂, the 

Zeroth-Order Reflectance 𝑅𝑝 , and Transmittance 𝑇𝑝 are extracted. The above FDFD 

equations and the boundary conditions to all free N nodes are applied in the solution 

region leading to the formation of a sparse matrix equation since only the nearest 

adjacent nodes affect the value of 𝐻𝑧
𝑠 at each node. 

Then, the scattered magnetic field can be solved by the iterative methods with 

memory and computational complexity of  𝒪(𝑁).  

 𝜕𝐻𝑧
𝑠

𝜕𝑥
=
𝐻𝑧
𝑠(𝑖 + 1, 𝑗) − 𝐻𝑧

𝑠(𝑖, 𝑗)

∆𝑥
+  𝒪(𝑁) (3.34) 

 𝜕𝐻𝑧
𝑠

𝜕𝑦
=
𝐻𝑧
𝑠(𝑖, 𝑗 + 1) − 𝐻𝑧

𝑠(𝑖, 𝑗)

∆𝑦
+  𝒪(𝑁) (3.35) 

According to Eqs. (3.34) and (3.35), the FDFD equation of  𝐻𝑧
𝑡 is derived, and then the 

total electric field components are 

 
𝐸𝑥
𝑡(𝑖, 𝑗 +

1

2
) ≈

1

2
(

1

𝜀𝑟(𝑖, 𝑗 + 1)
+

1

𝜀𝑟(𝑖, 𝑗)
) . (

𝐻𝑧
𝑡(𝑖, 𝑗 + 1) − 𝐻𝑧

𝑡(𝑖, 𝑗)

𝑗0𝜔𝜀0∆𝑦
) (3.36) 

 
𝐸𝑦
𝑡(𝑖 +

1

2
, 𝑗) ≈

1

2
(

1

𝜀𝑟(𝑖 + 1, 𝑗)
+

1

𝜀𝑟(𝑖, 𝑗)
) . (

𝐻𝑧
𝑡(𝑖 + 1, 𝑗) − 𝐻𝑧

𝑡(𝑖, 𝑗)

−𝑗0𝜔𝜀0∆𝑥
) (3.37) 

The absorbing material per unit time per unit area, i.e.  

 

𝜂 =
∫ 𝜎𝑎|E|

2 𝑑𝑠
𝑆𝑎

∆𝑆𝑎
 (3.38) 

and since, 

 𝜎𝑎 = −𝜔𝜀0Im(𝜀𝑟𝑎) (3.39) 

then, 

 

𝜂 =
−𝜔𝜀0 ∫ Im(𝜀𝑟𝑎)|E|

2 𝑑𝑠
𝑆𝑎

∆𝑆𝑎
 (3.40) 

where, 𝜂 is the power density, 𝑆𝑎 is the region of the absorbing material, ∆𝑆𝑎is the area 

of 𝑆𝑎 and 𝜎𝑎 is the conductivity of the absorbing material. 

   The Zeroth-Order Reflectance 𝑅𝑝 and Transmittance 𝑇𝑝 are also vital parameters 

for optimizing the SC structures and they can be used to compare between the theoretical 
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and the experimental results. The Floquet’s Theorem expresses the incident wave as a 

periodic function,  

 𝑃(𝑥) = exp (−𝑗𝑘𝑥). 𝑈(𝑥) (3.41) 

 𝑃(𝑥 + 𝑑) = exp (−𝑗𝑘(𝑥 + 𝑑)). 𝑈(𝑥 + 𝑑) (3.42) 

Since, 𝑈(𝑥) is a periodic function, then 𝑈(𝑥 + 𝑑) = 𝐶𝑈(𝑥), where 𝐶 is a complex 

constant. 

 𝑃(𝑥 + 𝑑) = exp(−𝑗𝑘(𝑥 + 𝑑)) . 𝐶𝑈(𝑥) (3.43) 

Now, let  𝐶 = exp (𝑗𝑘𝑑), 

 𝑃(𝑥 + 𝑑) = exp(−𝑗𝑘(𝑥 + 𝑑)) . exp(𝑗𝑘𝑑) . 𝑈(𝑥) (3.44) 

 𝑃(𝑥 + 𝑑) = exp(−𝑗𝑘𝑥) . 𝑈(𝑥) = 𝑃(𝑥) (3.45) 

where, 𝑃(𝑥) is a periodic function with period of d. Using Fourier series, we get 

 
𝑃(𝑥) = ∑ 𝑃𝑛exp (𝑗

2𝜋𝑛

𝑑
𝑥)

𝑛=∞

𝑛=−∞

 (3.46) 

 
𝑈(𝑥) = ∑ 𝑃𝑛 exp(𝑗𝑘𝑥𝑛𝑥)

𝑛=∞

𝑛=−∞

 (3.47) 

where, 𝑘𝑥 = 𝑘0cos (𝜙
𝑖𝑛𝑐). 

Now, for the two-dimensional periodic structure with period of P, the Floquet modes are 

 Ψ𝑃 = exp(−𝑗𝑘𝑥𝑃𝑥) exp (−𝑗𝑘𝑦𝑃𝑦) (3.48) 

where, 𝑘𝑥𝑃 = 𝑘0𝑐𝑜𝑠𝜃 +
2𝜋𝑛

𝑃
, 𝑃 = 0,±1, ±2,…… 

From the dispersion relation 

 𝑘0
2 = 𝑘𝑥𝑃

2 + 𝑘𝑦𝑃
2  (3.49) 

 
𝑘𝑦𝑃 = ±√𝑘0

2 − 𝑘𝑥𝑃
2  (3.50) 

then, 

 

𝑘𝑦𝑃 =

{
 
 

 
 √𝑘0

2 − 𝑘𝑥𝑃
2 , 𝑘0

2 ≥ 𝑘𝑥𝑃
2

−𝑗 |√𝑘0
2 − 𝑘𝑥𝑃

2 | ,     𝑘0
2 < 𝑘𝑥𝑃

2        

 (3.51) 

Based on the orthogonal properties of the Floquet modes, we get 
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𝑅𝑃 =
|
1
𝑃 ∫ 𝐻𝑧

𝑠(𝑥, 𝑦𝑟)exp (𝑗𝑘0 cos 𝜃 𝑥) 𝑑𝑥
𝑃

0
|
2

𝐴2
 

(3.52) 

and  

 

𝑇𝑃 =
|
1
𝑃 ∫ 𝐻𝑧

𝑡(𝑥, 𝑦𝑡)exp (𝑗𝑘0 cos 𝜃 𝑥) 𝑑𝑥
𝑃

0
|
2

𝐴2
 

(3.53) 

where, 𝑃 is the periodicity of the function, 𝐴 is the amplitude of the incident light, 𝑦𝑟 is 

the virtual boundaries for computing the Zeroth-Order Reflectance 𝑅𝑛, and 𝑦𝑡 is the 

virtual boundaries for computing the Zeroth-Order Transmittance 𝑇𝑛.  

3.2.4 Simulation Results 

 Consider a simple semi-infinite structure of A-Si/Au, the corresponding 𝐻𝑧 field 

in the A-Si and Au layers can be written as 

 
𝐻𝑧(𝑥, 𝑦) = {

    exp(𝑗𝑘𝑦
𝑠𝑖𝑦 − 𝑗𝑘𝑥𝑥) , 𝑘𝑦

𝑠𝑖 = 𝛽𝑦
𝑠𝑖 + 𝑗𝛼𝑦

𝑠𝑖 ,           𝑦 < 0 

exp(−𝑗𝑘𝑦
𝐴𝑢𝑦 − 𝑗𝑘𝑥𝑥) , 𝑘𝑦

𝐴𝑢 = 𝛽𝑦
𝐴𝑢 + 𝑗𝛼𝑦

𝐴𝑢,    𝑦 > 0
 (3.54) 

where, 𝑘 is the propagation constant, 𝛽 is the phase constant, 𝛼 is the attenuation 

constant. 

For the p-polarized plane wave and with the assumption that 𝜀𝑟
𝐴𝑢 and 𝜀𝑟

𝑠𝑖 are 

predominately real, the reflection coefficient of the up-going wave in the A-Si layer 

reflected by the Au layer is given by 

 
𝑅 =

𝜀𝑟
𝐴𝑢𝑘𝑦

𝑠𝑖 − 𝜀𝑟
𝑠𝑖𝑘𝑦

𝐴𝑢

𝜀𝑟
𝐴𝑢𝑘𝑦

𝑠𝑖 + 𝜀𝑟
𝑠𝑖𝑘𝑦

𝐴𝑢
 (3.55) 

where, 

 (𝑘𝑦
𝑠𝑖)2 = 𝜀𝑟

𝑠𝑖𝑘0
2 − 𝑘𝑥

2 (3.56) 

 (𝑘𝑦
𝐴𝑢)2 = 𝜀𝑟

𝐴𝑢𝑘0
2 − 𝑘𝑥

2 (3.57) 

Now, the poles of Eq. (3.55) can be determined as, 

 𝜀𝑟
𝐴𝑢𝑘𝑦

𝑠𝑖 + 𝜀𝑟
𝑠𝑖𝑘𝑦

𝐴𝑢 = 0 (3.58) 

 
𝑘𝑥
2 = 𝑘0

2 (
𝜀𝑟
𝑠𝑖𝜀𝑟

𝐴𝑢

𝜀𝑟
𝑠𝑖 + 𝜀𝑟

𝐴𝑢
) (3.59) 

So, the x-directed propagation constant is 
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𝑘𝑥 = 𝑘0 (

𝜀𝑟
𝑠𝑖𝜀𝑟

𝐴𝑢

𝜀𝑟
𝑠𝑖 + 𝜀𝑟

𝐴𝑢
)

1 2⁄

, 𝑘𝑥 = 𝛽𝑥 + 𝑖𝛼𝑥 (3.60) 

In the previous case, we considered that both  𝜀𝑟
𝐴𝑢  and 𝜀𝑟

𝑠𝑖 are predominately 

real. But for the real state, the loss of them must not be ignored. So that, the condition 

Re(−𝜀𝑟
𝐴𝑢 > 𝜀𝑟

𝑆𝑖) must be satisfied in order to excite the SPRs. Now, considering the 

complex dielectric constants and defending the attenuation and phase conditions for the 

formation of SPRs, the y-directed propagation constants in the A-Si and Au layers are 

the double-value functions of 𝑘𝑥 .Taking into account that the SPRs is a surface wave 

decayed away from the dielectric-metal interface (𝑦 = 0), the attenuation constants 

conditions are 

 𝛼𝑦
𝑆𝑖 < 0 (3.61) 

and 

 𝛼𝑦
𝐴𝑢 < 0 (3.62) 

When the incident wavelength goes through the zero-crossing point of 560 nm, 

the eigenstates of Maxwell’s Equations for the semi-infinite A-Si/Au structure become 

Surface Plasmon waves. As shown in Figure ‎3.4, the sign of the attenuation constant of 

the field at A-Si layer is changed as the incident wavelength goes through 560 nm.   
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Figure ‎3.4: The y-directed attenuation constants in the A-Si and Au layers [51]. 

 

According to the Drude model, the metallic dielectric function can be approximated as 

 
𝜀𝑟
𝐴𝑢(𝜔) ≈ 1 −

𝜔𝑃
2

𝜔2
 (3.63) 

where, 𝜔𝑃 : The plasma frequency of Au. 

Thus, the SPRs exist at a long wavelength range where the metal is opaque. The SPRs 

exist when the incident wavelength is larger than 560nm. Moreover, the SPRs would be 

the eigenstates of the Maxwell’s Equations for the semi-infinite A-Si/Au structure if the 

conditions in Eqs. (3.61) and (3.62) are satisfied. Also, the SPRs should satisfy the phase 

constants conditions, i.e. 

 𝛽𝑦
𝑆𝑖 < 0 (3.64) 

and 

 𝛽𝑦
𝐴𝑢 < 0 (3.65) 

The phase constants conditions accede to the oscillation property of the SPRs. Figure ‎3.5 

shows the contour plot of the eigenstate for 𝐸𝑥 field at 735nm, where the maximum 

phase constant 𝛽𝑥 of the SPRs is executed by the resonance condition 
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 𝜀𝑟
𝐴𝑢 + 𝜀𝑟

𝑠𝑖 ≈ 0 (3.66) 

 

Figure ‎3.5: The contour plot of the eigenstate for 𝑬𝒙 field at 735nm [51]. 

 

The field profile seems to be symmetric since 𝑘𝑥 gets larger at 735nm and hence, 𝑘𝑦
𝑠𝑖 in 

Eq. (3.56) and 𝑘𝑦
𝐴𝑢 in Eq. (3.57) are correspondent to each other. 

For the periodic metal nanopatterns solar cell as shown in Figure ‎3.2, the 

absorbing material is A-Si and the substrate is glass (SiO2). The complex dielectric 

constants of the material (Au, A-Si, etc.) are taken from [67, 68], where the geometric 

parameters of the device are set as d1=25nm, d2=120nm, d3=40nm, d4=30nm, d5=100nm, 

and with a period of P=200nm. The y-directed incident field is the p-polarized plane 

wave with the amplitude of 1 and the frequency spectrum from 400nm to 800nm. The 

spatial step is set to∆𝑥= ∆𝑦= 0.5𝑛𝑚. The Absorbed Power Density of the A-Si layer is 

shown in Figure ‎3.6. 
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Figure ‎3.6: The Absorbed Power Density (𝜼) by the A-Si for the periodic strip structure and the 

artificially periodic non-strip structure. The lower arrows from A to B refer to the absorption peaks 

of the non-strip structure and the upper arrows from 1 to 6 refer to the absorption peaks of the strip 

structure [51]. 

 

Now, using the planar Au layer, the non-strip structure can be modeled. Where, 

d2 =140nm is adopted for attaining the same A-Si area and the other parameters are not 

changed. As shown in Figure ‎3.6, the A-Si bulk material has insufficient absorption from 

650nm to 800nm because of its lower conductivity at the long wavelength region. The 

absorption 𝜂 as expressed in Eq. (3.40) is significantly enhanced at the long wavelength 

region in both strip and non-strip structures. And this enhancement is related to the 

substantial increase of |E|2.  

The strip structure displays stronger absorption due to the excited SPRs and the 

constructive interference between strips. Actuality, the external quantum efficiency can 

be enhanced by the efficient absorption. 

Along the ±y directions, consider a multilayered medium structure. The 

waveguide modes can approximately established by computing Generalized Reflection 

Coefficient 𝑅̃𝑖,𝑖+1 of the medium between the i
th 

layer and the (i+1)
th 

layer, 
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𝑅̃𝑖,𝑖+1 =

𝑅𝑖,𝑖+1 + 𝑅̃𝑖+1,𝑖+2𝑒
−2𝑗𝑘𝑖+1,𝑦(𝑑𝑖+1−𝑑𝑖)

1 + 𝑅𝑖,𝑖+1𝑅̃𝑖+1,𝑖+2𝑒
−2𝑗𝑘𝑖+1,𝑦(𝑑𝑖+1−𝑑𝑖)

 (3.67) 

where,(𝑑𝑖+1 − 𝑑𝑖) is the thickness of the (i+1)
th

 layer. 

 

 

Figure ‎3.7 : The Generalized Reflection Coefficients for locating the waveguide modes. The dips of 

the Generalized Reflection Coefficients correspond to some absorption peaks of Figure ‎3.6 [51]. 

 

 

In case of a y-directed plane wave excitation, we have 

 𝑘𝑖+1,𝑦 = 𝑘𝑖+1 = 𝑘0√𝜀𝑟,𝑖+1 (3.68) 

As shown in Figure ‎3.7, the waveguide modes can be obtained from the local minima of 

the Generalized Reflection Coefficient. From Figure ‎3.7, the waveguide modes 

contribute to all the absorption peaks (A and B) of the non-strip structure. The interface 

between the A-Si and Au layers can be treated as a good mirror for trapping the light in 

the non-strip structure and this explains the absorption enhancement that happens in the 

planar structure.  
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In the non-strip structure, the SPRs cannot be excited because of the momentum 

mismatch. However, in the strip structure, there are two different multilayered media as 

shown in Figure ‎3.2. In the Au strips region, the medium is Air/ITO/A-Si/Au/SiO2/Air. 

In the other region, the medium is Air/ITO/A-Si/SiO2/Air. As shown in Figure ‎3.6, the 

waveguide modes of the former medium are due to the absorption peaks 1, 2, and 6, 

where the absorption peaks 2 and 4 are contributed to the waveguide modes of the 

medium without the Au strip.  

As shown in Figure ‎3.4 and Figure ‎3.6, the SPRs is successfully excited by the 

sub-scatterer strip at the wavelength 745nm. Based on the mode conversion theory, the 

sub-wavelength strip can excite the evanescent wave components and that provides the 

momentum mismatch ∆𝑘 with the continuous spectrum up to 2𝜋/d3. The x-directed 

boundaries of the strip achieve better field concentration than the y-directed boundaries.  

3.3 Conclusion 

 The FDFD is used to develop an efficient model of a thin-film plasmonic solar 

cell with a periodic strip. The hybrid ABC shows better efficiency than the PML for the 

periodic structure. The material discontinuities are treated using the inhomogeneous 

wave equation and the one-sided difference scheme. The attenuation and phase constants 

conditions of the SPRs are discussed for lossy material systems. 

For the semi-infinite dielectric-metal structure, the SPRs exist if the vertical 

phase and attenuation constants are negative in both dielectric and metal layers. The sub-

wavelength scatterers can excite the evanescent waves, which provide the size-

dependent continues spectrum components. Thus, the subwavelength scatterers can 

excite the SPRs for the broadband light enhancement. 

Using the waveguide mode, the Floquet mode and the SPRs, the absorption peaks 

are explained for the periodic strip solar cell structure. Via changing the geometric 

parameters, the peaks locations can be modified for optimizing the performance of the 

solar cell. 
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Chapter 4 

4. Simulation of Thin Film Solar Cell Waveguide Structure Using 

Finite Difference Time Domain 

4.1 Introduction 

For an efficient thin-film solar cell, we need to reduce the cost of its 

manufacturing, and increase the power conversion efficiency. A light-trapping 

scheme can help to achieve the previous purposes.  Surface Plasmons are used as 

an efficient light-trapping technique. The optical absorption of thin-film solar 

cells can be improved by the extremely near-field enhancement inherent from the 

Surface Plasmons. In this section, the plasmonic effect in thin-film solar cell is 

studied. FDTD is used to simulate the same thin-film solar cell nanostructure as in 

chapter 2. An incident p-polarized plane wave is propagating vertically into the 

plasmonic solar cell. Auxiliary Differential Equation Technique (ADE) and 

Lorentz model are applied to simulate the dispersive materials including the 

absorbing material (amorphous silicon: A-Si) and metal (Au) [69].  

4.2 Theoretical Modeling  

The total electric field can be expressed as a sum of both the incident and 

scattered electric field as 

 𝐄𝑡𝑜𝑡𝑎𝑙 = 𝐄𝑖𝑛𝑐 + 𝐄𝑠𝑐𝑎𝑡𝑡  (4.1) 

The total magnetic field can also be expressed as a sum of both the incident and 

scattered magnetic field 

 𝐇𝑡𝑜𝑡𝑎𝑙 = 𝐇𝑖𝑛𝑐 +𝐇𝑠𝑐𝑎𝑡𝑡  (4.2) 

For an incident field in free space, Ampere’s Law is 
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𝜀0
𝜕𝐄𝑖𝑛𝑐
𝜕𝑡

= 𝛁 × 𝐇𝑖𝑛𝑐 (4.3) 

For dispersive medium, the total field can be expressed as 

 
𝛁 × 𝐇𝑡𝑜𝑡𝑎𝑙 = 𝜀0𝜀∞

𝜕𝐄𝑡𝑜𝑡𝑎𝑙
𝜕𝑡

+∑ 𝐉𝑃,𝑡𝑜𝑡𝑎𝑙

𝑃

𝑃=1

 (4.4) 

where, 𝑃 is the pole-pair of the Lorentz medium.  

For Lorentz media, the polarization current density is 

 
𝜔𝑃
2𝐉P,total + 2𝛿𝑃

𝜕𝐉P,total
𝜕𝑡

−
𝜕2𝐉P,total
𝜕𝑡2

= 𝜀0(𝜀𝑠 − 𝜀∞)𝜔𝑃
2 
𝜕𝐄𝑡𝑜𝑡𝑎𝑙
𝜕𝑡

 (4.5) 

where, 𝜀𝑠 is the static permittivity. 

Applying the finite difference to the partial differential terms 

 
𝜔𝑃
2𝐉P,total + 2𝛿𝑃

𝐉𝑃,𝑡𝑜𝑡𝑎𝑙
𝑛+1 − 𝐉𝑃,𝑡𝑜𝑡𝑎𝑙

𝑛−1

2∆𝑡
−
𝐉𝑃,𝑡𝑜𝑡𝑎𝑙
𝑛+1 − 2𝐉𝑃,𝑡𝑜𝑡𝑎𝑙

𝑛 + 𝐉𝑃,𝑡𝑜𝑡𝑎𝑙
𝑛−1

(∆𝑡)2

= 𝜀0(𝜀𝑠 − 𝜀∞)𝜔𝑃
2 
𝐄𝑡𝑜𝑡𝑎𝑙
𝑛+1 − 𝐄𝑡𝑜𝑡𝑎𝑙

𝑛−1

2∆𝑡
 

(4.6) 

Hence, the update equation for the phasor polarization current is 

 
𝐉𝑃,𝑡𝑜𝑡𝑎𝑙
𝑛+1 = 𝛼𝑃𝐉𝑃,𝑡𝑜𝑡𝑎𝑙

𝑛 + 𝜉𝑃𝐉𝑃,𝑡𝑜𝑡𝑎𝑙
𝑛−1 + 𝛾𝑃

𝐄𝑡𝑜𝑡𝑎𝑙
𝑛+1 − 𝐄𝑡𝑜𝑡𝑎𝑙

𝑛−1

2∆𝑡
 (4.7) 

where, 

 
𝛼𝑃 =

2 − 𝜔𝑃
2(∆𝑡)2

𝜉𝑃∆𝑡 + 1
 (4.8) 

 
𝜉𝑃 =

𝛿𝑃∆𝑡 − 1

𝛿𝑃∆𝑡 + 1
 (4.9) 

and 

 
𝛾𝑃 =

𝜀0(𝜀𝑠 − 𝜀∞)𝜔𝑃
2 (∆𝑡)2

𝛿𝑃∆𝑡 + 1
 (4.10) 

By applying a time-averaging for the two terms at (𝑛) and (𝑛 + 1), the 

polarization current 𝐉𝑡𝑜𝑡𝑎𝑙 can be presented at time (𝑛 +
1

2
) 
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𝐉𝑃,𝑡𝑜𝑡𝑎𝑙
𝑛+

1
2 =

1

2
(𝐉𝑃,𝑡𝑜𝑡𝑎𝑙
𝑛+1 + 𝐉𝑃,𝑡𝑜𝑡𝑎𝑙

𝑛 )

=
1

2
((1 + 𝛼𝑃)𝐉𝑃,𝑡𝑜𝑡𝑎𝑙

𝑛 + 𝜉𝑃𝐉𝑃,𝑡𝑜𝑡𝑎𝑙
𝑛−1

+
𝛾𝑃
2∆𝑡

(𝐄𝑡𝑜𝑡𝑎𝑙
𝑛+1 − 𝐄𝑡𝑜𝑡𝑎𝑙

𝑛−1 )) 

(4.11) 

Then, the electric field 𝐄  can be updated from time step (𝑛) to time step (𝑛 + 1) 

using the following equation 

 
𝐄𝑡𝑜𝑡𝑎𝑙
𝑛+1 =

∑ 𝛾𝑃
𝑃
𝑃=1

4𝜀0𝜀∞ + ∑ 𝛾𝑃
𝑃
𝑃=1

𝐄𝑡𝑜𝑡𝑎𝑙
𝑛−1 +

2𝜀0𝜀∞

2𝜀0𝜀∞ +
1
2
∑ 𝛾𝑃
𝑃
𝑃=1

𝐄𝑡𝑜𝑡𝑎𝑙
𝑛

+
2∆𝑡

2𝜀0𝜀∞ +
1
2
∑ 𝛾𝑃
𝑃
𝑃=1

{𝛁 × 𝐇𝑛+
1
2

−
1

2
∑(1 + 𝛼𝑃)𝐉𝑃,𝑡𝑜𝑡𝑎𝑙

𝑛 + 𝜉𝑃𝐉𝑃,𝑡𝑜𝑡𝑎𝑙
𝑛−1

𝑃

𝑃=1

} 

(4.12) 

Now, using Eq. (4.1), Eq. (4.11) can be rewritten as, 

 
𝐄𝑖𝑛𝑐
𝑛+1 + 𝐄𝑠𝑐𝑎𝑡

𝑛+1 =
∑ 𝛾𝑃
𝑃
𝑃=1

4𝜀0𝜀∞ + ∑ 𝛾𝑃
𝑃
𝑃=1

(𝐄𝑖𝑛𝑐
𝑛−1 + 𝐄𝑠𝑐𝑎𝑡

𝑛−1)

+
2𝜀0𝜀∞

2𝜀0𝜀∞ +
1
2
∑ 𝛾𝑃𝑡
𝑃
𝑃=1

(𝐄𝑖𝑛𝑐
𝑛 + 𝐄𝑠𝑐𝑎𝑡

𝑛 )

+
2∆𝑡

2𝜀0𝜀∞ +
1
2
∑ 𝛾𝑃
𝑃
𝑃=1

{𝛁 × 𝐇
𝑖𝑛𝑐

𝑛+
1
2 + 𝛁 × 𝐇𝑠𝑐𝑎𝑡

𝑛+
1
2

−
1

2
∑(1 + 𝛼𝑃)𝐉𝑃,𝑡𝑜𝑡𝑎𝑙

𝑛 + 𝜉𝑃𝐉𝑃,𝑡𝑜𝑡𝑎𝑙
𝑛−1

𝑃

𝑃=1

} 

(4.13) 

Submitting Eq. (4. 2) in Eq. (4.12) and assuming a dispersive medium of a single 

Lorentz pole-pair  (𝑃 = 1) , the resulting scattered electric field and total current 

density for the Lorentz model is: 
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𝐄𝑠𝑐𝑎𝑡
𝑛+1 =

1

𝜀0𝜀∞ +
𝛾
4

∙ {(𝜀0𝜀∞𝐄𝑠𝑐𝑎𝑡
𝑛 +

𝛾

4
𝐄𝑠𝑐𝑎𝑡
𝑛−1) − (𝜀0(𝜀∞ − 1) +

𝛾

4
)𝐄𝑖𝑛𝑐

𝑛+1

+ 𝜀0(𝜀∞ − 1)𝐄𝑖𝑛𝑐
𝑛 +

𝛾

4
𝐄𝑖𝑛𝑐
𝑛−1

−
∆𝑡

2
[(1 + 𝛼) ∙ 𝐉𝑡𝑜𝑡𝑎𝑙

𝑛 + 𝜉𝑃𝐉𝑡𝑜𝑡𝑎𝑙
𝑛−1 − 2 ∙ (𝛁 × 𝐇𝑠𝑐𝑎𝑡

𝑛+
1
2)]} 

(4.14) 

where , 𝛼 =
2−𝜔2(∆𝑡)2

𝜉∆𝑡+1
, 𝜉 =

𝛿∆𝑡−1

𝛿∆𝑡+1
  and 𝛾 =

𝜀0(𝜀𝑠−𝜀∞)𝜔
2(∆𝑡)2

𝛿∆𝑡+1
. 

For solar cell, the electron-hole pair generation depends on the photon 

energy absorbed by the absorbing material per unit time per unit area, i.e. 

 
𝜂 =

∫ 𝜎(𝜔)|𝐄̃(𝜔, 𝐫)|
2
𝑑𝑠

𝑠

∆𝑠
=
−𝜔𝜀0 ∫ [Im𝜀𝑟(𝜔)]|𝐄̃(𝜔, 𝐫)|

2
𝑑𝑠

𝑠

∆𝑠
 (4.15) 

where, 𝜂 is the power density, S represents the region of the absorbing material, 

∆𝑠 is the area of S, and 𝜎(𝜔) = −𝜔𝜀0Im[𝜀𝑟(𝜔)] is the conductivity of the 

absorbing material.  

4.2.1 Dispersion Relation 

  Consider a x-y plane as an interface plane, when a wave propagates in the 

x-direction, we get 

 𝐄𝟏 = (𝐸𝑥1, 0, 𝐸𝑧1)exp (𝑗(𝑘𝑥𝑥 − 𝜔𝑡)) exp(𝑗𝑘𝑧1𝑧) (4.16) 

 𝐇𝟏 = (0,𝐻𝑦1, 0)exp (𝑗(𝑘𝑥𝑥 − 𝜔𝑡)) exp(𝑗𝑘𝑧1𝑧) (4.17) 

 𝐄𝟐 = (𝐸𝑥2, 0, 𝐸𝑧2)exp (𝑗(𝑘𝑥𝑥 − 𝜔𝑡)) exp(𝑗𝑘𝑧2𝑧) (4.18) 

 𝐇𝟐 = (0,𝐻𝑦2, 0)exp (𝑗(𝑘𝑥𝑥 − 𝜔𝑡)) exp(𝑗𝑘𝑧2𝑧) (4.19) 

Using Maxwell’s Equations, 

 
𝑗𝑘𝑥𝐸𝑥1 + 𝑗𝑘𝑧1𝐸𝑧1 = 0,               𝐸𝑧1 = −

𝑘𝑥
𝑘𝑧1

𝐸𝑥1 (4.20) 

  
𝑗𝑘𝑥𝐸𝑥2 + 𝑗𝑘𝑧1𝐸𝑧2 = 0,             𝐸𝑧2 = −

𝑘𝑥
𝑘𝑧2

𝐸𝑥2 (4.21) 
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 𝐻𝑦1 =
𝜔𝜀0𝜀1
𝑘𝑧1

𝐸𝑥1 (4.22) 

  𝐻𝑦2 =
𝜔𝜀0𝜀2
𝑘𝑧2

𝐸𝑥2 (4.23) 

 

 

By applying the boundary conditions at 𝑧 = 0, 

 
𝐻𝑦1 = 𝐻𝑦2 ,   𝐸𝑥1 = 𝐸𝑥2 (4.24) 

thus, 

 𝜀1
𝑘𝑧1

=
𝜀2
𝑘𝑧2

 (4.25) 

also, 

 
𝑘𝑧1 = −𝑗(𝑘𝑥

2−𝜀1𝑘
2)
1
2,                    𝑘𝑥

2 > 𝜀1𝑘
2    (4.26) 

 
𝑘𝑧2 = −𝑗(𝑘𝑥

2−𝜀2𝑘
2)
1
2,                    𝑘𝑥

2 > 𝜀2𝑘
2    (4.27) 

then, 

 𝑘𝑥 = 𝑘(
𝜀1𝜀2
𝜀1+𝜀2

)
1
2 (4.28) 

 

4.2.2 Simulation Results 

For the two dimension thin film solar cell with periodic structure as shown 

in Figure ‎4.1, the absorbing material is A-Si, the electrode is Au and the substrate 

is SiO2, the geometric parameters of the non-strip structure are set as d1=25nm, 

d2=140nm, d3=40nm, d4=30nm, d5=100nm, and with a period of P=200nm, where 

the strip structure has the same geometric parameters except that d2=140nm. The 

y-directed incident field is the p-polarized plane wave with the amplitude of 1 and 

the frequency spectrum is from 400nm to 800nm. The spatial step is set to 

∆x= ∆y= 0.5nm. 
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Figure ‎4.1: The unit cell of the plasmonic thin-film solar cell [51]. 

 

In the interface between a metal and dielectric, and based on the relation in 

Eq. (4.27),  the momentum of surface plasmons [52, 71] is 

 
𝑘𝑠𝑝 = 𝑘(

𝜀𝑚𝜀𝑎
𝜀𝑚+𝜀𝑎

)
1
2 (4.29) 

where, 𝜀𝑚 and 𝜀𝑎 are the permittivities of metal and absorbing material, 

respectively. In order to excite the Surface Plasmons, the condition 

 Re(−𝜀𝑚) > Re(𝜀𝑎) (4.30) 

should be satisfied. The momentum of Surface Plasmons, 𝑘𝑠𝑝 , is larger than the 

free space momentum, 𝑘0 ,of the plane wave which ,in our study, is the sunlight. 

So that, an additional momentum must be provided in order to excite the Surface 

Plasmons. 

 

The Generalized Reflection Coefficients of the strip and non-strip solar 

cell structures calculated by the FDTD method is shown in Figure ‎4.2. The case of 

strip structure shows much stronger absorption due to the excited Surface 
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Plasmons. However, in the non-strip structure, the Surface Plasmons cannot be 

excited due to the momentum mismatch.   

 

Figure ‎4.2: The Generalized Reflection Coefficients of the strip and non-strip solar cell structures 

calculated by the FDTD method [70]. 

 

The Absorbed Power Density of the A-Si layer is presented in Figure ‎4.3. It 

shows that Surface Plasmons excitation increases the absorption for the strip 

structure, where the Surface Plasmons cannot be excited in the non-strip structure 

due to the momentum mismatch.  Also, it confirms the strong optical absorption 

of A-Si from 660-800nm which is similar to the results in Figure ‎4.2.  
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Figure ‎4.3: The Absorbed Power Density of the A-Si layer in the strip and non-strip solar cell 

structures [70]. 

 

4.3 Conclusions  

The FDTD method is one of the simplest and strongest methods of the 

computational electromagnetic field. Due to the feature of flexibility and its easy 

implementation, FDTD method is a powerful tool in modeling inhomogeneous, 

anisotropic and dispersive media with periodic structure.     
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Chapter 5 

5. Theoretical Approach of Metamaterials Waveguide Structure 

 

5.1 Introduction 

 The Auxiliary Differential Equation method (ADE) is applied to simulate 

dispersive material [34, 72, 73] as Metamaterials. In ADE, the relation between 𝐄 

and 𝐃 is expressed with a differential equation using the inverse Fourier 

Transformation of the relationship between 𝐄(ω) and 𝐃(ω) into the time domain.  

In dispersive material, both the permittivity and permeability depend on 

frequency [74, 75]. The permittivity can be written as 

 𝜀𝑟(𝜔) = 𝜀∞ +∑𝜒𝑃(𝜔)

𝑃

𝑃=1

 (5.1) 

where 𝜀𝑟(𝜔) is the relative permittivity, 𝜀∞ is the relative permittivity at infinite 

frequency, P is the number of poles and 𝜒𝑃(𝜔) is the susceptibility which denote 

the dispersive part of the relative permittivity. 

Now, substituting Eq. (5.1) into Ampere’s Law 

 𝛁 × 𝐇 = 𝜎𝐄 +
𝜕(𝜀𝐄)

𝜕𝑡
= 𝜎𝐄 + 𝜀0𝜀∞

𝜕(𝐄)

𝜕𝑡
+∑ 𝐉𝑃

𝑃

𝑃=1

 (5.2) 

 

 𝐉𝑃 = 𝑗𝜔𝜀0𝜒𝑃𝐄 (5.3) 
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where, Eq. (5.2) represents the Ampere’s Law in time domain. 𝐉𝑃 is the 

polarization current density. The term 𝐉𝑃 has different forms for different 

dispersive material and it must be considered in the update of the FDTD field.  

 

5.2 The Auxiliary Differential Equation for Debye Material 

The single pole model for Debye material can be expressed as 

 𝜒𝑃(𝜔) =
𝜀𝑆,𝑃 − 𝜀∞,𝑃
1 + 𝑗𝜔𝜏𝑃

=
∆𝜀𝑃

1 + 𝑗𝜔𝜏𝑃
 (5.4) 

where 𝜀𝑆,𝑃 is the static or zero-frequency relative permittivity, ∆𝜀𝑃 = 𝜀𝑆,𝑃 − 𝜀∞,𝑃 is 

the change in relative permittivity due to the Debye pole, and 𝜏𝑃 is the pole 

relaxation time [76]. In case of Debye media with multiple poles, the permittivity 

function is 

 𝜀𝑟(𝜔) = 𝜀∞,𝑃 +∑
∆𝜀𝑃

1 + 𝑗𝜔𝜏𝑃

𝑃

𝑃=1

 (5.5) 

 𝐉̆𝑃 = 𝜀0∆𝜀𝑃 (
𝑗𝜔

1 + 𝑗𝜔𝜏𝑃
) 𝐄̆ (5.6) 

where 𝐉̆𝑃is the phasor polarization current density associated with each pole. In 

FDTD, the phasor polarization current density 𝐉̆𝑃 must be calculated in time 

domain. Thus, we first multiply both sides of Eq. (5.6) by 1 + 𝑗𝜔𝜏𝑃 

 (1 + 𝑗𝜔𝜏𝑃)𝐉̆𝑃 = 𝜀0∆𝜀𝑃𝑗𝜔𝐄̆ (5.7) 

Then, using the inverse Fourier Transformation Eq. (5.7) can be transformed as: 

 𝐉P + 𝜏𝑃
𝜕𝐉P
𝜕𝑡

= 𝜀0∆𝜀𝑃
𝜕𝐄

𝜕𝑡
 (5.8) 

Now, both of Eq. (5.2) and Eq. (5.8) represent the ADEs for the 𝐉P that is used to 

update the electric field equation. A semi-implicit finite-difference scheme 

centered at (𝑛 +
1

2
) is used for Eq. (5.8) 

 𝐉𝑃
𝑛+1 = 𝑘𝑃𝐉𝑃

𝑛 + 𝛽𝑃 (
𝐄𝑛+1 − 𝐄𝑛

∆𝑡
) (5.9) 
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where, 

 𝑘𝑃 =
1 −

∆𝑡
2𝜏𝑃

1 +
∆𝑡
2𝜏𝑃

 (5.10) 

and 

 𝛽𝑃 =
𝜀0∆𝜀𝑃

∆𝑡
𝜏𝑃

1 +
∆𝑡
2𝜏𝑃

 (5.11) 

Since the electric field is updated using Eq. (5.2) with centered at time(𝑛 +
1

2
), the 

polarization current density 𝐉 must be presenting at the same time step. In order to 

achieve that, an averaging of Eq. (5.9) at time (𝑛) and (𝑛 + 1) is applied, 

 𝐉𝑃
𝑛+

1
2 =

1

2
(𝐉𝑃
𝑛 + 𝐉𝑃

𝑛+1) =
1

2
[(1 + 𝑘𝑃)𝐉𝑃

𝑛 + 𝛽𝑃 (
𝐄𝑛+1 − 𝐄𝑛

∆𝑡
)] (5.12) 

Now, Eq. (5.2) can be written as 

 

𝛁 × 𝐇𝑛+
1
2 = 𝜎 (

𝐄𝑛+1 + 𝐄𝑛

2
) + 𝜀0𝜀∞ (

𝐄𝑛+1 − 𝐄𝑛

∆𝑡
)

+
1

2
∑ [(1 + 𝑘𝑃)𝐉𝑃

𝑛 + 𝛽𝑃 (
𝐄𝑛+1 − 𝐄𝑛

∆𝑡
)]

𝑃

𝑃=1

 

(5.13) 

The electric field 𝐄  can be updated from time step (𝑛) to time step (𝑛 + 1) using 

the following equation 

 

𝐄𝑛+1 = (
2𝜀0𝜀∞ +∑ 𝛽𝑃 − 𝜎∆𝑡

𝑃
𝑃=1

2𝜀0𝜀∞ +∑ 𝛽𝑃 + 𝜎∆𝑡
𝑃
𝑃=1

)𝐄𝑛

+ (
2∆𝑡

2𝜀0𝜀∞ +∑ 𝛽𝑃 + 𝜎∆𝑡
𝑃
𝑃=1

) [𝛁 × 𝐇𝑛+
1
2

−
1

2
∑(1 + 𝑘𝑃)𝐉𝑃

𝑛

𝑃

𝑃=1

] 

(5.14) 

 

5.3 The Auxiliary Differential Equation for Lorentz Material 

 A Lorentz material with 𝑃 pole pairs can be described with a relative 

permittivity function 
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 𝜀𝑟(𝜔) = 𝜀∞,𝑃 +∑
∆𝜀𝑃𝜔𝑃

2

𝜔𝑃
2 + 2𝑗𝜔𝛿𝑃 − 𝜔2

𝑃

𝑃=1

 (5.15) 

where 𝜀𝑟(𝜔) is the relative permittivity, 𝜀∞,𝑃 is the relative permittivity at infinite 

frequency, P is the number of poles, ∆𝜀𝑃 = 𝜀𝑆,𝑃 − 𝜀∞,𝑃 is the change in relative 

permittivity due to the Lorentz  pole pair, 𝜔𝑃 is the frequency of the pole pair and 

𝛿𝑃 is the damping coefficient [77]. The phasor polarization current is associated 

with the pole pair of the susceptibility function 

 𝐉̆𝑃 = 𝑗𝜔 (
𝜀0∆𝜀𝑃𝜔𝑃

2

𝜔𝑃
2 + 2𝑗𝜔𝛿𝑃 − 𝜔2

) 𝐄̆ (5.16) 

In FDTD, the phasor polarization current density 𝐉̆𝑃 must be calculated in time 

domain. Thus, we first multiply both sides of Eq. (5.16) by𝜔𝑃
2 + 2𝑗𝜔𝛿𝑃 − 𝜔

2, 

 (𝜔𝑃
2 + 2𝑗𝜔𝛿𝑃 − 𝜔

2)𝐉̆𝑃 = 𝑗𝜔𝜀0∆𝜀𝑃𝜔𝑃
2 𝐄̆ (5.17) 

then, using  the inverse Fourier Transformation Eq. (5.17) can be transformed as: 

 𝜔𝑃
2𝐉𝑃 + 2𝛿𝑃

𝜕𝐉P
𝜕𝑡

−
𝜕2𝐉P
𝜕𝑡2

= 𝜀0∆𝜀𝑃𝜔𝑃
2 
𝜕𝐄

𝜕𝑡
 (5.18) 

Now, both of Eq. (5.2) and Eq. (5.18) represent the ADEs for the 𝐉P that is used to 

update the electric field equation. 

Now, applying the finite difference to the partial differential terms 

 

𝜔𝑃
2𝐉𝑃
𝑛 + 2𝛿𝑃

𝐉𝑃
𝑛+1 − 𝐉𝑃

𝑛−1

2∆𝑡
−
𝐉𝑃
𝑛+1 − 2𝐉𝑃

𝑛 + 𝐉𝑃
𝑛−1

(∆𝑡)2

= 𝜀0∆𝜀𝑃𝜔𝑃
2 
𝐄𝒏+𝟏 − 𝐄𝒏−𝟏

2∆𝑡
 

(5.19) 

Thus, the update equation for the phasor polarization current density is 

 𝐉𝑃
𝑛+1 = 𝛼𝑃𝐉𝑃

𝑛 + 𝜉𝑃𝐉𝑃
𝑛−1 + 𝛾𝑃

𝐄𝑛+1 − 𝐄𝑛−1

2∆𝑡
 (5.20) 

 

where,  

 𝛼𝑃 =
2 − 𝜔𝑃

2(∆𝑡)2

𝛿𝑃∆𝑡 + 1
 (5.21) 
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 𝜉𝑃 =
𝛿𝑃∆𝑡 − 1

𝛿𝑃∆𝑡 + 1
 (5.22) 

 

and 

 𝛾𝑃 =
𝜀0∆𝜀𝑃𝜔𝑃

2 (∆𝑡)2

𝛿𝑃∆𝑡 + 1
 (5.23) 

By time-averaging for the two terms at (𝑛) and (𝑛 + 1), the polarization current 

density 𝐉 can presented at time (𝑛 +
1

2
), we get 

 

𝐉𝑃
𝑛+

1
2 =

1

2
(𝐉𝑃
𝑛+1 + 𝐉𝑃

𝑛)

=
1

2
((1 + 𝛼𝑃)𝐉𝑃

𝑛 + 𝜉𝑃𝐉𝑃
𝑛−1 +

𝛾𝑃
2∆𝑡

(𝐄𝑛+1 − 𝐄𝑛−1)) 

(5.24) 

Thus, Ampere’s Law takes the form of 

 

𝛁 × 𝐇𝑛+
1
2 = 𝜎 (

𝐄𝑛+1 + 𝐄𝑛

2
) + 𝜀0𝜀∞ (

𝐄𝑛+1 − 𝐄𝑛

∆𝑡
)

+
1

2
∑ [(1 + 𝛼𝑃)𝐉𝑃

𝑛 + 𝜉𝑃𝐉𝑃
𝑛−1 +

𝛾𝑃
2∆𝑡

(𝐄𝑛+1 − 𝐄𝑛−1)]

𝑃

𝑃=1

 

(5.25) 

Then, the electric field 𝐄  can be updated from time step (𝑛) to time step (𝑛 + 1) 

using the following equation 

 

𝐄𝑛+1 =
∑ 𝛾𝑃
𝑃
𝑃=1

4𝜀0𝜀∞ + ∑ 𝛾𝑃 + 𝜎∆𝑡
𝑃
𝑃=1

𝐄𝑛−1 +
2𝜀0𝜀∞ − 𝜎∆𝑡

2𝜀0𝜀∞ +
1
2
∑ 𝛾𝑃 + 𝜎∆𝑡
𝑃
𝑃=1

𝐄𝑛

+
2∆𝑡

2𝜀0𝜀∞ +
1
2
∑ 𝛾𝑃 + 𝜎∆𝑡
𝑃
𝑃=1

{𝛁 × 𝐇𝑛+
1
2

−
1

2
∑(1 + 𝛼𝑃)𝐉𝑃

𝑛 + 𝜉𝑃𝐉𝑃
𝑛−1

𝑃

𝑃=1

} 

(5.26) 

 

5.4 The Auxiliary Differential Equation of Drude Material 

Consider a multi-pole Drude material with a permittivity function as [78] 
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 𝜀𝑟(𝜔) = 𝜀∞,𝑃 −∑
𝜔𝑃
2 

𝜔2 − 𝑗𝜔𝛾𝑃

𝑃

𝑃=1

 (5.27) 

where, 𝑃 is the number of poles,  𝜀∞,𝑃 is the relative permittivity at infinite 

frequency, 𝜔𝑃 is the frequency of the 𝑃𝑡ℎpole and 𝛾𝑃 is the inverse of the 𝑃𝑡ℎpole 

relaxation time [79]. The frequency domain polarization current for 𝑃𝑡ℎpole is 

 𝐉̆𝑃 = −𝑗𝜔𝜀0 (
𝜔𝑃
2

𝜔2 − 𝑗𝜔𝛾𝑃
) 𝐄̆ (5.28) 

In order to calculate the phasor polarization current density in time 

domain, we first multiply both side of Eq. (5.28) by 𝜔2 − 𝑗𝜔𝛾𝑃 , we get 

 (𝜔2 − 𝑗𝜔𝛾𝑃)𝐉̆𝑃 = −𝑗𝜔𝜀0𝜔𝑃
2 𝐄̆ (5.29) 

then, we use the inverse Fourier Transformation on the frequency domain 

equation 

 
𝜕2𝐉P
𝜕𝑡2

+ 𝛾𝑃
𝜕𝐉P
𝜕𝑡

= 𝜀0𝜔𝑃
2 
𝜕𝐄

𝜕𝑡
 (5.30) 

Now, we integrate both side of Eq. (5.30) 

 
𝜕𝐉P
𝜕𝑡

+ 𝛾𝑃𝐉𝑃 = 𝜀0𝜔𝑃
2 𝐄 (5.31) 

and then we perform the finite-difference to the partial differential terms, 

 
𝐉𝑃
𝑛+1 − 𝐉𝑃

𝑛

∆𝑡
+ 𝛾𝑃

𝐉𝑃
𝑛+1 + 𝐉𝑃

𝑛

2
= 𝜀0𝜔𝑃

2 
𝐄𝒏+𝟏 + 𝐄𝒏

2
 (5.32) 

 

 𝐉𝑃
𝑛+1 = 𝑘𝑃𝐉𝑃

𝑛 + 𝜁𝑃(𝐄
𝒏+𝟏 + 𝐄𝒏) (5.33) 

where, 

 𝑘𝑃 =
2 − 𝛾𝑃∆𝑡

2 + 𝛾𝑃∆𝑡
 (5.34) 

 

and 

 𝜁𝑃 =
𝜀0𝜔𝑃

2 ∆𝑡

2 + 𝛾𝑃∆𝑡
 (5.35) 
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Since the Ampere’s Law in Eq. (5.2), which is used to update the electric field, is 

centered at time  (𝑛 +
1

2
) , the polarization current density 𝐉 must be represented at 

time (𝑛 +
1

2
). So, we apply a time-averaging for two terms at (𝑛) and (𝑛 + 1) 

 𝐉𝑃
𝑛+

1
2 =

1

2
(𝐉𝑃
𝑛+1 + 𝐉𝑃

𝑛) =
1

2
[(1 + 𝑘𝑃)𝐉𝑃

𝑛 + 𝜁𝑃(𝐄
𝒏+𝟏 + 𝐄𝒏)] (5.36) 

Then, the Ampere’s Law takes the form 

 

𝛁 × 𝐇𝑛+
1
2 = 𝜎(

𝐄𝑛+1 + 𝐄𝑛

2
) + 𝜀0𝜀∞ (

𝐄𝑛+1 − 𝐄𝑛

∆𝑡
)

+
1

2
∑[(1 + 𝑘𝑃)𝐉𝑃

𝑛 + 𝜁𝑃(𝐄
𝒏+𝟏 + 𝐄𝒏)]

𝑃

𝑃=1

 

(5.37) 

Thus, the update equation for electric field is 

 

𝐄𝑛+1 =
2𝜀0𝜀∞ − ∆𝑡∑ 𝜁𝑃 − 𝜎∆𝑡

𝑃
𝑃=1

2𝜀0𝜀∞ + ∆𝑡∑ 𝜁𝑃 + 𝜎∆𝑡
𝑃
𝑃=1

𝐄𝑛

+
2∆𝑡

2𝜀0𝜀∞ + ∆𝑡 ∑ 𝜁𝑃 + 𝜎∆𝑡
𝑃
𝑃=1

{𝛁 × 𝐇𝑛+
1
2

−
1

2
∑(1 + 𝑘𝑃)𝐉𝑃

𝑛

𝑃

𝑃=1

} 

(5.38) 

For dispersive material, the polarization current density 𝐉𝑃 must be 

considered in the FDTD field update procedure. 

5.5  Metamaterial as an Absorbed Material in the Proposed Structure 

In this work, we will study the structure in Figure ‎4.1 with metamaterial as an 

absorbed material as shown in Figure ‎5.1. The FDTD method will be used to analyze the 

structure as in [70]. Metamaterial is purposed to improve the absorption of light. A slab 

of metamaterial effectively enhances evanescent waves that usually decay in other 

material and allow transmission of subwavelength to reach its maximum. 
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Figure ‎5.1 :The unit cell of the plasmonic thin-film solar cell [51]. 

5.5.1 The Auxiliary Differential Equation for Metamaterial  

The time-dependent Maxwell’s equations are, 

 
𝜕𝐃

𝜕𝑡
= 𝛁 × 𝐇 (5.39) 

 
𝜕𝐁

𝜕𝑡
= −𝛁 × 𝐄 (5.40) 

Since the cells of the domain are considered to have the same side, the electromagnetic 

field components are arranged on the cells as in the conventional FDTD method. 

 Now, using the central difference approximation for the time and space coordinates, 

 𝐷𝑥
𝑛+

1
2(𝑘) − 𝐷𝑥

𝑛−
1
2(𝑘)

∆𝑡
=
𝐻𝑦
𝑛(𝑘 +

1
2) − 𝐻𝑦

𝑛(𝑘 −
1
2)

∆𝑥
 

(5.41) 

 

 𝐵𝑦
𝑛(𝑘 +

1
2) − 𝐵𝑦

𝑛−1(𝑘 +
1
2)

∆𝑡
=
𝐸𝑥
𝑛+

1
2(𝑘) − 𝐸𝑥

𝑛+
1
2(𝑘 − 1)

∆𝑥
 

(5.42) 

 

where, ∆𝑥 is the space increment and  ∆𝑡 is the time step.  
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The above equations are used to update both the electric and magnetic field 

material with both positive permeability and permittivity. In case of metamaterial, 

the negative value of permeability and permittivity must be considered so, 

 𝐷 = 𝜀(𝜔) × 𝐸 (5.43) 

 𝐵 = 𝜇(𝜔) × 𝐻 (5.44) 

where, 𝜀 and 𝜇 are taken  at a specific frequency in order to be negative. And they 

can be expressed as[80] 

 𝜀(𝜔) = 𝜀0 (1 +
𝜔𝑝𝑒
2

𝜔0𝑒
2 − 𝜔2 + 𝑗𝜏𝑒𝜔

) (5.45) 

 𝜇(𝜔) = 𝜇0 (1 +
𝜔𝑝𝑚
2

𝜔0𝑚
2 − 𝜔2 + 𝑗𝜏𝑚𝜔

) (5.46) 

where, 𝜀0 and 𝜇0 are the free space permittivity and permeability, 𝜔𝑝𝑒 = 2𝜋𝑓𝑝𝑒 

and 𝜔𝑝𝑚 = 2𝜋𝑓𝑝𝑚 are the electric and magnetic plasma frequency, 𝜔0𝑒 and 𝜔0𝑚 

are the low frequency edge of electric and magnetic forbidden band, 𝜏𝑒 and 𝜏𝑚 

are the electric and magnetic collision frequency.  

In order to calculate the fields in the metamaterial layer, an Inverse Fourier 

Transform is used to change S-domain equations into time domain Auxiliary 

Differential Equations (ADE). Also, the central difference approximation method 

is used.   

For metamaterial region, Eq. (5.43) becomes, 

 𝐷(𝜔) = 𝜀0𝐸(𝜔) +
𝜀0𝜔𝑝𝑒

2

𝜔0𝑒
2 − 𝜔2 + 𝑗𝜏𝑒𝜔

𝐸(𝜔) (5.47) 

thus, the second term of  Eq. (5.47) can be represented by a new parameter 𝑆(𝜔), 

where,  

 𝑆(𝜔) =
𝜀0𝜔𝑝𝑒

2

𝜔0𝑒
2 − 𝜔2 + 𝑗𝜏𝑒𝜔

𝐸(𝜔) (5.48) 

and Eq. (5.47) can be rewritten as, 

 𝐷(𝜔) = 𝜀0𝐸(𝜔) + 𝑆(𝜔) (5.49) 
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Now, using 𝑗𝜔𝑆(𝜔) ↔
𝑆𝑛−𝑆𝑛−2

2∆𝑡
 and (𝑗𝜔)2𝑆(𝜔) ↔

𝑆𝑛−2𝑆𝑛−1+𝑆𝑛−2

∆𝑡2
, and denoting 

𝑆(𝜔) as 𝑆𝑛−1 in Eq. (5.48), the updated equation becomes, 

 𝜔0𝑒
2 𝑆𝑛−1 +

𝜏𝑒(𝑆
𝑛 − 𝑆𝑛−2)

2∆𝑡
+
𝑆𝑛 − 2𝑆𝑛−1 + 𝑆𝑛−2

∆𝑡2
= 𝜀0𝜔𝑝𝑒

2 𝐸𝑛−1 (5.50) 

Hence, 𝑆𝑛 can be calculated using the following equation,   

 𝑆𝑛 = 𝛼 𝑆𝑛−1 + 𝛽 𝑆𝑛−2 + 𝛾 𝐸𝑛−1 (5.51) 

where, 𝛼 =
2(2−𝜔0𝑒

2 ∆𝑡2)

𝜏𝑒∆𝑡+2
, 𝛽 =

𝜏𝑒∆𝑡−2

𝜏𝑒∆𝑡+2
  and  𝛾 =

2∆𝑡2𝜔𝑝𝑒
2 𝜀0

𝜏𝑒∆𝑡+2
. 

Thus, the updated equation of the electric field in the metamaterial layer in the 

time domain can be obtained by, 

 𝐸𝑛 =
𝐷𝑛 − 𝑆𝑛

𝜀0
 (5.52) 

5.5.2 Results 

For the two dimension thin film solar cell with periodic structure as shown 

in Figure ‎5.1, the absorbing material is metamaterial, the electrode is Au and the 

substrate is SiO2, the geometric parameters of the proposed structure are set as 

d1=25nm, d2=120nm, d3=40nm, d4=30nm, d5=100nm, and with a period of 

P=200nm. The y-directed incident field is the p-polarized plane wave with the 

amplitude of 1 and the frequency spectrum is from 400nm to 800nm. The spatial 

step is set to ∆x= ∆y= 0.5nm. 

Figure ‎5.2 shows the Generalized Reflection Coefficients of the proposed 

solar cell structure with A-Si and metamaterial as an absorbed materials 

calculated by the FDTD method. It can be noticed that a strong optical absorption 

is observed from 550-640nm. The Generalized Reflection Coefficient reaches its 

minimum at 800nm for A-Si, and at 580nm for metamaterial.   
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Figure ‎5.2 :The Generalized Reflection Coefficients for the proposed solar cell structure with A-Si 

and metamaterial as an absorbed materials calculated by the FDTD method. 

 

 Figure ‎5.3 shows the Reflection, Transmission and Loss in the proposed 

structure with metamaterial as an absorbed material. The Absorption reaches its 

maximum at 580nm which matches with the results of Figure ‎5.2.      
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Figure ‎5.3: Reflection, Transmission and Loss in the proposed structure with metamaterial as an 

absorbed material. 

 

5.6 Conclusions  

In conclusion, a theoretical analysis based on FDTD has been introduced, 

discussed and implemented for newly waveguide structure containing Metamaterials for 

solar energy applications. The FDTD results have been confirmed and a strong optical 

absorption has been observed due to the Metamaterial layer.  
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