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ABSTRACT

An increase in the cross-sectional area (CSA) of the pulmonary arteries has

been implicated in the progression of emphysema in COPD patients. Standardiza-

tion of vessel size requires matching segments of the airway with their corresponding

blood vessels. Automated matching is still error-prone, and manual matching by sift-

ing through 2D slices is tedious and time-consuming. We propose a virtual reality

(VR) system for the visualization of the airway and the vascular tree as a means of

streamlining the verification of appropriate airway/vascular segment pairs selected

for quantitation of arterial CSAs. In this work, we outline the technical specifications

and design considerations and challenges for such system; we also compare user’s

performance on the proposed system with the conventional 2D method.
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PUBLIC ABSTRACT

An increase in the cross-sectional area (CSA) of the arteries of the lung has

been implicated in the progression of emphysema in chronic obstructive pulmonary

disease (COPD) patients. Further investigation of this effect requires accurate mea-

surement of the blood vessel sizes and matching these vessels with segments of the

airway. Automated methods for matching exist, but they are not very accurate.

Manual matching is more reliable but is time-consuming and hard. In this study, we

investigate the use of virtual reality for matching airway to arteries and whether or not

it makes the process easier and more accurate by comparing it against a conventional

matching method. We also discuss the technical challenges faced when developing

such system.
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CHAPTER 1
INTRODUCTION

1.1 Problem Statement and Motivation

Peripheral pulmonary vascular abnormalities have been implicated in the pro-

gression of emphysema in COPD patients, particularly, an increase in the cross-

sectional area (CSA) of the pulmonary arteries [58]. Expanding this work entails

the investigation of this effect by matching segments of the airway with their corre-

sponding blood vessels to normalize the arterial cross-sectional area across subjects in

large multi-center studies [20] [121]. Fully-automated blood vessel to airway matching

is still error-prone [59], and manual matching involves the tedious and time-consuming

process of sifting through 2D slices and visually tracing individual segments of the

airway and its surrounding blood vessels. This work showcases a virtual reality (VR)

system built for the visualization of the airway and the vascular tree as a means of

streamlining the verification of appropriate airway/vascular segment pairs selected

for quantitation of arterial CSAs associated with RB10 and LB10. Technical specifi-

cations and design considerations for the system as well as the challenges encountered

while building the system are outlined in this work.

1.2 Background and Related Work

1.2.1 Implications of Arterial Cross-sectional Area on Emphysema

Pulmonary vascular abnormalities act as a precursor to the damage that occurs

in emphysema [3] [52] [48] [58] [5]. An increase in the ratio between the pulmonary
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artery cross-sectional area (CSA) to aorta CSA (PA:A) corresponds to an increase in

the occurrence of acute exacerbation of COPD [138]. Matsuoka et al. showed that

this correlation exists with smaller blood vessels as well stating that the “total CSA

of small pulmonary vessels at sub-subsegmental levels strongly correlates with the

extent of emphysema” [82]. Iyer et al. [58] demonstrated that the airway normalized

pulmonary arterial segments were larger in emphysema susceptible smokers and this

was reversed with sildenafil.

1.2.2 Airway-to-artery Matching

Before discussing the airway-to-artery matching problem, it is helpful to briefly

review the normal relationship between the airway and the vascular tree. The lung

receives blood supply from two sources: bronchial vessels and pulmonary vessels.

Bronchial vessels are small high-pressure arteries (≈ 2mm in diameter at their origin)

that originate from the systemic circulation; they don’t follow the airway branching

pattern [134]. Pulmonary vessels are pulmonary arteries and veins. Pulmonary arter-

ies are large low-pressure arteries that originate from the pulmonary trunk (coming off

of the right ventricle). There are two types of branches associated with the pulmonary

arterial tree: conventional and supernumerary branches. Conventional branches fol-

low the branching pattern of bronchi, and they are the primary object of interest for

airway-to-artery matching. Supernumerary branches are smaller and more numerous

than conventional arteries; they typically arise from their parent artery at about a

90-degree angle. The supernumerary arteries do not accompany the bronchi; the ratio
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between supernumerary arteries to conventional arteries is around 2.8:1, but it can be

higher in pulmonary acini [98] [51] [137]. Pulmonary veins carry oxygenated blood;

they loosely follow the airway [137]. Towards the hilum, they take an independent

route [85]. Supernumerary veins are also present, and their ratio to the conventional

veins is around 3.5:1. This topological and geometric complexity coupled with wall fu-

sion in reconstructed CT images due to partial volume effects make matching arteries

to airway segments a non-trivial problem.

The airway-to-artery correspondence problem can be approached as a tree

matching problem. In tree matching, the computer algorithm tries to draw a cor-

respondence between nodes in two or more trees. Tree-matching is used to perform

intra- and inter-subject airway-to-airway matching, intra- and inter-subject artery-to-

artery matching or intra-subject airway-to-artery matching. Below are a few examples

in the literature that tackled these problems.

For airway-to-airway matching, Kaftan et al. developed a path-based tree

matching algorithm that compares paths within the airway and vascular trees using

three features, namely, distance, angle and distance variance. They reported around

87% airway-to-airway matching accuracy [62]. Feragen et al. developed an algo-

rithm for airway-to-airway matching based on the premise that the distance between

two “tree shapes” can be represented in “tree space” as the shortest deformation

connecting the two “tree shapes” [32].

Few works tackled the airway-to-artery matching problem. Bulow et al. de-

veloped an automatic airway-to-artery matching algorithm for their work to perform
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automatic extraction of the pulmonary artery tree, they introduced a metric they

named “arterialness” which is based on the fact that the arterial tree follows the air-

way tree. For example, if a vessel has a nearby bronchus that is almost parallel to the

vessel, the “arterialness” metric for that vessel will be high. They reported that their

algorithm was more effective for intermediately-sized vessels [10]. More recently, Jin

et al. used fuzzy distance analysis, connectivity analysis, and orientation to establish

the correspondence between an airway segment and a matching artery [59].

1.2.3 Virtual Reality

To aid the technologists as they seek to verify linkage of artery to airway

segments and to facilitate interactive identification of the appropriate correlation

of anatomic locations, we have turned to the use of newly emerging virtual reality

hardware and software. Perhaps the earliest conceptualization of virtual reality came

in 1965 with Sutherland paper titled “Ultimate Display.” In that paper, he described

an environment where the “computer controls the existence of matter” [124]. Such

“display” would, indeed, be the “Ultimate display” but the state of technology is

much less advanced.

In essence, a virtual reality system will have to establish a virtual environment

(VE) for the users and receive feedback to achieve what is known in virtual environ-

ments literature as “Presence.” Presence is the sense of “being there” in the virtual

environment [53] or in other terms “The subjective experience of being in one place

or environment, even when one is physically situated in another” [140]. Establishing
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a virtual environment is not only limited to the visual aspect (i.e. 3D navigable en-

vironment) but should also include sound and haptic feedback. This work does not

use sound or haptics.

1.2.3.1 Visual Aspect

Typically, a virtual reality system tracks the position of the user and the

direction of their gaze. This information is then used to update the display. The

system will then produce two images from the 3D scene, one from the perspective of

each eye.

The visual aspect of VR has been approached in different ways. One approach

is the Binocular Omni-Orientation Monitor (BOOM) developed by Fakespace Labs

[70]. BOOM is a binocular monitor attached to a mechanical arm with six degrees

of freedom. The position of the arm in 3D space is used to obtain head tracking

information that is fed back into the system to update the 3D scene. A more popular

approach is the head-mounted display (HMD) which is a binocular display worn on the

head. HMDs have internal and external sensors that feed head tracking information

into the controlling computer system. Cave Automatic Virtual Environment (CAVE)

[21] is another take on the visual aspect of VR where the 3D scene to be displayed

to the user is stereoscopically projected onto the walls of the room. The user wears

a pair of 3D glasses that shows each eye the scene from a perspective appropriate to

that eye. Head tracking information is obtained by tracking a set of tracking targets

that are attached to the 3D glasses.
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1.2.4 3D Imaging in Medicine

Projectional X-ray was perhaps the earliest imaging modality used in medicine,

but due to its nature as a projectional modality, it suffered from many problems such

as superposition. Computed Tomography (CT) offered an answer to this problem as it

can produce multiple 2D images that represent slices in the 3D object being imaged.

Several methods for visualizing these slices emerged; the most obvious method for

visualization is viewing individual 2D slices as a group of thumbnails printed on a

film or interactively through a computer software by scrolling through these slices.

Methods of visualization where information from multiple slices is represented

in a single view have been devised. Minimum and maximum intensity projections

are perhaps one of the simplest of these methods. In these techniques voxels along

a particular axis are collapsed into one pixel whose value is either the minimum

intensity or the maximum intensity encountered along that axis respectively. Despite

suffering from the problem of superposition because of their projectional nature; these

techniques have found use in many areas of medicine [89] [7] [99] [116] [128] [97] [96]

[90] [64] [80].

More advanced 3D visualization techniques have been developed and can be

classified into direct display and indirect display. Indirect display is often termed

shaded surface display (SSD) or iso-surfacing, and it was introduced in the 1970s

[93] [103] [40] [19] [42]. In this technique, a surface of iso-intensity is first extracted

from the 3D volume (this step can be preceded by segmentation) then a 2D image is

generated that represents the light reflected off that surface from arbitrarily positioned
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light source(s) [131]. Additional depth cues such as shadows and motion parallax can

be utilized to augment the 3D experience. Iso-surface extraction algorithms include

marching cubes [76] [92], marching tetrahedrons [24], dual contouring [61] and others.

Many modern-day implementations of SSD use marching cubes algorithm or one of its

extensions to build a 3D mesh that is then rendered using one of the modern rendering

pipelines (e.g., OpenGL) which handle hidden surface removal and motion parallax.

Examples of SSD use in medicine include visualization of scintigraphic data [135],

femur fractures [25], brain surface [130] [67], 3D ultrasound images [136], cerebral

aneurysms [39] and surgical planning [28]. Kurenov et al. used surface rendering

techniques to generate 3D meshes of pulmonary vessels to be 3D printed to facilitate

anatomical study [68]. An important variant of SSD is “Virtual Endoscopy”; it is

a technique where the internal surface of a hollow organ is rendered, and the user

is allowed to move around the organ’s lumen simulating an endoscopic examination

[108] [44] [47] [133]. An overview of the early applications of 3D display to the study

of the heart and lung is given by Hoffman [49].

Direct display is also known as volume rendering. In this type of visualization,

the volume is considered a light emitting, semi-transparent medium. Transfer func-

tions map intensity values in the input volume to medium properties such as opacity

and color. There are several methods to perform volume rendering. A popular method

is “Raycasting.” In its simplest form, raycasting is a technique where multiple parallel

rays (one for each pixel in the 2D output) are cast through the volume. Each voxel

along a ray contributes to the final color of the pixel that corresponds to that ray.
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The transfer function determines the material properties of any given voxel along a

ray and its contribution to the final color. If all voxels contribute equally to the final

pixel intensity value, the result is a projection image similar to an X-ray image [12]

[127]. Raycasting is computationally expensive but can be parallelized and thus can

benefit from modern GPU optimizations [65]. Other methods for volume rendering

include texture-based volume rendering [46], splatting [139] and shear warp [71].

Initially, volume rendering was used for the visualization of skeletal anatomy

[45], its use has grown greatly since. Clinically, it was used for many purposes includ-

ing craniofacial surgery planning [81] [132] [75], orthopedic surgery planning [33] [35]

[34] [94] and angiography [69] [120] [66]. Many clinical and research software packages

support volume rendering [63] [117] [43] [109] [105] [74] [104].

1.2.5 Virtual Reality in Healthcare and Medical Research

Richard Satava [114] classified the use of VR in healthcare into four categories

which are (1) Pre-, intra- and post-operative assistance in surgeries, (2) Medical

education and training, (3) Medical database visualization and (4) Rehabilitation

medicine. Judi Moline [87] added medical therapy and preventive medicine and pa-

tient education, among others. This work falls under the medical database visual-

ization category. Before reviewing the work done in the domain of medical database

visualization, we will briefly review notable VR applications in some of the other

categories.

In the area of medical therapy, most VR applications address mental health.
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VR has been tried as a treatment for Acrophobia [107] [29], Arachnophobia [13] [38],

Clustrophobia [9], PTSD [106] [23] [6], eating disorders [100] [101], phantom limb [88],

regional pain [115], burn pain [50], ADHD, autism [123] and Amblyopia (Lazy eye)

[26] [8].

In 2005, Rizzo et al. published an excellent article that presented a “SWOT

Analysis of the Field of Virtual Reality Rehabilitation and Therapy.” VR technology

has improved a lot since its publication, and some of the weaknesses cited are less

pronounced with today’s technologies. However, most of the points made in the

paper are still valid today [102]. Many works examined the rehabilitative use of

virtual reality. Grealy et al. reported improved cognitive functions in patients with

Traumatic Brain Injury (TBI) who underwent virtual reality-based rehabilitation [41].

Christiansen et al. [15] and Zhang et al. [141] used virtual reality to evaluate daily

living skills in patients with TBI. Laver et al. [73] have recently reviewed and analyzed

19 earlier clinical trials that examined the utility of VR in stroke rehabilitation. They

found that most of the studies focused on upper limb training; they reported a limited

but statistically significant effect on arm function compared to alternative approaches;

they also noted that these trials had low recruitment rates.

Medical training is one of the areas where virtual reality lends itself. An

example use case that was studied numerous times in the literature is surgeon training.

Seymour and colleagues have reported improved operating room (OR) performance

for surgical residents trained with VR on a specific task when compared to controls

who weren’t pre-trained [119]. Ahlberg et al. [4] and Larsen et al. [72] reported similar
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improvement in trainee performance when trained using VR. Rahm et al. reported a

significant improvement for novice trainees on knee arthroscopy when trained using

VR [95]. Gallagher et al. published an article where they critically reviewed VR

applications in surgery training and concluded that VR is an effective tool for training

but only in the context of a well-thought-out surgical training program [37]. For a

detailed account on the use of VR in medical training, the reader is directed to

Ruthenbeck and Reynolds’s paper entitled “Virtual reality for medical training: the

state-of-the-art” [110].

There has been less focus on the area of medical data visualization using virtual

reality. McDonald et al. created a system that allowed anesthesiology residents being

trained on epidural technique to view and interact with 3D reconstructed datasets

obtained from patients [83]. Satava reports on the work of J. Henderson where he

built a 3D visualization tool for Vietnam war injuries database [113].

More recently, Farhani et al. examined the use of virtual reality for the visu-

alization and diagnosis of pathology slides; they found that pathologists were equally

accurate with VR and the conventional method [31]. Usher et al. built a virtual

reality tool for neuron tracing that was shown to be superior to conventional utilities

[129]. Eeger et al. integrated OpenVR [1] (A common application programming in-

terface “API” for the most popular VR HMDs) into MeVisLab medical visualization

platform [27].

There is a plethora of works that investigated the utility of virtual reality

in a wide range of areas of biomedical research; many of these works pointed out
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that a carefully designed virtual reality system can be a valuable asset, even though,

at the time, virtual reality systems’ performance was quite limited. In recent days,

computing power has caught up to the demands of virtual reality systems to the extent

that we have affordable, low-latency and high-performance virtual reality systems

in the consumer market. This poses an opportunity for further exploration of this

technology for biomedical research applications.



12

CHAPTER 2
TECHNOLOGY

2.1 Virtual Reality Hardware

2.1.1 Head-mounted Displays (HMDs)

As of this writing, there are three major competitors in the virtual reality

headset market: “HTC Vive” [16], “Facebook Oculus Rift” [55] and “Sony Playstation

VR” [18]. Only the former two are designed to work with Personal Computers (PCs).

In terms of screen resolution, both the HTC Vive and the Oculus Rift have 2160 x 1200

displays and a 90 Hertz refresh rate. The major difference between the two systems

is that the HTC Vive is designed to be used in room-scale virtual environments that

allows the user to move around the environment. The Oculus Rift, on the other hand,

operates in a smaller area. Also, the price of the Oculus Rift is lower than that of

the HTC Vive. More recently, HTC announced the “VivePro” which offers tetherless

HMD, higher resolution, and more sensors [17].

2.1.2 Controllers

Both the Oculus Rift and the HTC Vive have support for hand controllers. The

HTC Vive’s controllers are larger than those of the Oculus Rift’s (see figure 2.2). The

Oculus Rift’s controllers (Oculus touch) are two wireless controllers that are roughly

the size of an Apple, each with five buttons and two analog sticks. The controllers

feed information about hand orientation, hand position in space and the state of each

of the buttons to the application. The controllers also have programmable motors
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that provide haptic feedback in the form of rumbling (see figure 2.1).

Figure 2.1: Oculus Rift’s hand controllers
(Source: Oculus Rift Developer Documentation)

Figure 2.2: HTC Vive’s hand controllers
(Source: HTC Vive PRE User Guide)
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2.2 Rendering for Virtual Reality HMDs

End-to-end input latency is defined as the time interval between a user’s phys-

ical motion and the corresponding on-screen visual feedback [142] [14]. Modern-day

interactive desktop applications usually have a mean end-to-end input latency hover-

ing around 50-60ms [14]; this latency can reach 100ms for games that run at 30 frames

per second [122]. However, for virtual reality applications, the recommended latency

is around 20-25ms or less [77]; greater latency can break immersion or cause motion

sickness. End-to-end latency in virtual reality context is often termed “Motion-to-

photon” latency. Sources of latency in virtual reality are illustrated in figure 2.3.

Achieving a latency of 20ms requires optimizations on both hardware and software

levels. Hardware optimizations are numerous, and they include using low latency sen-

sors and low persistence screens. Some of the software optimizations are performed

by the VR runtime (such as Time Warping which we will explain in a later section),

but to reach the 20-25ms latency, the application developer has to maintain a consis-

tent frame rate of 90 frames per second which translates into a render time budget

of roughly 10ms per frame.

Another aspect where VR and desktop rendering differ is that a VR appli-

cation is required to render any given scene twice, once from the perspective of the

left eye and once from the perspective of the right eye; this effectively doubles the

rendering workload. Additionally, VR applications render scenes with a wide field of

view (FoV) [77]. VR Applications don’t typically render directly to the screen but

rather to an in-memory buffer; they submit the buffered frames to the VR runtime
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which performs post-processing such as correcting for the distortion and chromatic

aberrations introduced by the lens. The corrected frames are then displayed on HMD

[57].

Figure 2.3: Motion-to-photon latency
Icons sourced from thenounproject.com

2.2.1 Rendering Timeline

A frame starts with a call to the VR runtime library to obtain sensor infor-

mation, namely head, and hands’ poses. The application uses sensor information to

render two frames, one for each eye. This introduces some latency in the system
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because, by the time the frames are submitted to the VR runtime, the head pose is

already several milliseconds old. This latency may not be noticeable on a computer

screen, but in VR settings it can be noticed. Afterward, the application submits these

frames to the VR runtime which processes these frames and sends the final images to

the HMD.

2.2.2 Reducing Latency

Long motion-to-photon latency can degrade the user experience significantly

or even cause motion sickness. For ideal experience, latency should be maintained

around 20-25ms. In this section, we overview some of the software techniques that

can be used to reduce latency.

2.2.2.1 Time Warping

Time warping is a technique employed by the Oculus Rift’s runtime to reduce

latency; It doesn’t require developer intervention. In this technique, the VR runtime

reads the sensors just before sending the final frames to the HMD for rendering and

applies a transformation to the final frames that reflects the new sensor information.

This transformation can reduce the perceived latency (see figure 2.4). Time warp-

ing can correct for head rotation, but not translation as translation will introduce

disocclusion artifacts.
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Figure 2.4: Asynchronus Time Wrap

2.2.2.2 Space Warping

Space warping is a feature that was recently added to Oculus Rift; it works

in tandem with “Time Warping.” In this technique, the VR runtime synthesizes

missing frames by extrapolating from the previous two frames and both the user’s

head orientation and position instead of just warping the latest frame. This technique

enables VR applications to run at a frame rate of 45 fps with minimal degradation

in the experience thus allowing less powerful GPUs to run VR applications [54].

2.2.2.3 Single Pass Stereo Rendering

Rendering the scene two times once for each eye is mandatory for VR appli-

cations. This essentially doubles the work on both CPU and GPU sides. On the

CPU side, the scene graph will be traversed twice, and the CPU will issue twice as

many render calls and state changes such as attaching textures, enabling/disabling

blending, depth testing, etc. On the GPU side, the number of commands to execute
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is doubled, and the geometry will be rendered twice. This can be rather expensive,

especially when the rendering budget is as low as 10ms. Luckily, there are means to

reduce this overhead. On the CPU side, OpenGL instancing can be used. OpenGL

instancing allows the application to ask the GPU to render a particular piece of ge-

ometry any given number of times with one call. For VR purposes, instancing allows

the geometry to be rendered twice by the GPU with one set of render calls and state

changes; this reduces the workload on the CPU side. However, the GPU is still

doing twice the amount of work. Reducing the workload on the GPU side cannot

be done using software alone. One approach to reducing the GPU workload is the

NV stereo view rendering OpenGL extension [125] that was proposed by Nvidia;

it reduces the amount of repeated work done on the GPU side. The GPU will still

render the geometry twice but more efficiently.

2.2.2.4 Multi-resolution Rendering

When rendering for virtual reality HMDs, rendering different parts of the scene

at different resolutions can improve performance. The human visual system has lower

resolution toward the periphery [36]. Coupling this with the fact that peripheral

parts of the scene are represented with fewer pixels than the central parts in the

final image due to the barrel distortion, it becomes clear that it is possible to render

the peripheral parts of the scene at a lower resolution to improve performance with

little to no degradation in the experience. The NV clip space w scaling OpenGL

extension has been proposed to achieve that at OpenGL level [126].
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The Oculus Rift’s runtime also allows rendering different layers of the scene at

different resolutions. For example, the developer can render non-textual elements at

a lower resolution while rendering textual elements at a higher resolution to achieve

higher frame rate without sacrificing legibility [56].

2.2.2.5 Efficient Transparency

In scientific visualization, transparency can be a handy device for visualizing

complex objects. In 3D graphics, transparency is often simulated by using “Alpha

blending” where each new fragment submitted to the rendering pipeline has a color

and an alpha value. Alpha values reflect that fragment’s “opaqueness” with a value

of 1.0 meaning a fully opaque fragment. When a new fragment is sent to the pipeline,

the color of the fragment is combined with the existent color in the frame buffer at

that location using the following equation.

Cout = AsrcCsrc + (1 − Asrc)Cdst

Where Cout is the color to be stored in the frame buffer at a given location,

Asrc is the alpha value of the new fragment, Csrc is the color of the new fragment

and Cdst is the color value already stored in the frame buffer. This approach works

well for many purposes but requires that fragments be sent to the pipeline in-order,

with fragments closer to the camera coming last; this can be achieved for simple

transparent objects such as windows or sheets of glass. However, it can be very hard

to achieve if a single transparent object overlaps itself (as it will require reordering

the triangles that make up the object itself) or even impossible if transparent objects
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Figure 2.5: Order-dependent transparency impossible case
images derived from a question on StackOverflow.com [91]

intersect (see figure 2.5) which is commonplace in scientific visualization. Several

order-independent transparency (OIT) algorithms have been introduced to address

this problem.

Depth peeling is an OIT technique that was introduced by Cass Everitt [30]

in 2001. In depth peeling, multiple rendering passes are done. For the first pass, only

the pixels that are closest to the camera are rendered, in the next pass only pixels that

are the next closest to the camera are rendered and so on, with each pass “peeling”

away a depth layer; these layers are then combined and rendered. Depth peeling can
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Figure 2.6: A simple 2D example on depth peeling.

Pixels on the “green” surface are not the same distance away from the camera but they
are all the foremost pixels from the point view of the camera and thus constitute a “depth

layer”

achieve pixel-perfect transparency but requires multiple passes especially for complex

scenes that have multiple depth layers; this can be impractical for real-time rendering.

More recently, Mcguire introduced “Weighted, Blended Order-Independent

Transparency” [84]. In this technique, the contribution of a transparent surface to

the final color of a pixel is weighted by that surface’s alpha value, and its distance from

the camera; farther away surfaces will contribute less than near surfaces. In other

words, the final color of a pixel that overlies one or more transparent surfaces will be

a weighted sum of all underlying pixels on these transparent surfaces. The advantage

of this approach is that it can be performed in one pass on modern hardware using
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multiple render targets; this makes it ideal for real-time rendering, but it requires

tweaking the weighting function to fit the range of depth values in the scene.
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CHAPTER 3
APPLICATION DESIGN

3.1 Application Design

3.1.1 External Libraries

The application was built using C++, and several libraries. Table 3.1 shows

these libraries, their versions, and their function. Figure 3.1 outlines the interaction

between the application and these libraries.

Library Version Use

VTK [117] 8.1 Generating surface mesh from 3D mask volumes,

smoothing and decimation, VTK wasn’t used for ren-

dering.

ITK [60] 4.13 Reading image data from CT scans, the data was used

to generate 2D and 3D OpenGL textures1

FreeType [22] 2.8 Generating bitmaps from font files for typography

GLEW [86] 2.1.0 Dynamically loading modern versions of OpenGL

GLFW [78] 3.2.1 Cross-platform window creation and window life cycle

management

Oculus SDK [56] 1.14 Interfacing with the Oculus Rift hardware

Table 3.1: Libraries used in the application
(1) ITK function “TransformPhysicalPointToIndex()” that transforms between physical co-
ordinate system and the image voxel index coordinate system was too slow for real-time
rendering and was replaced by less flexible but much faster implementation.
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Figure 3.1: Interactions between libraries and application

3.1.2 Object Organization

3D objects in the application are organized in a scene graph. A scene graph

is a tree that represents logical relationships (often spatial relationships) between

objects in a 3D scene. For an example of spatial relationships in a scene graph, think

of a person driving a car. In a scene graph, the person node will be a “child” of

the car node which means that transformations applied to the car like translation or

rotation will also be applied to the “person” node causing the driver to move with

the car. In a scene graph, the developer doesn’t have to explicitly transform each

child individually; the rendering engine will “combine” parents’ transforms with child

node transform.

In this application, a simple scene graph was used, where each node can be



25

“queried” to return a set of “render commands” that define how it should be rendered.

Each command defines a shader program and a render state (e.g., whether or not

blending is enabled, whether or not depth testing is enabled, etc.). A “scene renderer”

will then traverse the scene graph, querying all visible nodes, sorting the render

commands by shader program and render state and caching these commands for

quick access. Changes to the scene graph (e.g., hiding a node) would invalidate

the cache, and it will be rebuilt in the next frame. A portion of the scene graph’s

implementation is based on the C++ library “Cinder” [2].

3.1.3 Anatomy of a Frame

A frame starts with a query to the VR runtime to get the latest head and

hand poses as well as controller states. The application then uses this information

to update the application state and the scene graph. For example, when the user

wants to rotate the airway, the airway’s position in the scene graph is changed to

become a child of the “right hand” node. All “right hand” transformations will now

be applied to the airway giving the users the illusion that they are holding the airway

tree in their hand. After that, the application goes through the cached list of render

commands (updating the cache if needed), rendering opaque samples first, followed

by transparent samples. Afterward comes the step of post-processing, in this work,

post-processing is only needed for weighted blended order-independent transparency.

Figure 3.2 outlines the flowchart of a single frame in the application.
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Figure 3.2: Single frame flowchart

3.1.4 Shaders

Shaders are developer-defined programs that run on the GPU at different

points in the rendering pipeline. OpenGL shaders are written in a C-style language

called “OpenGL Shading Language (GLSL).” GLSL shaders are an integral part

of modern OpenGL-based applications. GLSL shaders are compiled and linked at

runtime using OpenGL function. In this application, support for C-style “#include”

macro was added to allow for the concatenation of multiple shader files which helps

in code organization and reuse. Change detection is also implemented; this allows the

application to detect changes to shader files in real-time which triggers compilation
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and linkage of all the shaders that depend on the modified files. Change detection

allows for real-time tweaking/debugging of shaders without having to recompile and

restart the entire application.

3.1.5 The 3D Mesh

For each subject, two surface meshes are generated: a mesh for the airway

tree produced from the airway mask and a mesh for the vascular tree produced from

the blood vessel mask. The meshes are generated using VTK’s implementation of

marching cubes [76]. The raw mesh for the airway tree is composed of roughly 750k

faces. The raw mesh for the vascular tree is composed of about 10 million faces. VTK

decimation filter was used to reduce the number of faces. Decimation is a process

where a mesh is transformed into another with fewer faces. The mesh decimation

algorithm used by VTK is a modification to the algorithm described by Schroeder

et al. [118]. The number of faces for both meshes was reduced to around 85% of

the original number with no noticeable loss of details. Meshes were also smoothed

by iteratively moving vertices according to the average position of the surrounding

vertices using vtkSmoothPolyData Filter [79] (See figure 3.3).
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Figure 3.3: Mesh smoothing
Airway mesh without smoothing (left) and with smoothing (right).

3.1.6 Shading and Rendering

For shading the vascular and airway meshes, Phong shading model [93] was

used. It was applied on per-vertex basis; this results in lower quality lighting but

is faster than the higher quality per-fragment shading. The application reduces the

CPU workload by using OpenGL instancing for stereo rendering. For transparency,

weighted blended order independent transparency was used [84] (See figure 3.4).
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Figure 3.4: Weighted blended order-independent transparency
Triangles that make up the vascular tree weren’t ordered before rendering

3.1.7 Text Rendering

To the untrained eye, text rendering and layout can seem simple, but it is a

fairly complex system of problems. Luckily, this application has simple needs that

can be addressed with simple solutions. To render latin text to the screen in a very

simple use scenario, glyph information needs to be loaded from a font file. A bitmap

is then generated for each character. Then a texture is generated from these bitmaps,
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and finally, the texture for each character is rendered to the screen in the order that

character appears in the text.

To reduce the number of draw calls, a bitmap is generated for the whole text

instead of creating a bitmap for each character; this translates to one texture per text

field which reduces the number of draw calls needed. The bitmap is generated on a

different thread and the texture is only updated when the bitmap is loaded. This

optimization causes text updates to lag behind a few milliseconds but improves the

performance of the rendering thread because it doesn’t spend time generating text

bitmaps (See figure 3.5).

Figure 3.5: Text rendering
Arrows show text fields being added, each text field requires a single render call as

characters are not added one by one.
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3.1.8 Slice Rendering

The application allows the user to pick a square slice with an arbitrary orien-

tation in 3D, move it and change its orientation as needed. The application shows

the user the slice from the underlying CT volume that corresponds to the slice the

user controls. The orientation and position of the slice are determined by user in-

teraction through the hand controller. The hand controllers’ state is updated each

frame which means a slice from the volume will have to be extracted for every frame

(i.e. 90 slices per second). If this work is performed on the CPU, the frame rate will

suffer because of the overhead of slice extraction from the volume and the latency in-

curred by moving the slice data from the system memory to the GPU’s video memory

(VRAM). This problem is solved by loading the entire volume into the VRAM as a

3D texture and sampling from that texture based on the orientation and position of

the user-controlled slice. This approach has the added value of OpenGL performing

smoothing on the extracted slice efficiently. Sending the entire 3D volume to the

GPU is slow and has to be done on the rendering thread, so to avoid slowing down

the rendering thread, the texture transfer is amortized over several frames to keep

each frame’s render time within the allotted 10ms budget.
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CHAPTER 4
METHODOLOGY

4.1 Overview

For this work, an Oculus Rift consumer version 1 (CV1) virtual reality HMD

was used because it is more usable in a seated position in a confined workspace as

well as being more cost-effective than other alternatives. The HMD was connected

to a Microsoft Windows machine with Nvidia GTX 970 GPU. A total of 100 baseline

scans from SPIROMICS subjects (from Iowa Radiology and Columbia sites) were

used. A virtual reality application based on OpenGL was developed. The virtual

reality software presented the user with a 3D view of the airway and vascular trees

to aid the airway-to-artery matching. Using two hand-held controllers (see figure

2.1), the user is able to navigate, rotate, pan and crop the 3D rendering as well as

view arbitrarily-oriented slices from the underlying volume. The user’s goal for each

subject is to pick two 3D planes that demarcate the beginning and end of the artery

that matches a particular airway segment.

For evaluation, the user’s performance in matching airway segments (specif-

ically LB10 and RB10) with their corresponding arteries on the proposed virtual

reality system and a 2D system (Pulmonary Analysis Software Suite (PASS))[43] was

compared. The user was shown segments from 100 subjects and was required to

mark the beginning and the end of the corresponding artery. Each airway segment

was shown to the user twice in a double-blind, random order yielding a total of 200



33

observation per system. The performance of a single user was reported in this work

(N=1). The user’s performance on both systems was examined.

4.2 Dataset

A total of 100 baseline full inspiratory scans from SPIROMICS [121] sub-

jects (from Iowa Radiology and Columbia sites) were used. The subjects represented

GOLD COPD stages 0, 1 and 2. Males and females were equally represented in the

dataset. Only LB10 and RB10 airway segments were considered. Each scan had

an airway mask and a blood vessel mask, both were produced by VIDA diagnostics.

These masks were used to create a 3D surface rendering of the airway and the blood

vessels using VTK’s marching cubes [76] implementation.

4.3 User Interaction

User interactions were expected to be performed while seated. Aside from

looking around, all user interactions are performed using the hand controllers. The

interactions include: (1) Moving around the 3D mesh, (2) Moving the 3D mesh,

(3) Rotating the 3D mesh around an arbitrary point, (4) Viewing intensity image

of an arbitrary slice as well as rotating, moving and scaling that slice, (5) Viewing

Minimum, Maximum and average intensity projections overlayed on the 3D mesh, (6)

Cropping the blood vessels from the scene to a sphere of arbitrary diameter around

the targeted airway segment (see 4.2) and (7) Picking and orientating a 3D plane to

mark the beginning/end of a blood vessel segment (the application provides the user

with a preview of the slice represented by that plane in the volume). Figure 4.1 shows
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the user interface.
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Figure 4.1: User interface
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Figure 4.2: Cropping view to remove clutter

4.3.1 Workflow for VR

The user is presented with a 3D rendering of the airway; she/he then navigates

the view, rotates, crops and traces blood vessels visually. The application overlays a

heatmap on the blood vessel mesh that indicates its proximity to the targeted airway

segment to aid in the process of locating the matching blood vessel. Ideally, the

user visually traces blood vessel and airway branching patterns to find a match (see

figure 4.3 for an example of a match). When the user is ready, she/he picks a point

that marks the beginning of an artery, orientates a 3D plane centered around that

point, and then confirms the selection of that plane. The user then proceeds to pick

the plane that represents the end of the selected blood vessel. The application then

highlights the blood vessel segment that the user picked. If the user is satisfied with
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the result, the user moves on to the next subject. Figure 4.4 shows the segment

selection workflow.
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Figure 4.3: Manually cropped view of the airway and the corresponding artery
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Figure 4.4: Artery segment selection workflow
(A) orientate the first plane, (B) confirm selection, (C) orientate the second plane, (D)

confirm selection. The selected segment is marked in white.

4.4 Evaluation Metrics

Two metrics were used to evaluate and compare the user’s performance on

both systems, namely, the matching time and the matching error.

4.4.1 Matching Time

In both systems, The “matching time” was defined as the number of seconds

elapsed between the time when the user was first presented with the 3D mesh or the

2D image to the time she/he picked the second point on the selected blood vessel.
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4.4.2 Matching Error

In this work, there was a lack of a ground truth dataset. To evaluate user’s per-

formance, the number of “agreements” between two observations of the same airway

segment in the same subject on each system was used as a metric.

Two observations are said to be in “agreement” if the two-point pairs fall

within the same blood vessel with no branching points between them. In “One gen-

eration below” error the two pairs of points fall on the same blood vessel with one

intervening branching point. In “two generation below” error, the two pairs of points

fall on the same blood vessel with two intervening branching points between them.

Supernumerary branching points were not considered as branching points.

If the two pairs of points are on different vessels or on vessels that have common

origin above the beginning of the targeted airway segment, these pairs are said to have

“Different vessel” error (see figure 4.5). Matching errors were counted manually.

Figure 4.5: Types of errors
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CHAPTER 5
RESULTS AND DISCUSSION

5.1 Results

5.1.1 Matching Time

The median matching time for VR was 46 seconds while the median matching

time for 2D software was 30 seconds. Examination of the median matching time

progression over five sessions in the case of VR revealed a downward trend indicating a

“learning-curve” (see figure 5.1). The median matching time moved from 105 seconds

(N=30) in the first session to 36.5 seconds (N=100) in the fifth session (p-value ≈

10−20). For both systems, there was no statistically significant difference in matching

time for different GOLD stages or subject’s gender.

Figure 5.1: Progression of median matching time on VR
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5.1.2 Matching Error

Out of the 198 pairs of observations that were done using the 2D system, 17

pairs had disagreements (13 “one generation below” errors, 1 “two generation below”

error and 3 “different vessel” errors). Factors such as the side of the airway segment

(right and left), GOLD stage and gender had no influence on errors. There was no

statistically significant difference in matching times between pairs with agreement

and those with disagreement. Out of the planned 200 pairs, two pairs of observations

were not recorded due to a software error.

In the 198 pairs of observations that were done using the VR system, 33 pairs

had disagreements (28 “one generation below” errors, 1 “two generations below”

error and 4 “different vessel” errors). Again, there was no statistically significant

difference in the number of errors between segment sides (right and left), GOLD

stages and genders. The median matching time for pairs with disagreement was

about 10 seconds more than that for pairs with agreement (p-value ≈ 0.004). Pairs

with “different vessel” errors had a median matching time of 88 seconds. The selected

vessel segment length was examined which is defined as the distance between the user-

selected starting point and the ending point of the blood vessel (see figure 5.2). It

was found that the mean selected vessel segment length was smaller for vessels with

disagreement (9.96 voxels ±4.15 voxels) than the mean for vessels with no error (12.91

voxels ±5.48 voxels) (p-value ≈ 0.003). The mean distance between the selected

segments was found to be 17 voxels (±33 voxels); this distance is how far apart

are the selected segments in the first and the second observations (see figure 5.2
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for illustration). Out of the planned 200 pairs, two pairs of observations were not

recorded due to a software error.

Figure 5.2: Segment length and distance between segments

Vessel segment length (h) is the distance between starting point and ending point for one
observation. Distance between selected segments (d) is the distance that separates two

selected vessel segments.

There were 181 pairs that had no matching errors when labeled using the 2D
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system and 165 pairs that had no matching errors when labeled using the VR system.

The intersection between these two groups has 154 pairs that are common to both

groups with no matching errors. These pairs were further examined to see if there

was an agreement between the two systems as well. There were 128 instances where

the four observations (two on the VR system and two on the 2D system) agreed on

the selected blood vessel and 26 instances where a “one generation below” error was

made. “One generation below” error in this group refers to the case where there was

an intra-system agreement (between the two observations on each system), but there

was an inter-system disagreement (See table 5.1).

2D system VR Common agreed upon

No Error 181 (91.4%) 165 (83.3%) 128 (83.1%)

One Generation Below 13 (6.6%) 28 (14.2%) 26 (16.9%)

Two Generations Below 1 (0.5%) 1 (0.5 %) 0 (0.0%)

Different Vessel 3 (1.5%) 4 (2%) 0 (0.0%)

Total 198 198 154

Table 5.1: Matching error frequency for the two systems
Note: “Common agreed upon” pairs are the pairs in the intersection between the “No
Error” groups of both systems.
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5.1.3 Rendering Performance

The application was tested on three different machines. System specifications

and performance on these systems are reported in table 5.2.

System 1 System 2 System 3

Processor
Intel

7700k

AMD

Ryzen 5 1600

Intel

Xeon E5-2620

Memory 32 Gigabytes 16 Gigabytes 32 Gigabytes

GPU
Nvidia

Titan X (Pascal)

Nvidia

GTX 1070

Nvidia

GTX 970

Performance

Average Latency (Idle) 18ms 25ms 23ms

Latency (Viewing a slice1) 19ms 30ms 31ms

PHR2 (Idle) 65% 57% 57%

PHR2 (Viewing a slice1) 55% 35% 30%

Frame rate 90 90 90

Table 5.2: Specifications and performance of three machines that the VR system was
tested on
(1) Performance on viewing a slice (see figure 3.1) is reported because it is the most com-
putationally demanding function in the application. (2) Performance Headroom (PHR) is
a metric reported by the Oculus runtime that reflects the unused CPU and GPU rendering
capacity.

There were noticeable dips in frame rate that lasted around 2-3 seconds when
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the user picks the first point; this is the moment when the 3D volumes begin loading.

5.2 Discussion

5.2.1 Matching Time

With a median matching time of 46 seconds, the user was slower on the VR

system. However, there are some points to take in consideration. The user had

previously been trained on and used the 2D system for months, but only used the VR

system for this work, so there was a learning process for using the VR system but not

for the 2D system. This is evidenced by the downward trend in user matching time on

VR. Also, when the user picks the starting point of an artery, the VR application starts

sending the intensity and mask volumes to the GPU. This process takes, on average,

12 seconds on the machine that was used for evaluation (See figure 5.3). Sending the

data to the GPU only when it is needed makes sense in some use cases, but in the

context of this application, it contributed a significant increase in the matching time

because the user has to wait. Eliminating this bottleneck can potentially reduce the

median matching time on the fifth session to about 24 seconds. The 2D system didn’t

suffer from this problem as the user doesn’t have to wait to confirm the points she/he

selected.

The user’s matching time was improving with time (See figure 5.1) but was the

user making more mistakes? Looking at the error rate in different sessions revealed

no statistically significant difference in the number of errors made across sessions (p

≈ 0.74), so the user was not picking up speed at the cost of making more mistakes.
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Figure 5.3: The progression steps of 3D volume loading

In the first panel, none of the volumes are loaded yet, in the second panel only the blood
vessel mask is loaded and in the third panel both the airway mask and the intensity

volume have been loaded (average loading time ≈ 12 seconds).

5.2.2 Matching Errors

Between the two system, only six pairs of observations consistently showed

disagreement on both systems, that is, the user made a matching error on the 2D

system and the VR system when working on those six pairs. All of these errors were

of the type “one generation below.” There was no immediately apparent vascular

branching pattern specific to this group. One subject stood out where the Trachea

and the airway appeared distorted. The Apical part of the left lung appeared to have

very few blood vessels (see figure 5.6). In another subject, the segment labeled “LB10”

was rather short (see figure 5.7). Even though a shorter target segment could be a

possible cause of confusion, this wasn’t unique to pairs of observations with errors,

but it was also present in pairs of observations where no errors were made. There

was no correlation between the length or the volume of the target airway segment

and the number of errors made on the VR (p-value ≈ 0.5) or the 2D system (p-value
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≈ 0.07).

In the VR application, four errors of the type “different vessel” were made.

The median matching time for these observations was significantly longer than ob-

servations with other kinds of errors, indicating possible confusion. Examination of

these four subjects revealed an interesting pattern. In all four subjects, there were

two different vessels with branching pattern that seems to match the branching pat-

tern of the airway thus causing the confusion. Figures 5.4 and 5.5 show two examples

of this case.

Figure 5.4: Example 1 of “different vessel error”

Structures that have the same label (A or B) may appear to be companions which can be
a source of confusion.



49

Figure 5.5: Example 2 of “different vessel error”

Structures that have the same label (A or B) may appear to be companions which can be
a source of confusion.

The majority of matching errors made in the VR application are of the type

“One generation below”; in fact, the number of errors made on both systems is more

or less the same except for the “one generation below error.” Examination of these

subjects didn’t reveal any specific branching patterns associated with that type of

error. In the following section, we examine possible causes for confusion that may

have contributed to these results.
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Figure 5.6: A subject with errors on both systems

Deformed Trachea (left) Apical part of the lung having very few vessels (middle) A CT
slice from the lung (right)

Figure 5.7: Short LB10 segment
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5.2.2.1 Possible Causes of Confusion

In this application, the blood vessel mask is used to generate the surface

mesh. Discontinuity in the blood vessel mask can cause confusion because it interferes

with the ability of the user to track blood vessel branching pattern upstream. A

discontinuity in the mask will cause the blood vessel to appear interrupted at random

points, and the user will have to fill these spaces mentally or by viewing the underlying

CT volume (see figure 5.8). Discontinuity of the blood vessel mask was present in

many of the cases with errors.

Another possible cause of confusion is that the marching cubes algorithm fuses

walls of blood vessels that come close to each other (partial volume effect); this gives

the illusion that there are more branches for a blood vessel than what is actually

there (see figure 5.9). A solution to this problem was proposed by Saha et al. [112]

but unfortunately, it was not implemented in this work.
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Figure 5.8: Blood vessel mask gap

The white outline shows a gap in the blood vessel mask and the corresponding gap in the
blood vessel mesh
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Figure 5.9: Surface fusion in vessels passing close to each other

5.2.3 Notes on the User Interface

The VR application employs a fairly simple cropping mechanism; it allows the

user to change the radius of a sphere centered around the selected airway segment

and crop anything outside it. This mechanism was quite useful for removing clutter

and allowed the user to look at the vessel of interest more readily but there were

cases where this cropping technique fell short. Ideally, the user tweaks the sphere

radius until a point is reached where enough of the targeted blood vessel is visible

so that a decision can be made on whether or not it is, in fact, the artery. However,

it is often the case that smaller radii remove clutter but don’t show enough of the

targeted blood vessel while larger radii show enough of the targeted blood vessel but
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add clutter to the scene (See figure 5.10). A possible solution to this problem is to

implement a mechanism to highlight only a user-defined blood vessel and hide all

other blood vessels. More specifically, the user will mark a seed point on a blood

vessel’s surface, and the application will follow the surface of that blood vessel in all

directions to a user-defined distance. This approach will be affected by the surface

fusion problem mentioned in the previous section. As an alternative to following the

surface of the blood vessel, a skeletonization algorithm [111] can be used to extract

central axes of the vascular tree and follow the central axis of blood vessels instead

of their surfaces.

Figure 5.10: Shortcomings of the cropping mechanism

(A) Target airway (B) Targeted vessel (C) Other vessels. From left to right, the radius of
the visibility sphere increases. Notice in the second panel that there aren’t many

irrelevant blood vessels cluttering the view, but the targeted blood vessel is cut short.
Increasing the sphere radius does show more of the targeted blood vessel but also adds

clutter to the view by showing irrelevant blood vessels.
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CHAPTER 6
FUTURE WORK AND CONCLUSION

6.1 Future Work

This section lists suggested modifications and enhancements to the application;

they are prioritized based on the impact they could have on the airway-to-vessel

matching task.

6.1.1 High Priority Modifications

High priority modifications address issues that had a detrimental impact on

the user’s performance on the airway-to-vessel matching task. These modifications

include: pre-processing vessel masks to fill gaps (see section 5.2.2.1 and figure 5.8),

fixing the dips in the frame rate (see section 5.1.3), and pre-loading the 3D volume

(or parts of it) to eliminate the 12-second bottleneck (see section 5.2.1 and figure 5.3).

6.1.2 Intermediate Priority Modifications

Intermediate priority modifications are modifications that are very likely to

improve the user experience and can have positive effect on the users’ performance

on the task. These modifications include: implementing a better cropping mechanism

(see section 5.2.3 and figure 5.10) and handling the surface fusion problem (see section

5.2.2.1 and figure 5.9).
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6.1.3 Low Priority Modifications

Low priority modifications are modifications that enhance the look and feel of

the application and could improve the rendering performance but are not likely to

improve the users’ performance on the matching task. These modifications include:

the addition of support for ambient occlusion [11], anti-aliasing and shadow mapping,

the addition of level of detail (LOD) rendering and the addition of support for volume

rendering.

6.2 Conclusion

Significant advances in virtual reality technology have been made in recent

years. Technology has started to catch up to the demands of virtual reality systems.

We now have the hardware and software capabilities to build interactive, low-latency

and high fidelity virtual reality applications. However, we are still far away from

Sutherland’s vision of the “Ultimate monitor”[124].

Virtual reality allows more degrees of freedom in interaction design than con-

ventional desktop applications; this is a double-edged sword, on the one hand, it

opens the door for more intuitive and creative interaction designs, but on the other

hand, it can lead to confusing interaction experience. Quick iterations over the design

and getting feedback is instrumental in navigating the vast search space of possible

designs.

The ideal solution to the airway-to-artery problem is probably a fully-automated

one, but until the technology is there, we will continue to rely on manual or semi-
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automated matching.

In this work, we showcased a virtual reality visualization system; we outlined

some technical challenges that should be considered when building virtual reality

applications. We identified some of the places where our approach was lacking. We

showed that virtual reality has the potential to be used as a tool for matching airways

to arteries, interacting with and visualizing medical imaging datasets and achieve

performance comparable to conventional tools.

In conclusion, we think that carefully designed virtual reality systems can be

a valuable asset for biomedical applications.
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