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ABSTRACT

People learn and induce from prior experiences. We first learn how to use a

spoon and then know how to use forks of various sizes. We first learn how to sew and

then learn how to embroider. Transferring knowledge from one situation to another

related situation often increases the speed and quality of learning. This observation

is relevant to human learning, as well as machine learning.

This thesis focuses on the problem of knowledge transfer in the context of

machine learning and information science. The goal of knowledge transfer is to train

a system to recognize and apply knowledge acquired from previous tasks to new

tasks or new domains. An effective knowledge transfer system facilitates the learning

processes for novel tasks, where little information is available. For example, the ability

to transfer knowledge from a model that identifies writers born in the U.S. to identify

writers born in Kiribati, a much lesser known country, would increase the speed of

learning to identify writers born in Kiribati from scratch.

In this thesis, we investigate three dimensions of knowledge transfer: what,

how, and why. We present and elaborate on these questions: What type of knowledge

should we transfer? How should we transfer knowledge across entities? Why do we

observe certain pattern of knowledge transfer? We first propose Segmented Transfer

– a novel knowledge transfer model – to identify and learn from the most informative

partitions from prior tasks. We apply the proposed model to the problem of Wikipedia

vandalism detection and entity search and classification.
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Based on the foundation of knowledge transfer and network theory, we propose

Knowledge Transfer Network (KTN), a novel type of network describing transfer

learning relationships among problems. This novel type of network provides insights

on identifying ontological connections that were initially obscured. We analyze the

correlation between node characteristics and network centrality metrics for a KTN.

Our experiments on the problem of Wikipedia vandalism detection and entity search

and classification show that the high task similarity does not always turn into high

transferability. Task characteristics, such as the class balance of the task or diversity

of predictive features, can outweigh task similarity in terms of task transferability.
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ABSTRACT

People learn and induce from prior experiences. We first learn how to use a

spoon and then know how to use forks of various sizes. We first learn how to sew and

then learn how to embroider. Transferring knowledge from one situation to another

related situation often increases the speed and quality of learning. This observation

is relevant to human learning, as well as machine learning.

This thesis focuses on the problem of knowledge transfer in the context of

machine learning and information science. The goal of knowledge transfer is to train

a system to recognize and apply knowledge acquired from previous tasks to new

tasks or new domains. An effective knowledge transfer system facilitates the learning

processes for novel tasks, where little information is available. For example, the ability

to transfer knowledge from a model that identifies writers born in the U.S. to identify

writers born in Kiribati, a much lesser known country, would increase the speed of

learning to identify writers born in Kiribati from scratch.

In this thesis, we investigate three dimensions of knowledge transfer: what,

how, and why. We present and elaborate on these questions: What type of knowledge

should we transfer? How should we transfer knowledge across entities? Why do we

observe certain pattern of knowledge transfer? We first propose Segmented Transfer

– a novel knowledge transfer model – to identify and learn from the most informative

partitions from prior tasks. We apply the proposed model to the problem of Wikipedia

vandalism detection and entity search and classification.
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Based on the foundation of knowledge transfer and network theory, we propose

Knowledge Transfer Network (KTN), a novel type of network describing transfer

learning relationships among problems. This novel type of network provides insights

on identifying ontological connections that were initially obscured. We analyze the

correlation between node characteristics and network centrality metrics for a KTN.

Our experiments on the problem of Wikipedia vandalism detection and entity search

and classification show that the high task similarity does not always turn into high

transferability. Task characteristics, such as the class balance of the task or diversity

of predictive features, can outweigh task similarity in terms of task transferability.
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CHAPTER 1
INTRODUCTION

Human beings learn from prior experiences, and so can automated systems.

As humans, we first learn how to use a spoon and then know how to use forks of

various sizes. We first learn how to sew and then learn how to embroider. We also

find it easier to learn French after having learned Spanish. Transferring knowledge

from one situation to another related situation often increases the speed and quality of

learning. This observation is relevant to human learning, as well as machine learning.

This thesis focuses on the problem of knowledge transfer in the context of ma-

chine learning and information science. Knowledge transfer, which is more commonly

known as transfer learning and domain adaptation, has received much attention in

machine learning research and practice over the years [85, 23, 100, 74, 27, 77]. The

lack of high-quality annotated examples creates a major challenge to train a learning

model. Researchers in machine learning have found that transfer learning provides

a solution to this problem. Transfer learning aims to train a system to recognize

and apply knowledge acquired from previous tasks to new tasks or new domains. By

reusing information from previously learned source task, transfer learning can reduce

the cost of learning a model for a new target task.

Maximizing the utility of information provides opportunities to improve the

process of knowledge discovery. In the field of machine learning and natural language

processing (NLP), obtaining training labels is often expensive, while an enormous

amount of unlabeled data are often available. Therefore, maximizing the utility of
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available label information would benefit the learning process. In light of this notion,

this thesis studies transfer learning, emphasizing the reuse of previously acquired

knowledge to other applicable tasks.

The discussion of how to efficiently utilize available information makes transfer

learning valuable to information science studies. However, current research on trans-

fer learning emphasizes the “outcome” of the transfer – learning better and faster –

as opposed to analyzing the “reason” of the transfer – why we learn better and faster.

For example, we may observe that it is faster to learn ballroom dancing after having

learned figure skating. However, simply observing the fact is insufficient for under-

standing how and why the transfer of learning occurs. Building a better predictive

model using transfer learning would be insufficient for understanding the happening

of knowledge transfer. In this thesis, we aim to fill the gap by introducing inter-

disciplinary perspectives, crossing the domains of machine learning and information

science.

In this thesis, we use “knowledge transfer” to refer to transfer learning from

the machine learning community. Our definition of knowledge transfer concerns not

only the improved outcome of transfer learning, but also the process of and reasons

for effective transfer. We are interested in revealing the explicit knowledge that was

transferred between the source and the target task. Traditionally, transfer learning

assumes that transfer occurs among related tasks. However, the relatedness between

tasks might be imperceptible from similarity measurements. For example, we may

wonder whether the transfer of learning can be achieved between using a fork and
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using a pair of chopsticks. If the transfer is observed, we may want to know what con-

tributes to the transfer of learning between the two task. Our approach of knowledge

transfer goes beyond transfer learning and aims to explore and reveal new knowledge

about the learning problem.

In order to situate knowledge transfer in a wider context, this thesis explores

three dimensions of the area of study:

- What type of knowledge should we transfer?

- How should we transfer knowledge across tasks?

- Why do we observe a certain pattern of knowledge transfer?

The thesis is organized to address each of the three dimensions. Along the

dimension of “what” and “how,” we propose a novel method – segmented transfer – to

learn from only the informative segments from the source tasks. Along the dimension

of “why,” we propose building a new type of network – a knowledge transfer network

– to visualize the knowledge transfer relationship among tasks and to unveil the

factors that contribute to the transferability of a source task. We test the proposed

methods on two applications – Wikipedia Vandalism Detection and Entity Search

and Classification.

The rest of the report is organized as follows. Chapter 2 summarizes the prior

research of transfer learning, describing what to transfer and how to transfer, and

surveys applications in the areas of information retrieval, data mining, and recom-

mender systems. The end of the same chapter exemplifies the applications of network
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analysis to support the development of knowledge transfer networks. Chapter 3 de-

scribes the established work on how to select related source data to enhance learning

performance in target data. Chapter 4 demonstrates the effort on constructing knowl-

edge transfer networks and using the network analysis for the problem of Wikipedia

Vandalism Detection and Entity Search and Retrieval. Chapter 5 concludes the thesis

and indicates possible future research directions.
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CHAPTER 2
BACKGROUND AND LITERATURE REVIEW

2.1 Introduction

This report discusses three dimensions of knowledge transfer: what, how, and

why. In order to understand the what and how dimensions, this chapter defines

transfer learning in Section 2.2 and surveys the state-of-the-art applications of trans-

fer learning in Section 2.3. There exists opportunities to investigate a new type of

transferable object (the what) and to enrich current transfer learning algorithms (the

how). In support of the proposed knowledge transfer network to address the why

dimension, Section 2.4 surveys the applications of network analysis, emphasizing on

the social and information networks. The successful applications of network analysis

indicate opportunities of using networks to understand the knowledge flow among

various tasks, creating actionable knowledge in a given domain.

2.2 Transfer learning

Machine learning aims to discover interesting patterns from data, providing

analytical models to explain and predict the data. Transfer learning is a research

area in machine learning, emphasizing the reuse of previously acquired knowledge to

another applicable task [74]. For example, one finds it easier to learn Spanish having

learned French; or to perform ballroom dancing having already practiced figure skat-

ing. This area of research provides a promising solution to the issue of labeling costs.

The method is particularly useful in the situations where labeled instances are absent
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or difficult to obtain. Transfer learning requires three components: the target task

(e.g., the problem to be solved), the source task(s) (e.g., auxiliary data, previously

studied), and criteria to select appropriate source tasks. Figure 2.1 illustrates the

three primary steps involved in transfer learning:
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Figure 2.1: Transfer learning

Note: Transfer learning reuses the previously acquired knowledge from source tasks and
applies it on the target tasks. The first step of transfer learning is to select the most
relevant source task(s) and then uses the source-task knowledge on the target task. A
target task can be a partially labeled or unlabeled dataset. The transferred model is later
adjusted based on available data from the target task.

- First, select one or more appropriate source tasks, given a target task.

- Second, transfer knowledge from the source task to the target task.

- Third, adapt the acquired knowledge to the target task.
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Transfer learning leverages knowledge from the source task in the target task.

It is useful when the data collection is expensive or impossible, when data is easily

outdated, and when the test data are drawn from a different distribution or sample

space of training data. The goal of transfer learning is to decrease the learning time of

target task and to improve the generalization capacity of learned models (see Figure

2.2).

Total	  training	  +me	  on	  the	  target	  task	  
*without*	  transfer	  learning

Target	  task	  +me	  *with*	  
transfer	  learning

Transfer	  +me

Transfer	  
improvement

Target	  task	  +me	  *with*	  
transfer	  learning

Transfer	  
improvement

(a) Training time scenario. Inspired by [100]

Training

Pe
rf
or
m
an
ce

start	  higher

learn	  faster

learn	  be3er

with	  transfer
without	  transfer

(b) Training time scenario. Inspired by [101]
Figure 2.2: Transfer learning outcomes

Note: Transfer learning decreases the learning time of target task and improves the gener-
alization learned models.

Research on transfer learning discusses how to use a prior knowledge learned

from a source task to the target task and how to discover relevant prior knowledge

to build a better classifier for the current task. Transfer learning believes that the

generalization of a learned model may occur across tasks. In contrast, traditional



8

machine learning limits the generalization to being within a task. Extensive research

on transfer learning has continued to develop under many related names, e.g., induc-

tive learning, multi-task learning, reinforcement learning, lifelong learning, knowledge

transfer, domain transfer (or adaptation), knowledge reuse, information reuse, classi-

fier reuse, and auxiliary classifier selection.

This section adopts the notations and the formalized definition described in

Pan and Yang [74]. There is a feature space X where X = {x1, ..., xn} ∈ X . Taking

document classification as an example, xi is the term vector representation of the ith

document. X is a set of n documents in a feature space X that contains all possible

term vectors. Another example is Wikipedia vandalism detection, in which, X is the

set of features (e.g., perplexity, entropy, out-of-vocabulary frequency etc.) generated

by statistical language models. The notation xi is vector of statistical feature values

for the ith revision and X is the complete revision history of a given article. Xs

denotes the feature space of the source task and Xt denotes the feature space of the

target task. If Xs = Xt, the source and target task have the same feature definitions.

There also exists a label space Y , denoting the set of all class labels. Each data

point is a pair of {xi, yi} where yi ∈ Y . In a binary classification task, yi takes only

two values such as “Relevant/Non-relevant,” “Positive/Negative,” or “True/False.”

In a multi-class classification task, yi is the set of class labels. Ys denotes the label

space of the source task and Yt denotes the feature space of the target task. If Ys = Yt,

both the source and target task use the same class labels, for example, both tasks are

binary class.
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The restricted definition of transfer learning assumes Xs = Xt and Ys = Yt.

Transfer learning assumes that P (Xs) 6= P (Xt) and that P (Ys|Xs) 6= P (Yt|Xt), while

traditional learning assumes P (Xs) = P (Xt) and that P (Ys|Xs) = P (Yt|Xt). On

the other hand, domain adaptation focuses on problems where P (Xs) 6= P (Xt) but

P (Ys|Xs) = P (Yt|Xt).

Based on the specificity of transferred knowledge, transfer learning can be

loosely divided into low-level knowledge transfer and high-level knowledge transfer

[100]. Low-level knowledge acquired from the source task includes the experience in-

stances, prior distributions, functions, or classifiers, for improving the starting point

for the learning in the target task. High-level knowledge provides guidance during

the learning in the target task. Silver [93] considered two types of knowledge transfer

for the neural network learner: representational and functional. Pan and Yang [74]

describe four types of transfer learning: instance-transfer, the feature-representation-

transfer, the parameter-transfer, and the relational-knowledge-transfer. This section

adds model-transfer as a new category, emphasizing the transfer of learning models,

e.g., the reuse of classifiers, from the source task to the target task. Table 2.1 sum-

marizes the five transfer learning categories, including the definitions from [74] to

complete the section.

Several approaches are available to reuse previously learned classifiers. Pre-

dictions from classifiers trained on one or more source tasks can be used as additional

features for the target task (feature enrichment) [30], or the classifiers can be selec-

tively employed directly on the target task.
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Table 2.1: Five categories of transfer learning.

Category Description
Model Generate appropriate models (e.g., classifiers) from source tasks

(or part of them) that can be directly applied to the target task.
Instance Train on re-weighed instances from the source tasks to use on the

target task.
Feature Discover feature representations to bridge the gap between the

source and the target task.
Parameter Identify parameters or priors shared by the source and the

target task.
Relational Map the relational knowledge between the source and the

target task.

Other available approaches choose among candidate solutions from multiple

available source tasks. For example, Zhang et al. [116] constructed an ensemble of

decision trees trained from related tasks to improve prediction on the problem with

limited labeled data. Yang et al. [110] described three methods to select auxiliary

classifiers from an existing set. The first method is to use the Expectation Maximiza-

tion (EM) algorithm to estimate the distribution respective to each class and then

select the classifier that can best separate the between-class score distribution. The

second method is to identify the “average” of multiple classifiers, assuming the aver-

age is better than any individual one. The method aggregated the predictions from

multiple classifiers to create pseudolabels to evaluate each classifier. The pseudolabels

formed a posterior distribution of the output prediction and can be used to compute

average precision for each classifiers. The best classifiers are selected based on the

average precision results. The third method is to build a regression model to predict

a classifier’s average precision score on the target task (the problem of interest) and

then select the classifier with best performance.
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Table 2.2: Transfer Learning Application Category

Task type Object type Example Tasks
Classification Instance • Activity recognition [86, 46]

• Cross language web page categorization [105]
• Text categorization [112]

Feature • Sentiment classification [73, 36, 39]
• Opinion mining [6]
• Text categorization [22]
• Disease reporting events detection [95]
• Sequence labeling (e.g., POS tagging) [24]

Parameter • Information retrieval system [109]
Model • Activity recognition [113]

• Social tag personalized recommendation [48]
• Wikipedia vandalism detection † (Chapter 3)

Clustering Feature • Image clustering [111]
Collaborative Feature • Predict user rating [75, 56, 57, 102]
Filtering Model • Link prediction [7]

Note: Transfer learning application category. The table categorizes recent research on the
applications of transfer learning by the task types (e.g., classification or clustering) and the
transferred object type. The table also identifies a few example tasks for each category. †
indicates the proposed applications in this report.

2.3 Applications of transfer learning

This section reviews selective research works since 2009 on the application

of transfer learning, as a comprehensive study on transfer learning applications be-

fore 2009 can be found in [74]. Table 2.2 categorizes the applications of transfer

learning. The example tasks share a common characteristic – the labeled data are

available and often abundant in one area (e.g., movie rating) but is either unavailable

or hard to obtain in another area (e.g., book rating). Among the five transfer learning

types described in the previous section (i.e., instance, feature, parameter, relation,

and model), instance-transfer and feature-representation-transfer are the two most

common methods for the transfer learning applications. The following sections each

concentrate on the area of information retrieval, collaborative filtering, and other
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representative data mining tasks.

2.3.1 Information Retrieval

Information retrieval is the area of study to trace and recover documents that

satisfy an information need from large text collections. An information retrieval task

can be considered as a binary classification problem that determines the relevance of

a document to a query. Therefore, each query can be viewed as an individual classifi-

cation task. A transfer learning approach to information retrieval problems explores

methods to leverage knowledge acquired from the previously known queries to new

queries. Yan and Zhang [109] incorporated task-level features into a probabilistic

transfer learning model to enhance information retrieval performances. The authors

extracted task-level features from properties of user queries (e.g., number of named

entities referred in queries) and user profiles (e.g., the age of users). Their proposed

model used hidden source variables sampled from a multinomial distribution to iden-

tify the related task clusters. The parameters previously learned from source queries

are then transferred to the new hierarchical Bayesian model for the target query.

Applicable tasks for transfer learning in the area of Information Retrieval

include sentiment classification (or opinion mining) and text categorization. This

section describes the two tasks in more details.
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2.3.1.1 Sentiment classification and opinion mining

This subsection discusses the application of transfer learning to sentiment clas-

sification and opinion mining. This area of study aims to identify subjective infor-

mation in the text, determining if an expression is positive or negative (the polarity

of text). The increasing amount of online reviews provides ample opportunities to

the study of sentiment classification and opinion mining. However, review data often

comes from a large variety of sources, from different products reviews to political opin-

ions. Therefore subjective expressions often vary across domains, exhibiting different

distribution of term features. For example, while the word “hilarious” is an infor-

mative indicator in movie reviews, it is irrelevant to nutrition supplements. Given

the amount and the variety of available reviews, obtaining labeled training data are

expensive. The challenge provides opportunities for the application of domain adap-

tation as well as transfer learning.

Numerous recent studies have demonstrated the advantages of applying do-

main adaptation methods in sentiment classification [58, 104, 59, 73, 36, 39]. A widely

studied approach is to discover a latent feature representations to bridge the gap be-

tween source and target task. The re-engineered features can be used to train new

classifiers or incorporate into a variation of matrix factorization framework. For exam-

ple, Pan et al. [73] used a spectral clustering algorithm to match domain-independent

and domain-specific term features. The authors constructed features in a common

latent space to map the source and target domain and to train a linear classifier. Gao

and Li [36] identified the common topic space between the source and target domain
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using cross-domain indexing. The authors built pivot features to bridge the source

and target domain. Glorot et al. [39] used Deep Learning system to perform an un-

supervised feature extraction. The proposed method aims to learn features that help

“disentangle the underlying factors of variation” and thus help identify concepts and

characteristics shared by product reviews across domains (the invariant properties).

Distinct from most related studies in the area, Calais Guera et al. [6] adopted a social

network approach to mine sentiments and opinions. The authors leveraged informa-

tion from social media (e.g., Twitter) to construct endorsement network (Opinion

Agreement Graph) and propagated bias information from persons to terms.

2.3.1.2 Text categorization

Text categorization is an area of study concerned with assigning one or more

predefined categories to documents. The research challenges of this area come from

the highly unbalanced number of training examples across a large number of document

categories. The challenge brings opportunities for transfer learning, domain adapta-

tion, and multi-task learning. Previously studied methods for text classification can

be categorized into feature-representation adaptation and instance-weight adaptation

[73]. The first approach explores methods to reuse features from the source domain.

The application of the approach is similar to its application in sentiment analysis

research. For example, Dai et al. [22] map both the features and category labels (if

available) from the source and target task to a common eigenvector representation.
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The authors applied spectral graph theory on the constructed features to assign cat-

egories to documents. Stewart et al. [95] transferred tokens and linguistic structures

from the source task to detect disease reporting events. The authors filtered feature

space using learned tokens from the source task. They then classified instances in

the target task using the structure-based features learning kernel function (i.e., SVM

classifier). The second approach explores methods to reweigh instances from the

source domain to use in the target domain. For example, Yang et al. [112] leveraged

the labeled examples from auxiliary data and the correlation between the target and

the auxiliary data to accomplish knowledge transfer. The authors used a general-

ized maximum entropy model and the estimated expectation of feature functions to

transfer labels from auxiliary data to target data.

2.3.2 Collaborative Filtering

Collaborative filtering is one of the most commonly used methods for recom-

mender systems. The method, modeling the “taste” of people, makes recommenda-

tions based on similar behavior patterns. The two major challenges for collaborative

filtering method are the data sparsity and the “cold-start” situation [44]. The prob-

lem of sparsity comes from the limited number of users’ ratings; the problem of

“cold-start” occurs on the new items with only a few available ratings. Both con-

straints limit the available techniques of collaborative filtering, such as k-NN search,

probabilistic modeling, or matrix factorization.

Several studies have attempted to tackle the problems using transfer learning
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[48, 56, 57, 7, 76, 75]. Kamishima et al. [48] studied personalized recommendation

for social tags. The authors developed TrBagg (Transfer Bagging) to transfer tags

from non-target users. The proposed method samples the merged set of source and

target data to train numerous weak classifiers that were then filtered based on either

the full or a part of the target data. The final predictions were made by aggregating

the results from the filtered set of classifiers by majority voting. Li et al. [56, 57]

addressed the issue of data sparsity by mapping the cluster-level rating patterns to

bridge the auxiliary (source) and target data. The authors used the framework to

transfer movie ratings to book ratings. Cao et al. [7] used non-linear matrix factor-

ization to predict potential links between users and items. The authors introduced

a link function leveraging the task similarity learned from kernel method. Pan et

al. [76] proposed a two-sided transfer learning method (Coordinate System Transfer)

to transfer both user and item knowledge from an auxiliary domain. The authors

used sparse matrix tri-factorization to discover the transferred knowledge (i.e., the

principle coordinates) and then used a regularization technique to adapt the proposed

coordinate systems. The same authors later generalized the framework to incorporate

heterogeneous user feedback [75], predicting the missing scale rating from auxiliary

like/dislike information. Vasuki et al. [102] used friendship networks for affiliation

recommendation task. The authors leveraged user-side information from a combined

graph of users and communities, using graph proximity and latent factor modeling to

transfer knowledge to predict affiliation links.
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2.3.3 Other data mining tasks

Recent research of transfer learning has investigated other data mining tasks

such as activity recognition and image clustering. Activity recognition aims to recog-

nize or infer individual’s activities from sensor data. However, training a recognition

model requires considerable human effort to annotate the sensor data and presents a

major challenge to the area of study. To address the problem, research [86, 46] has

suggested automatic approaches to reweigh labeled examples from the source task

and transfer the labeled knowledge to new domain. Rashidi and Cook [86] proposed

a semi-EM framework to estimate the mapping probability from each source activity

to the target activities. The authors assigned labels to the target activities based

on the learned probability mapping matrices. Hu et al. [46] leveraged Web pages

associated with each activity to implement knowledge transfer. The authors extract

web content from a search engine (e.g., Google) and computed a tf-idf feature vector

for each activity. The similarity between activities is computed based on the tf-idf

vectors and is used as the confidence to construct pseudo training data. The proposed

method trained a weighted SVM on the pseudo training data to perform multi-class

classification.

The area of image clustering has also captured the attention of transfer learn-

ing research. Image clustering aims to group related images so that the cluster can

provide a summary for a set of images. However, the distribution of the labeled

data are highly unbalanced among heterogeneous feature spaces. The situation pro-

vides opportunity to transfer learning. Yang et al. [111] used text annotation (e.g.,
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social tags) extracted from Web sites (e.g., Flickr) to enhance image clustering per-

formance. The authors adopted an annotation-based probabilistic latent semantics

analysis (aPLSA) algorithm to reveal the latent semantic information shared by text

and image features. The clustering function assigned each image to a latent variable.

2.4 Network analysis and its applications

A network is a collection of connected objects. It characterizes the structure,

as well as the dynamics, of the relationships between objects. The term “network”

is ubiquitous across disciplines. A precise description of a network requires clear

definitions on the semantics of the nodes (the objects) and the links (the connections).

For example, in a network of friendship, a node is a person and a link is the known

friendship and in a network of web, the nodes are a set of webpages connected by

hyperlinks. The study of networks defines and analyzes different networks, leveraging

the analytical power of networks to solve a scientific research problem.

Mining data to extract useful information and knowledge is one of the most

major challenges in industries and scientific communities. Mining relationships be-

tween entities helps to discover interesting, or potentially novel patterns of a domain.

A network is a graphical representation that captures relational information. Mining

network data supports the comprehension of the relational knowledge.

Network analysis is interdisciplinary. Network theory analyzes a graph rep-

resentation of relations, borrowing analytical power from computer science, graph

theory, and target domain knowledge. Applications of network theory extend across
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numerous disciplines: physics, computer science, sociology, economics, management

science, biology, etc. The term “network” is overloaded across disciplines and the

prospect of “network analysis” varies from one discipline to another.

Network representations have been widely applied in many successful research

applications. This section describes social networks and information networks. Among

the four types of networks designated by Newman [71] – social networks, information

networks, biological networks, and technological networks – the social network and

the information network are most related to information retrieval and text mining.

Social networks lend support to browsing and locating relevant content and informa-

tion networks provide knowledge representation to analyze information space.

2.4.1 Social networks

A social network defines a set of inter-connected actors (usually people or

groups of people). The nodes in a social networks represent actors, such as users in a

social networking site, and the links indicate specific interactions, such as friendships,

family ties, professional relationships, and common interests. Social network analysis

(SNA) views actors as nodes connected to each other in a network graph by one

or more relationships (e.g., ties, edges, linkages). It conceptualizes relations among

actors, establishing linkages between actors as conduits for the “flow” of information

[107]. Table 2.3 organizes current research based on different definitions of nodes and

links in social networks.

A social network plays a key role in the information dissemination. For exam-
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ple, Mislove et al. [70] indicated that 80.6% of the views on Flickr were contributed

by the user network. In addition to the propagation of information in a network,

research also investigated the propagation of obesity [18], happiness [31], contagious

disease [19], and academic influence [117, 26]. Research has shown that adjacent

users in a social network tends to trust each other or have common interests. It is

because individuals tends to link to people who are similar to them (termed selection

or homophily [66]) or gradually become similar to those they link to (termed social

influence [33]). Crandall et al. [21] modeled the social network on Wikipedia and

LiveJournal to study the prediction power of social interaction (the influence) and

similarity (homophily) for future activities of an individual. Their work indicated

that social interaction was both an effect and a cause of homophily (selection), and

that the similarity of interests among Wikipedia users was not as predictive as social

interaction.

Another important research area in social network analysis is community stud-

ies. The goal of this subarea is to identify community structure in a social network.

Previous research discussed the group formation and co-authorship network [2], an-

alyzed the development of the web of trust [87], discovered roles and groups in a

network [64], and studied how individuals move between communities [2].

Another use of the social network is topic identification and prioritization of

documents for improved information retrieval. Research has used social network anal-

ysis to discover latent groups and topics from text [106] and prioritize the importance

of email messages [114]. In the context of document retrieval, one can assume that
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relevant documents would exhibit similar network characteristics. Therefore, features

extracted from social network structure would be strong predictors for document rel-

evancy. Yoo et al. [114] captured and utilized network features such as personal

social roles and social groups to address the problem of personalized email prioriti-

zation (PEP). The authors introduced the semi-supervised importance propagation

(SIP) algorithm to propagate the importance value of limited labeled email messages

(training data) to contact persons and other messages (testing data). Zhou et al. [117]

used latent social interactions to estimate the dependency of topics. The assumption

is that if social actors found in a given topic (ta) are closely connected to social actors

found in another topic (tb), these two topic are more likely to be dependent to each

other. Ding et al. [26] used path-finding algorithm in an author citation network to

analyze scientific collaboration and endorsement patterns of researchers at the topic

level.

Social network analysis is also widely used in named entity disambiguation.

Minkov et al. [68] represented a structured (or semi-structured) dataset of email

messages as a graph. Their work used a lazy graph walk to measure similarities

between entities to discover relevant results (or documents). They considered the

notion that documents are often connected to other objects via meta-data and used

it to propagate the similarity across the graph. They modeled the problem as a

search task to retrieve a ranked list of entity nodes to disambiguate named entities.

Malin [62] used two methods to construct clusters to disambiguate named entities

in a relational data set. One method was to transform each source (e.g., document,
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article) to a Boolean vector of the occurrence of entities (1 if an entity occurs in the

source and 0 otherwise). The cosine similarity between sources was used to perform

the hierarchical clustering. The other method was to perform random walks between

ambiguous entities on a network to compute the network similarity. The random

walk approach incorporated the notion of community similarity to take into account

the indirect relationships between entities.

2.4.2 Information networks

An information network defines a set of connected text objects. In contrast to

social networks where a node is a person, a node in an information network is a text-

related and information-rich object. Two classic examples of information networks

are citation networks and World Wide Web. The definition of nodes and links in

information networks varies from one application to another. In a citation network, a

node is a scientific research paper and a link indicates one paper citing another paper.

In the World Wide Web, a node is a webpage and a link is a hyperlink between pages.

Table 2.4 is a tabular view of current research, organized by the semantics of nodes

and links.

Citation networks, in contrast with co-authorship networks, emphasize bib-

liometric studies as opposed to the interactions among researchers. Bibliometric

methods analyze texts and information, especially published literature. A citation

network is a directed acyclic graph because a paper can only cite papers that existed

before it, making it nearly impossible to have closed loops. The inherent topological
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nature of a citation network lends power to computing the citation index [38] and

hence to indicate the significance of a published paper. Moreover, a citation net-

work provides insight on how a research work is perceived and received by the peer

community, which is useful to discover the pattern of citation and current research

front [37, 83]. More examples of citation network research include employing features

extracted from the citation network to improve patent classification performance [60],

using a citation network to assess law reviews influence on judicial decisions [65], and

studying the connective thread in a citation network to discover the development of

DNA theory [47].

The World Wide Web is a network where web pages (the nodes) are inter-

connected by hyperlinks. Unlike citation networks, the World Wide Web, does not

have the constraint to forbid cycles and hence are in general cyclic networks. Similar

to citation networks, ranking the nodes is the primary concern of research. Ranking

webpages by their relevancy to a user’s query is vital for search engines. The network

structure of the Web allows the computation of centrality metrics such as HITS [50]

and PageRank [72], making the ranking possible.

Another prominent example of information networks is the semantic network.

A semantic network can be either a directed or an undirected graph, representing

semantic relations (the links) among concepts (the nodes). Semantic networks have

been used to disambiguate word sense [97] and to improve recommendation for long-

tail queries [99]. Common datasets of semantic networks include Wikipedia (e.g.,

the category hierarchy) [35, 96], Citeseer [28], WordNet [67], Visual Thesaurus [32].
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A semantic network is often an incarnation of an ontology. On the other hand, an

ontological framework is often represented in the form of semantic network. The two

closely related concepts (semantic network and ontology) both define a node as a

concept and connect nodes by their semantic relations.

A few other examples of information networks include folksonomy networks

and preference networks. Folksonomy is a user-generated taxonomy used to catego-

rize and retrieve Web pages, photographs, Web links and other Web content using

tags. Folksonomy is also known under the names social tagging, collaborative tagging,

social indexing, and social classification. Researchers usually represent a folksonomy

network as a tri-partite graph whose nodes represent users, tags, and resources con-

nected by tag assignments [45, 10, 8]. Cattuto et al. [10] investigated the clustering

coefficient and the characteristic path length (the average length of all shortest paths)

of two social tagging systems: del.icio.us and BibSonmy. They introduced a network

of tag co-occurrence and analyzed the correlations in node connectivity to detect

developing semantics in the folksonomy. Capocci and Caldarelli [8] analyzed tag co-

occurrence network from CiteULike and used clustering coefficient to discover the

semantical patterns among tags. Preference networks are usually constructed as a

bipartite graph whose nodes represent individuals and their preferred objects. The

network construct provides basis for collaborative filtering and recommender system

[51, 78, 53].
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2.5 Conclusion

This chapter summarizes the area of study on transfer learning and its ap-

plications on information retrieval and data mining. This chapter also exemplifies

methods of model-based transfer learning (the reuse of classifiers). Transfer learning

framework has been applied to numerous text classification tasks and has been use-

ful for recommender systems. However, additional applications for transfer learning

can still be developed. This report suggests applying a transfer learning framework

to Wikipedia vandalism detection (Chapter 3) and to problems of entity search and

retrieval (Chapter 3) In addition to novel applications, there also remains research

opportunities to explore novel approaches to select and manipulate source tasks for

effective transfer learning. The proposed segmented transfer in Chapter 3 presents

two approaches to leverage knowledge from the source tasks. As a machine learning

research area, transfer learning aims to improve the performance of “system” as op-

posed to enhance the understanding of information from the perspective of “users”

and “use.” Section 2.4 demonstrated numerous successful applications of network

analysis. Constructing a knowledge transfer network suggests opportunities to un-

derstand the structure of knowledge transfer and the relationship of learning tasks,

using transfer learning to create actionable knowledge for domain experts.
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CHAPTER 3
SEGMENTED TRANSFER

3.1 Introduction

In this chapter, we discuss the how and what dimensions in this chapter: first,

we introduce the segmented transfer approach to determine how we can transfer knowl-

edge between the related tasks; second, we explore using Bag-of-Concepts (BoC) to

aid understanding of what are appropriate transferable objects.

Research in transfer learning explores methods to leverage knowledge acquired

from “related” tasks (the source/auxiliary tasks) to the tasks of interest (the target

task). A positive transfer occurs when models learned from the source task enhance

the performance of the target task. If otherwise, a negative transfer occurs. To address

the issue of potential negative transfer, this report proposes segmented transfer (ST)

[15], a novel algorithm to enrich the capability of transfer learning. The goal of the

approach is to identify and learn from the most related segment, a subset from the

training samples, from the source task. The motivation comes from two assumptions:

- Not all of the source task is useful, and

- Not all of the target task can benefit from the available source task.

Because the distribution of the feature space is different between the source

and target tasks, it is likely that some source task data will not be used. In this

chapter, we propose the two approaches – source task segmented transfer (STST)
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and the target task segmented transfer (TTST) – aim to transfer knowledge acquired

only from the related segment to minimize negative transfer.

We apply the proposed approaches to the problem of Wikipedia vandalism

detection and entity search and classification. In order to provide a more thorough

background for the experiments of segmented transfer, we elaborate on the problem

of Wikipedia Vandalism Detection in the first section (Section 3.2). Section 3.3.2

describes two segmented transfer methods: source task segmented transfer (STST)

and target task segmented transfer (TTST). Section 3.4 describes the application of

knowledge transfer on the problem of entity search and classification. We use Bag-of-

Concepts as a common feature space for the source and the target task to facilitate

knowledge transfer.

3.2 Wikipedia Vandalism Detection

Wikipedia, among the largest collaborative spaces open to the public, is also

vulnerable to malicious editing – vandalism. Wikipedia defines vandalism as “any

addition, removal, or change of content made in a deliberate attempt to compromise

the integrity of Wikipedia1.” The characteristics of Wikipedia vandalism are hetero-

geneous. It can a be large-scale editing, such as deleting the entire article or replacing

the entire article with irrelevant content. It can be some irrelevant, random, or un-

intelligible text (e.g. dfdfefefd #$%&@@#, John Smith loves Jane Doe.) It can be a

small change of facts (e.g. This is true → This is not true.) It can also be an unreg-

1http://en.wikipedia.org/wiki/Wikipedia:Vandalism



30

ulated formatting of text, such as converting all text to the font size of titles. Figure

3.1 illustrates a taxonomy of Wikipedia actions, highlighting the diverse vandalism

instances. Table 3.1 describes and exemplifies each type of vandalism.

Wikipedia vandalism detection, an adversarial information retrieval task, is a

recently emerging research area. Prior research emphasized methods to separate the

malicious edits from the well-intentioned edits [108, 14, 94, 82]. Research has also

identified common types of vandalism [103, 84, 82]. Chin and Street [16] explored

an unsupervised subclass discovery approach to automatically improve the taxonomy

and the categorization of Wikipedia vandalism. The goal of detecting Wikipedia

vandalism instances is to determine, for each newly edited revision, whether it could

be a vandalism instance and to create a ranked list of probable vandalism edits to

alert Wikipedia users (usually the stewards for an article). However, determining if

an edit is malicious is challenging and acquiring reliable class labels is non-trivial. To

classify a new and unlabeled dataset, it is useful to leverage knowledge from prior

tasks.
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image 
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add 
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Figure 3.1: Wikipedia Action Taxonomy

Note: The taxonomy groups Wikipedia editing by the four primary actions (change, insert, delete, and revert) and types of change
(format and content), considering also the scale of editing. The shaded boxes are types of Wikipedia vandalism.
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3.2.1 Vandalism Classification

3.2.1.1 Data and Experimental Setup

We worked with the Wikipedia page history archive from February 24th, 20092.

Our corpus includes complete revision histories (note this aspect is unique to our

research) for two Wikipedia articles: Abraham Lincoln (8,816 revisions), Microsoft

(8,220 revisions). These articles are acknowledged to be among the most vandalized

pages3. The reason for choosing the most vandalized pages is to acquire an extensive

amount of vandalism instances for the analysis. We intentionally chose one article

from the “Computing and Internet” category and one article from the “History” to

demonstrate the similarity and differences of the vandalism pattern across categories.

Figure 3.2 illustrates the system structure and preprocessing of the revision

history. We extracted the two articles from the Wikipedia Dump file and parsed

them into individual revisions with the SAX parser. Information such as revision

comments, contributors, and timestamp are also extracted from the XML file. We

used the Java BreakIterator class to preprocess the revision history. Each revision

was processed into one sentence per line to enable diff processing at the sentence level.

We used the CMU-toolkit [20] to build bigram statistical language models

for each revision of a page. Moving through the sequence of revisions we adopt the

following process. Assuming we are at revision n we compute the diff between it and

the previous version n-1. This diff is directional in that we record only the new data

2http://download.wikimedia.org/enwiki/latest/

3http://en.wikipedia.org/wiki/
Wikipedia:Most vandalized pages
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Figure 3.2: Flowchart of experiments.

that is in version n as compared to version n-1. The diff data for revision n and the

full revision n are then tested using the built model. Each test yields a set of values:

perplexity, number of words, number of words that are out of vocabulary, percentage

of words that are out of vocabulary, number of bigrams hits and unigram hits, and

percentage of bigram and unigram hits.

As vandalism often involves the use of unexpected vocabulary (the “out-of-

vocabulary” number from CMU-toolkit evallm process) to draw attention, an instance

of vandalism would produce high surprise factor when compared with the previous

version, i.e., it would produce high perplexity when assessed using the language model

of the previous version. Since we built a language model for every individual revision,

including vandalized revisions, a follow up revision to revert a vandalism would also

have high perplexity compared to the previous vandalism instance. To address the

challenge and to identify a non-vandalized revision for the evaluation, we evaluate
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each diff result and the new added revision n against three language models: the

model built from the revision n-1, the revision n-5, and the revision n-10. 4 We

would expect an instance of vandalism to have three large out-of-vocabulary results,

and a revert to have only one large out-of-vocabulary number. Therefore, from the

three results, we select the one with the lowest out-of-vocabulary number, so as to

avoid mistaking a legitimate revision for a vandalism instance.

3.2.2 Statistical Language Models and Classification

Statistical language modeling (SLM) [88] computes the distribution of tokens

in natural language text and assigns a probability to the occurrence of a string S

or a sequence of m words. SLM is commonly applied to many natural language

processing tasks such as speech recognition , machine translation , text summarization

, information retrieval , and web spam detection [69, 9]. The CMU SLM toolkit [20]

allows construction and testing of n-gram language models. The evallm tool evaluates

the language model dynamically, providing statistics such as perplexity, number of

n-grams hits, number of OOV (out of vocabulary), and the percentage of OOV from

a given test text.

In our experiments, we built bigram language models with the Good-Turning

smoothing method [20]. We used two sets of evallm statistics results that were gen-

4The choice of n-5 and n-10 is based on authors’ experiences. It is not uncommon that
vandalism actions occur consecutively. If a vandalism occurs at the revision n-1, it is likely
that the revision n-2 or n-3 is also a vandalism instances. Meanwhile, as the language
evolves over time, we want to use an old revision that is still similar enough to the current
revision. Experience shows that using the revisions n-5 and n-10 demonstrates adequate
results.
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Table 3.2: Definition of Features

Feature Definition
word num(d) Number of known words (from diff )
perplex(d) Perplexity value (from diff )
entropy(d) Entropy value (from diff )
oov num(d) Number of unknown words (from diff )
oov per(d) Percentage of unknown words (from diff )
bigram hit(d) Number of known bigrams (from diff )
bigram per(d) Percentage of known bigrams (from diff )
unigram hit(d) Number of known unigrams (from diff )
unigram per(d) Percentage of known unigrams (from diff )
ratio a Ratio of added text from previous revision
ratio c Ratio of changed text from previous revision
ratio d Ratio of deleted text from previous revision

erated separately from the diff data for the new revision and the full new revision to

build classifiers. In addition to the 18 attributes (9 for each set) generated from SLM,

three features: ratio of insertion, ratio of change, and ration of deletion, were added

to the set of attributes. We summarize features for the classification in Table 3.2.

We used the Weimar data from Potthast et al. [82] as the baseline to evaluate

our features and classification methods. This data includes pairs of consecutive edits

from different articles, some of which are vandalism instances. All instances are

labeled, allowing a full evaluation of classification accuracy. We used Weka to train

classifiers and evaluated them with 10-fold cross-validation. As shown in Table 3.3,

boosting with J48 decision trees using our features dramatically outperformed the

baseline performance from [82], and both logistic regression and SVMs also achieved

better precision than the baseline. The results demonstrate the effectiveness of our

features and the potential of three classification methods. However, although boosted

decision trees achieved the best performance, the method fails to provide an adequate

probability distribution to rank the results. Conversely, both logistic regression and
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Table 3.3: Classification Comparison on Weimar Dataset

Classifier Precision Recall F-measure
Baseline 0.860 0.845 0.850
Boosting J48 0.945 0.854 0.897
Logistic 0.876 0.774 0.822
SVMs 0.869 0.774 0.819

SVMs provide satisfactory probability distributions to allow for an accurate ranked

list. Therefore, we used logistic regression and SVMs to in our experiments with

Wikipedia revision history.

3.2.2.1 Active Learning Models and Annotation

Vandalism instances are not systematically archived by Wikipedia. Previous

research [49, 84] typically uses regular expressions matched against revision comments

to label vandalism, matching any form of the word “vandal” and “rvv” (“revert due

to vandalism”). Studies using this labeling approach showed that vandalism only

composed a small portion of edits (1-2%) and was fixed relatively quickly (the mean

survival time was 2.1 days, with a median of 11.3 minutes). However, matching

against comments is insufficient as vandalism is usually corrected without comments.

Moreover, in the case of dual vandalism, in which a user vandalized two or more

consecutive revisions and reverted only the last vandalism revision to mislead stewards

that the vandalism had been corrected, revision comments were no longer accurate

indicators for vandalism instances. Hand-labeling thousands of Wikipedia revisions

to obtain an accurate training data is labor intensive. We use a supervised active

learning model to address this challenge.

Research [63] has shown that supervised active learning benefited situations in
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Figure 3.3: Active Learning Models

which labeled training data is sparse and obtaining labels is expensive. In our exper-

iments, we iteratively built classifiers that incorporated the highest-ranked samples

from the Wikipedia revision history to detect and rank future vandalism instances.

We started with the annotated data provided by Potthast et al. [82] and used it as

the baseline dataset. We then divide a revision history into five partitions chronolog-

ically. In the first iteration, we built a classifier using the baseline data and tested

it on the first partition. The classifier produced a ranked list, and the top 50 results

were annotated and added to the existing training pool to build a new classifier for

the next iteration. Figure 3.3 illustrates three iterations of active learning.

The annotation process involved labeling whether a revision is a vandalism

instance and which type of vandalism it is. An annotator is provided a ranked list

of 50 probable vandalism revision identifiers. The annotation interface linked each
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retrieved identifier to a diff view provided by Wikipedia5. An annotator judged from

the newly edited content to determine if it is a vandalism instance. An annotator

also made the judgement by examining whether the revision was reverted by the next

revision6.

3.2.2.2 Classifiers Performance

Our aim is to classify vandalism instances, providing an accurate ranked list

of potential vandalism occurrences. We used a supervised active learning model,

learning from the best samples for each of five iterations, to minimize manual effort

for the annotation. We used the average precision at 50 revisions that were ranked

by classifiers as the most probable vandalism instances to evaluate the performance.

Our experiments used two classifiers: logistic regression and SVMs, and worked on

two revision histories: “Microsoft” and “Abraham Lincoln”.

Figure 3.4 shows that logistic regression achieved the highest average precision

of 0.81 at the 4th iteration for the “Microsoft” dataset and at the 3rd iteration for the

“Abraham Lincoln” dataset. SVMs achieved .68 and .76 respectively to “Microsoft”

and “Abraham Lincoln” at the third iteration. Both datasets exhibit an increase

in average precision from the first to third iteration for either logistic regression or

SVMs. The non-monotonic results imply that the underlying distribution of vandal-

ism instances and types varied as a Wikipedia article evolved. One explanation for

the decline of the average precision in the last two iterations is the introduction of

5http://en.wikipedia.org/w/index.php?diff=prev&oldid=(id)

6http://en.wikipedia.org/w/index.php?diff=next&oldid=(id)



40
Table 3.4: Logistic and SVM Overlap Ratio

Iteration
Data 1 2 3 4 5
Microsoft 0.44 0.29 0.33 0.39 0.54
Lincoln 0.22 0.47 0.25 0.55 0.14

new templates, Wikimarkups, and language links in the later revisions. For example,

the insertion and deletion of tags such as {{sprotect}}, {{toolong}}, and {{spilt}}

occurred more frequently as the Wikipedia article evolved. Inserting any unseen new

tags would increase the perplexity of the current revision and consequently create

more false positive instances. Another possibility is that the actual number of van-

dalism instances decreased in the later revisions.

Our experimental results show that logistic regression and SVMs identified

different vandalism instances. Table 3.4 is a tabular view of the overlapping ratio

(the intersection over the union) of the two classifiers. This characteristic is most

evident at the third iteration for both “Microsoft” and “Abraham Lincoln” data.

While both classifiers achieved equivalently high performance, they only overlapped

for 0.33 and 0.25 respectively for “Microsoft” and “Abraham Lincoln” data. This,

along with the boosting tree results, points to the potential of using ensemble methods

for this task.

We observe that classifiers trained from the baseline data can achieve satisfac-

tory performance on the “Microsoft” and “Abraham Lincoln” data. It indicates the

potential of training classifiers from heterogeneous sources to use on data from other

domains.
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Figure 3.4: Experimental Results for Active Learning
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3.3 Divide and Transfer: an Exploration of Segmented Transfer

3.3.1 Motivations

Transfer learning discusses how to transfer knowledge across different data dis-

tributions, providing solutions when labeled data are scarce or expensive to obtain.

Motivated by the problem of Wikipedia vandalism detection [81, 14], this section in-

vestigates the question: how do we transfer a classifier trained to detect vandalism in

one article to another? We introduce two novel segmented transfer (ST) approaches

to learn from a labeled but diverse source task, which exhibits a wide-ranging dis-

tribution of both positive and negative examples over the feature space, and then

selectively transfer the classifier to predict an unlabeled and more uniform target

task. Our methods are also tested when transferring between articles with similar

distributions.

This work is related to the source task selection problem, investigating methods

to enhance transfer learning performance and to minimize negative transfer. We

concentrate specifically on transfer at the knowledge level, i.e. the reuse of learned

classifiers from a source task, as opposed to transfer at the level of instances, priors,

or functions as exemplified by [74]. We investigate two methods to exploit a single

source task to predict a target task with no available labels. To improve knowledge

transfer, it is useful to identify an effective method to transfer knowledge from the

source task to the target task. In this section, we assume that perhaps not all the

source task is useful and perhaps not all the target task can learn from the available

source task. This work aims to address the following questions:
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- If not all the source task is related to the target task, how do we select the most

relevant subset from the source task?

- If not all the target task can be explained or learned from the source task, how

do we identify the subset from the target task that can benefit from most the

knowledge transfer?

Wikipedia vandalism instances exhibit heterogeneous characteristics. A van-

dalism instance can be a large-scale editing or a small change of stated facts. Each

type of vandalism may demonstrate different feature characteristics and an article

may contain more instances of one type of vandalism than others. Moreover, the

distribution of different types of vandalism may vary from article to article. For ex-

ample, the ‘Microsoft’ article may contain higher ratio of graffiti instances whereas

the ‘Abraham Lincoln’ article may be more vulnerable to misinformation instances.

The heterogeneous nature of Wikipedia vandalism detection could potentially intro-

duce negative transfer [89]. It requires a selective mechanism to assure the quality of

knowledge transfer, for example, leveraging knowledge about “graffiti” instances from

the source task to detect graffiti, as opposed to other types of vandalism instances, in

the target task. To resolve the problem of a heterogeneous source task, we introduce

two methods to identify the informative segments from the source task in the absence

of class labels.

In this section, instead of learning from multiple sources, we focus on the

problem setting in which only a single source task is available. Both the source and

target task have the same input and output domains, but their samples are drawn
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Table 3.5: Tabular comparison of STST and TTST

STST TTST
Primary assumption: Not all the source task Not all the target task

is useful can benefit from the
available source task

Train cluster models at: Source task Target task
Assign cluster membership to: Target task Source task
Max number of classifiers: Number of clusters found

in the source task
Number of clusters found
in the target task

Transferred object: Classifiers trained from the source task

from different populations. Each sample in both the source and target task is a

revision of a given Wikipedia article, preprocessed into a feature space representing a

collection of statistical language model features. The output labels indicate whether

the article is a vandalism instance.

3.3.2 Segmented Transfer

In this section, we propose segmented transfer (ST) to enrich the capability of

transfer learning and to address the issue of potential negative transfer. The goal of

ST is to identify and learn from the most related segment, a subset from the training

samples, in the source task. Our motivation comes from two assumptions:

- Not all of the source task is useful, and

- Not all of the target task can benefit from the available source task.

We propose the source task segmented transfer (STST) and the target task

segmented transfer (TTST) approaches to address each assumption and summarize

the two approaches in Table 3.5.
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3.3.2.1 Source task segmented transfer (STST)

The STST approach clusters the source task, assigning cluster membership

to the target task. In Figure 3.5, the labeled source task is first segmented into

clusters. Each cluster has its own classifier. We then assign cluster membership to

the unlabeled target task and transfer the classifier trained from the corresponding

cluster of the source task. Because the distribution of the feature space is different

between the source and target tasks, it is likely that some source task data will not

be used. The approach aims to transfer knowledge acquired only from the related

segment to minimize negative transfer.
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Figure 3.5: Flowchart of source task segmented transfer (STST).
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3.3.2.2 Target task segmented transfer (TTST)

The TTST approach clusters the target task, assigning cluster membership to

the source task. The goal of the TTST is to differentiate samples that can be better

learned from the provided source task. In Figure 3.6, the unlabeled target task is first

segmented into clusters. We then assign cluster membership to the labeled source task

and train a classifier for each cluster. Finally, the classifiers are transferred to the

corresponding clusters in the target task. As shown in Figure 3.6, some data from

the target task may not be well learned because of the lack of an appropriate source

task.
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Figure 3.6: Flowchart of target task segmented transfer (TTST).

3.3.3 Experiments

This section describes the datasets used for experiments, the input feature

space, the six experimental settings, and the cluster membership assignment distri-

butions for each setting.
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3.3.3.1 Dataset description

In four of the experiments, we clustered and trained on the Webis Wikipedia

vandalism (Webis) corpus [81] and tested on the revision history of the “Microsoft”

and “Abraham Lincoln” articles on Wikipedia [14]. The other two experiments use

Microsoft as the source task and transfer to the Lincoln article.

The Webis dataset contained randomly sampled revisions of different Wikipedia

articles, drawn from different categories. The Microsoft and Lincoln datasets con-

tained the revision history of those articles. Although class labels were available for

both datasets, the class information was ignored during the clustering and was used

to build classifiers and to demonstrate the performance of the two methods. Table

3.6 is a tabular description of the three datasets. The AUC and AP scores for the

Microsoft and Lincoln dataset were computed by 10-fold cross validation using the

provided class labels using an SVM classifier with RBF kernel. The parameters γ and

C were chosen empirically to achieve the best performance.

Table 3.6: Dataset description

Positive Negative Total
Webis 301 639 940
Microsoft 268 206 474
Lincoln 178 223 401

3.3.3.2 Experimental setup and clustering algorithm

Table 3.7 describes six experimental settings. STST and TTST each have

three experiments with different combinations of the source and target task. We
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Table 3.7: Six experimental settings for STST and TTST

Method Exp Source Task Target Task

STST
1 Webis Microsoft
2 Webis Lincoln
3 Microsoft Lincoln

TTST
4 Webis Microsoft
5 Webis Lincoln
6 Microsoft Lincoln

used the Weka [42] implementation of clustering, using the Expectation Maximization

(EM) algorithm to optimize Gaussian mixture models to cluster the source and target

tasks. Using cross validation, the EM algorithm determined the number of clusters

to generate. To evaluate the ranked results from the experiments, we used AUC

and Average Precision (AP). The ranked list was sorted by the probability of the

predictions generated by SVM classifiers.

We used Gaussian mixture model (GMM) optimized with Expectation Maxi-

mization (EM) algorithm to assign data to clusters. EM finds clusters by determining

a mixture of Gaussians that fit a given dataset. The algorithm is a class of iterative

algorithms to estimate maximum likelihood in problems with incomplete data. In

our case, the unlabeled target task data are considered incomplete. After training

the source task with the EM algorithm, we obtained the cluster assignment of the

source task data encoded in means, covariances, and cluster priors in the GMM. We

then used EM to assign cluster labels to the target task data. We assigned each data

point to the highest probabilistically-weighted cluster label.
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3.3.3.3 Cluster Membership Distribution

This paragraph describes the cluster memberships and the distributions of

positive and negative instances for the six experimental settings. Tables 3.8 and

3.9 present the cluster assignment distribution for STST. In Experiments 1 and 2,

the source Webis dataset is segmented into 16 clusters (see Table 3.8). The target

Microsoft and Lincoln datasets are mapped to 9 and 8 of these clusters respectively.

The results of cluster assignment confirm the assumption that not all the source task

is useful for the target task. However, the source task can still be fully exploited. In

Experiment 3, as shown in Table 3.9, all the source task (Microsoft) instances are

useful for the target task (Lincoln), both of which were determined to contain three

clusters.

Table 3.10 shows the cluster assignment distributions for the TTST approach

(Experiments 4, 5, and 6). The distribution shows that sometimes part of the target

task would not have available source task to learn from. For example, in Experiment

4, the source task is only useful for cluster 2 of the target task; in Experiment 5, it is

only useful for cluster 1.

3.3.4 Experimental results

This section describes the experimental results for STST and TTST. Our re-

sults show that the two proposed approaches improved the ranking, moving more

actual vandalism instances to the top of the ranked list. Table 3.11 shows the per-

formance of the baseline, a direct transfer without either STST or TTST, using an
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Table 3.8: Cluster membership distributions for Experiments 1 and 2

Source Task Target Task
Webis Microsoft (Exp:1) Lincoln (Exp:2)

Source cluster Data Distri. (+,−) Data Distri. (+,−) Data Distri. (+,−)
1 75 (9,66) 43 (22,21) 48 (27,21)
2 24 (1,23) 192 (116,76) 85 (41,44)
3 16 (10,6) 153 (80,73) 215 (86,129)
4 25 (8,17) 18 (6,12)
5 46 (24,22) 49 (20,29)
6 40 (35,5) 16 (16,0) 11 (5,6)
7 41 (3,38) 2 (2,0) 1 (1,0)
8 130 (9,121)
9 63 (50,13)
10 43 (9,34) 1 (0,1)
11 75 (2,73)
12 43 (6,37)
13 62 (28,34) 17 (12,5) 22 (11,11)
14 60 (60,0)
15 149 (8, 141)
16 48 (39,9) 1 (0,1) 1 (1,0)

Total 940 (301,639) 474 (268, 206) 400 (178,223)

Table 3.9: Cluster membership distribution for Experiment 3.

Source Task Target Task
Microsoft Lincoln

Exp Source cluster Data Distri. (+,−) Data Distri. (+,−)

3
1 344 (186, 158) 357 (146, 211)
2 125 (80, 45) 42 (30,12)
3 5 (2,3) 2 (2,0)

Total 474 (268,206) 401 (178,223)

SVM classifier with linear and RBF kernels. In this section, results that outperform

the baseline are marked with a †.

3.3.4.1 STST Evaluation

Table 3.12 shows the experimental results for the STST approach. We com-

pared the performance of STST with the best performance for direct transfer, i.e.

train on the source task and transfer directly to the target task, using the SVM clas-

sifier with RBF kernel (see Table 3.11). The results indicate that the STST approach
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Table 3.10: Cluster membership distribution for Experiments 4, 5, and 6

Target Task Source Task
Exp Target cluster Data Distri. (+,−) Data Distri. (+,−)

4
1 344 (186, 158) 0
2 125 (80, 45) 940 (301,639)
3 5 (2,3) 0

Total 474 (268,206) 940 (301,639)

5
1 56 (36,20) 940 (301,639)
2 115 (45,70) 0
3 230 (97,133) 0

Total 401 (178,223) 940 (301,639)

6
1 56 (36,20) 159 (93,66)
2 115 (45,70) 121 (56,65)
3 230 (97,133) 194 (119,75)

Total 401 (178,223) 474 (268,206)

Table 3.11: Baseline performance.

Exp Classifier AUC AP

1 and 4 SVM w/ linear kernel (C=1) 0.5333 0.6002
SVM w/ RBF kernel (C=1, γ = 0.1) 0.5466 0.5862

2 and 5 SVM w/ linear kernel (C=1) 0.5276 0.4528
SVM w/ RBF kernel (C=0.8, γ = 0.16) 0.5396 0.4454

3 and 6 SVM w/ linear kernel (C=500) 0.6089 0.6134
SVM w/ RBF kernel (C=500, γ = 0.02) 0.6215 0.6021

consistently outperforms the baseline across the three experiments.

Table 3.12: Experiment results for STST

Experiment 1 Experiment 2 Experiment 3
AUC AP AUC AP AUC AP

0.5541† 0.6095† 0.5519† 0.5063† 0.6883† 0.6514†

3.3.4.2 TTST Evaluation

Table 3.13 shows the experimental results for the TTST approach. As shown

in Table 3.10, only cluster 2 in Experiment 4 and cluster 1 in Experiment 5 have

the source task to learn from. Therefore, presumably, the classifier trained for the
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assigned cluster in the target task will perform better on the assigned cluster than on

other clusters.

The results in Experiment 4 support the assumption. The performance of

cluster 2 is much higher than cluster 1 when we used the same classifier trained from

the source task for both clusters. Although the cluster 3 in Experiment 4 has high

AUC and AP results, it is noted that the size of the cluster is quite small and the

results might be insignificant.

Experiment 5 presents mixed results on AUC and AP. We observe that the

AP, but not the AUC, is higher in cluster 1, to which all the source task was assigned.

In general, AP is more sensitive to the order at the top of the ranked list whereas

AUC evaluates the overall number of correctly ranked pairs. In the case that AP

is higher but not AUC, it indicates that the algorithm performs better at the top

of the list; however, it doesn’t create more correctly ranked pairs. To support this

observation, we evaluated the results using Normalized Discounted Cumulative Gain

(NDCG) at the rank position 5 and 10. Figure 3.7 shows that cluster 1 outperforms

the other two clusters. The results suggest the occurrence of negative transfer when

the learned classifier was used on less related datasets. The results also demonstrate

how negative transfer could be minimized when the target task only learned from

more informative segments in the source task.

In Experiment 6, all three clusters from the target task (Lincoln) have assigned

instances from the source task (Microsoft). The combined result (the ‘Total’ row)

outperforms the baseline (i.e., direct transfer of a classifier trained from the entire
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source task).

Table 3.13: Experiment results for TTST, breakdown by cluster

Experiment 4 Experiment 5 Experiment 6
# AUC AP # AUC AP # AUC AP
1 0.5082 0.5503 1 0.4472 0.6346† 1 0.6792† 0.7959†
2 0.6569† 0.7201† 2 0.4942 0.3641 2 0.6288† 0.495
3 0.8333† 0.8333† 3 0.5603† 0.4393 3 0.738† 0.6637†

Total 0.6627† 0.6426†

NDCG5 NDCG10

C1
C2
C3

NDCG Results for Experiment 5
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Figure 3.7: NDCG results for Experiment 5

3.4 Entity Search and Classification

We have become dependent on search engines to explore the ever-growing

volume of online data. One frequent type of query involves named entities (persons,

organizations, locations etc.). Both the Information Retrieval and Semantic Web
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communities have been studying the problem of entity search, aimed at finding the

entity itself instead of merely finding documents that mention the entity. For example,

when a search engine receives the query “EU countries,” it would return a list of

countries including Germany, France, Netherlands, Great Britain etc. instead of a

list of web pages.

One challenge for the problem of entity search is to identify relevant entities

for a query that is less common. For example, finding entities for the query “Univer-

sities in Kirbati” is a lot more difficult than the query “Universities in the U.S.A.”

To address the challenge, we explore using knowledge transfer to leverage knowl-

edge acquired from one entity search topic to another topic. In the experiments, we

emphasize the task of entity classification to aid the understanding of entity search.

The experiments used the data collection from INEX XML Entity Ranking

(INEX-XER) 2009 track [25]. The track used the Wikipedia 2009 XML data based

on a dump of Wikipedia taken on 8 October 2008 and annotated with semantic

concepts from the WordNet thesaurus. The entity ranking task aims to return a

ranked list of entities for a given query topic. Entities involve countries, persons,

novels, movies etc. Examples of the topics include “Science fiction book written in

the 1980s,” “Films shot in Venice,” and “Star Trek Captains.” The dataset contains

55 topics with relevance assessments. Our experiments transformed the original entity

rank task to an entity classification task using the 55 topics. Each topic has a set

of labelled Wikipedia pages, indicating whether the page is about an entity for the

topic. For example, the Wikipedia page “James Kirk” is a relevant document for
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the topic “Star Trek Captains”. In the experiments, we used this dataset to examine

knowledge transfer among the topics.

Table 3.14 summarizes the distributions of the number of labelled documents,

the number of positive documents, and the number of distinct semantic concepts for

the 55 topics. In general, each topic has more than 300 labelled documents. The

class label is imbalanced. The average percentage of positive documents for all the 55

topics is 9.9%. Most topics have at least 1,000 distinct semantic concepts annotated

in the documents.

3.4.1 Bag-of-Concept (BoC) features

Semantic annotations have shown to be useful for concept-based information

retrieval [91]. The INEX 2009 Entity Ranking track also aimed to explore methods

that leverage semantic annotations to improve performance for Entity Ranking. In

the experiments, we propose constructing bag-of-concepts (BoC) learning models that

facilitate knowledge transfer across different but related topics.

Prior research has investigated using BoC approaches to enhance text catego-

rization tasks. Sahlgren and Cöster constructed a concept-based text representations

to improve the performance of SVM classifiers, indicating that BoC representations

outperformed the Bag-of-Words model for the ten largest text categories. By com-

Table 3.14: INEX-XER Data Distribution

Min. 1st Qu. Median Mean 3rd Qu. Max.
Doc # 167.0 269.5 316.0 313.9 361.5 438.0
Pos # 8.00 16.00 28.00 30.27 39.00 68.00
Concept # 451 934 1,311 1,267 1,533 2,173
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parison, we define concepts differently from the prior works. We adopt the semantic

annotations (i.e. the WordNet concepts for the Wikipedia data) as concepts to con-

struct the BoC model.

INEX-XER used Wikipedia 2009 XML data, which has semantic concept an-

notations from the WordNet thesaurus. There often exist hierarchical structures for

the concepts. For example, “American Gods” – a Hugo Awarded best novel – has the

semantic concept “novel,” followed by the hypernym concepts “fiction,” “writing,”

“written communication,” and “literary composition.” All the concepts are included

in the BoC feature set.

Semantic annotations provide a shared feature space for heterogeneous topics.

BoC features allow us to identify topics that are related at a higher conceptual level.

For example, the term “American Gods” is completely different from “Fahrenheight

451” in a term-vector space. Their cosine similarity is zero in a BoW model. However,

since they are both the titles of Hugo awarded best novels, they shared the concepts

“fiction,” “writing,” “written communication,” and “literary composition.” A BoC

model is hence capable of identifying the high similarity of the two phrases. Such

a characteristics captures the conceptual relatedness among topics and facilitates

knowledge transfer.

To construct the BoC model, we first extracted the WordNet concepts anno-

tated in the data set. We then represented each document as a vector of concepts,

using the tf-idf weights of each concept computed from the entire dataset of 55 top-

ics. The top 1,000 concepts are retained in the feature set. We selected decision



57

trees (J48) and logistic regression models for the experiments. The experiments were

implemented with Weka using the default parameter settings. To evaluate the effect

of the BoC features, we performed 5 runs of 10-fold cross-validation for the 55 topics

and measured the F1 and area under the ROC curve (AUC).

Table 3.15: Performance distribution over the 55 topics using BoC features

Method Metric 1st Q Median Mean 3rd Q Max
J48 AUC 0.5440 0.6240 0.6366 0.7230 0.9470

F1 0.1745 0.3000 0.3378* 0.5000 0.8570
Logit AUC 0.5775 0.6540 0.6437 0.7060 0.9250

F1 0.1645 0.2580 0.2602 0.3450 0.5110

Note: Each topic is evaluated by 10-fold cross-validation.* indicates that the F1 performance
for J48 is significantly higher than logistic regression.

Table 3.16: Top 5 topics ranked by F1

Method Rank ID Topic F1
J48 1 108 State capitals of the United States of America 0.857

2 139 Films directed by Akira Kurosawa 0.788
3 124 Novels that won the Booker Prize 0.691
4 135 Professional baseball teams in Japan 0.667
5 91 Paul Auster novels 0.667

Logit 1 139 Films directed by Akira Kurosawa 0.511
2 86 List of countries in World War Two 0.496
3 110 Nobel Prize in Literature winners who were also poets 0.462
4 140 Airports in Germany 0.456
5 124 Novels that won the Booker Prize 0.442

Table 3.15 shows the distribution of results for the experiments on the 55

topics. With the J48 decision tree model, 50 out of 55 topics have AUC scores

higher than 0.5, indicating that the BoC provides informative features for the entity

classification problem. The J48 decision model has significantly higher F1 scores
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than the Logistic regression model. Table 3.16 describes the top 5 topics of highest

F1 scores using BoC. The table shows that decision tree and logistic regression models

produce different ranked document lists. However, Topic 139 and Topic 124 are both

ranked in the top 5. We used Topic 139 as an example to demonstrate how BoC is

used in a decision tree model.

Topic 139 Film Directed by Akira Kurosawa

N = 241
Pos = 31

N = 173
Pos = 0

N = 68

film maker 
<= 2.97

film maker 
> 2.97

N = 29
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actor 
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actor 
> 3.6

N = 2
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book 
<= 0

book 
> 0

N = 4
Pos = 0

N = 2
Pos = 2

language 
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Figure 3.8: Decision Tree for Topic 139

Figure 3.8 shows an example of the decision tree for Topic 139 – Films directed

by Akira Kurosawa – using BoC. The top-level node of the decision tree shows that,

of the 241 documents for Topic 139, close to 13% (31/241) are positive documents.

Under the top-level node, the concept “film maker” is the most predictive feature and

is the first concept feature used to split of the documents. If the concept “film maker”

has a tf-idf score lower than 2.97, it is highly unlikely the document is relevant to



59

the topic. The second split occurs on the concept “actor.” Most positive documents

concentrate in the node where “actor” has a tf-idf score lower than 3.6. The third

split on the concept “movie” further improves the precision of the prediction. We

obtain a node where “movie” has a tf-idf score higher than 5.1 and and where 97%

(26/27) of the documents are positive.
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Figure 3.9: Direct transfer between dissimilar topics

Figure 3.9 shows an example of direct transfer of decision tree from the two

highly dissimilar topics – “Japanese players in Major League Baseball (Topic 136)”

and “List of countries in World War Two (Topic 86).” The decision tree is con-

structed based on the the topic “Japanese players in Major League Baseball.” The

path highlighted in red shows how this decision tree can be useful in identifying “List

of countries in World War Two.” This path identifies 17 out of the total 67 positive
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Table 3.17: Correlation Analysis for F1 and AUC

F1 AUC
J48 Doc # 0.011 0.09

Pos # 0.317* 0.248
Pos ratio 0.324* 0.269*

Concept # 0.092 0.08
Logit Doc # -0.096 -0.019

Pos # 0.606* 0.050
Pos ratio 0.652* 0.061

Concept # 0.105 -0.008

instances for Topic 86. The accuracy for the decision path is 17/23. The concepts

“Municipality,” “League,” “County Seat,” and “City” have the potential to charac-

terize a country. The discovery of the path (highlighted in red) reveals the obscured

relatedness between topics that is unapparent from the surface.

To explore which factors may contribute to the performance of F1 and AUC, we

examined whether the four factors – the number of documents, the number of positive

documents, the ratio of positive documents, and the number of distinct concepts –

are correlated with F1 or AUC. Table 3.17 presents the correlation analysis results

for the four factors. Both Table 3.17 and Figure 3.10 show a statistically significant

linear correlation between the ratio of positive documents and F1 and AUC for the

J48 decision model. We only observed significant correlation between the positive

document ratio and F1 for the logistic regression model. However, the number of

documents and the number of distinct concepts for each topics show no effect for F1

or AUC.

Early experiments demonstrated that BoC provides valid features for entity

classification task. The example decision tree exemplifies how informative concepts

can characterize the positive documents. The correlation analysis shows the trend
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(a) J48 – F1 (b) J48 – AUC

(c) Logit – F1 (d) Logit – AUC

Figure 3.10: The effect of positive document ratio on F1 and AUC

Note: Figure(d) does not show significant correlation hence the regression line is absent.
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that the higher the positive document ratio for a topic, the higher the F1 score.

However, the size of the dataset and the number of distinct concepts are not correlated

with the performance outcomes.

3.4.2 Direct Transfer

In this section, we investigate the degree of direct transfer of classifiers between

topics. As shown in the previous section, a decision tree based on semantic concepts

provides explicit knowledge about how to classify a given entity. We therefore examine

if such knowledge can be transferred to other related topics, for example, whether the

classifier trained from the topic “Novels that won the Booker Prize” can be reused to

classify the topic “Hugo awarded best novels.” In the experiments, we first explore

the similarity among topics (1,485 topic pairs) in our dataset. Second, we examine

the direct transfer relationship for all the possible 2,950 topic pairs for the 55 topics.

3.4.2.1 Topic Similarity

To evaluate the similarity between a pair of topics, we first built a vector of all

the concepts occurring in the positive documents for each topic. We then computed

the cosine similarity of between the two topics with the two concept vectors. Table

3.18 describes the top 10 most similar topic pairs and their categories. The results

demonstrates that the method is an effective method to determine topic similarities.

In the experiments, we computed the cosine similarity using concept vectors

from positive documents for each topic. For 55 topics, we computed the cosine sim-

ilarity for 1,485 topic pairs. Although several topic pairs are highly similar as we
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observe in Table 3.18, the 55 topics used in the experiments are, in general, heteroge-

nous. Figure 3.4.2.1 shows that the majority of the topic pairs has similarity scores

lower than 0.4. However, for topics of the same categories, the similarity scores are

higher than 0.8.

Figure 3.11: Similarity distribution for 1,485 distinct topic pairs.

3.4.2.2 Experimental Results

In the experiments, we considered all possible 2,950 transfer relationships for

the 55 topics. We directly applied classifiers trained from the source task to the

target task. The goal of the experiments is to identify factors that can influence the



64

T
ab

le
3.

18
:

T
op

10
m

os
t

si
m

il
ar

to
p
ic

s

ID
T

op
ic

C
at

eg
or

y
ID

T
op

ic
C

at
eg

or
y

S
im

1
86

L
is

t
of

co
u
n
tr

ie
s

in
W

or
ld

W
ar

T
w

o
C

ou
n
tr

ie
s

87
A

x
is

p
ow

er
s

of
W

or
ld

W
ar

II
C

ou
n
tr

ie
s

0.
99

2
86

L
is

t
of

co
u
n
tr

ie
s

in
W

or
ld

W
ar

T
w

o
C

ou
n
tr

ie
s

13
3

E
U

co
u
n
tr

ie
s

C
ou

n
tr

ie
s

0.
99

3
87

A
x
is

p
ow

er
s

of
W

or
ld

W
ar

II
C

ou
n
tr

ie
s

13
3

E
U

co
u
n
tr

ie
s

C
ou

n
tr

ie
s

0.
98

4
63

H
u
go

aw
ar

d
ed

b
es

t
n
ov

el
s

N
ov

el
s

12
9

S
ci

en
ce

fi
ct

io
n

b
o
ok

w
ri

tt
en

in
th

e
19

80
N

ov
el

s
0.

98
5

94
H

y
b
ri

d
ca

rs
so

ld
in

E
u
ro

p
e

V
eh

ic
le

s
11

8
F

re
n
ch

ca
r

m
o
d
el

s
in

19
60

’s
M

an
u
fa

ct
u
re

rs
0.

98
6

12
5

co
u
n
tr

ie
s

w
h
ic

h
h
av

e
w

on
th

e
F

IF
A

w
or

ld
cu

p
C

ou
n
tr

ie
s

13
3

E
U

co
u
n
tr

ie
s

C
ou

n
tr

ie
s

0.
98

7
86

L
is

t
of

co
u
n
tr

ie
s

in
W

or
ld

W
ar

T
w

o
C

ou
n
tr

ie
s

12
5

co
u
n
tr

ie
s

w
h
ic

h
h
av

e
w

on
th

e
F

IF
A

w
or

ld
cu

p
C

ou
n
tr

ie
s

0.
97

8
87

A
x
is

p
ow

er
s

of
W

or
ld

W
ar

II
C

ou
n
tr

ie
s

12
5

co
u
n
tr

ie
s

w
h
ic

h
h
av

e
w

on
th

e
F

IF
A

w
or

ld
cu

p
C

ou
n
tr

ie
s

0.
96

9
63

H
u
go

aw
ar

d
ed

b
es

t
n
ov

el
s

N
ov

el
s

12
4

N
ov

el
s

th
at

w
on

th
e

B
o
ok

er
P

ri
ze

N
ov

el
s

0.
93

10
13

5
p
ro

fe
ss

io
n
al

b
as

eb
al

l
te

am
in

J
ap

an
B

as
eb

al
l

13
6

J
ap

an
es

e
p
la

ye
rs

in
M

a
jo

r
L

ea
gu

e
B

as
eb

al
l

B
as

eb
al

l
0.

92



65

T
ab

le
3.

19
:

T
op

5
ta

rg
et

to
p
ic

s
b

en
efi

ti
n
g

th
e

m
os

t
fr

om
d
ir

ec
t

tr
an

sf
er

.

S
ou

rc
e

T
op

ic
T

ar
ge

t
T

op
ic

S
im

F
1

(x
-v

al
)

F
1

(D
T

)
L

is
t

of
co

u
n
tr

ie
s

in
W

or
ld

W
ar

T
w

o
A

x
is

p
ow

er
s

of
W

or
ld

W
ar

II
0.

99
0.

17
5

0.
40

5
F

or
m

u
la

1
d
ri

ve
rs

th
at

w
on

th
e

M
on

ac
o

G
ra

n
d

P
ri

x
P

ac
ifi

c
n
av

ig
at

or
s

A
u
st

ra
li
a

ex
p
lo

re
rs

0.
22

0.
10

0
0.

31
0

N
ob

el
P

ri
ze

in
L

it
er

at
u
re

w
in

n
er

s
w

h
o

w
er

e
al

so
p

o
et

s
P

ac
ifi

c
n
av

ig
at

or
s

A
u
st

ra
li
a

ex
p
lo

re
rs

0.
49

0.
10

0
0.

30
4

L
iv

in
g

n
or

d
ic

cl
as

si
ca

l
co

m
p

os
er

s
N

or
d
ic

au
th

or
s

w
h
o

ar
e

k
n
ow

n
fo

r
ch

il
d
re

n
’s

li
te

ra
tu

re
0.

65
0.

05
6

0.
25

0
C

h
es

s
w

or
ld

ch
am

p
io

n
s

C
ir

cu
s

m
am

m
al

s
0.

26
0.

10
5

0.
29

6

N
ot

e:
F

1
(x

-v
al

)
sh

ow
s

th
e

F
1

sc
or

e
re

su
lt

in
g

fr
om

th
e

10
-f

ol
d

cr
os

s
va

lid
at

io
n

us
in

g
on

ly
th

e
ta

rg
et

to
pi

c.
F

1
(D

T
)

sh
ow

s
th

e
F

1
sc

or
e

fo
r

di
re

ct
tr

an
sf

er
fr

om
th

e
so

ur
ce

to
th

e
ta

rg
et

to
pi

c.



66

performance of direct transfer.

Table 3.20 shows the distribution of F1 and AUC performance for direct trans-

fer. We applied J48 decision tree and linear regression model on the 2,950 source and

target topic pairs. The results of a Wilcoxon test indicate that logistic regression

models significantly outperforms J48 decision trees for direct transfer. It implies that

logistic regression models have better transfer capability.

The results also show that the some topics have higher F1 score in the direct

transfer experiments than in the cross-validation experiments described in the pre-

vious section. We observe that 25 topics show improved results using a transferred

decision tree, and 30 topics show improvements on F1 using a logistic regression

model. Table 3.19 presents the top 5 source and target topic pairs that have highest

improvement on F1 from directly transferring a J48 decision tree from the source to

the target topic. We observe from Table 3.19 that effective knowledge transfer can

occur not only between similar topics but also dissimilar topics.

Table 3.20: Performance distribution over the 2,950 topic transfer pairs.

Method Metric 1st Q Median Mean 3rd Q Max
J48 AUC 0.4920 0.5000 0.5006 0.5070 0.8720

F1 0.00000 0.00000 0.03415 0.03400 0.67100
Logit AUC 0.4072 0.5020 0.4960 0.5870 0.9240

F1 0.0450 0.1070 0.1236* 0.1800 0.5950
ZeroR AUC 0.5000 0.5000 0.5000 0.5000 0.5000

F1 0.0000 0.0000 0.0000 0.0000 0.0000

Note: Each topic is evaluated by 10-fold cross-validation.* indicates that logistic regression
model significantly outperforms the decision tree model and the baseline zeroR model on
F1 scores.



67

We applied correlation analysis to identify influential factors for direct transfer.

Table 3.21 shows the results of correlation analysis on five factors – the similarity

between the source and the target topic (Sim), the ratio of positive documents in the

source topic (Src posRatio), the ratio of positive documents in the target topic (Tar

posRatio), the F1 scores from the cross-validation experiments of the source topic

(Src F1), and the F1 scores from the cross-validation experiments of the target topic

(Tar F1).

The results indicate that similarity between the source and the target topic

has positive correlation to F1 scores for both J48 decision tree and logistic regression

model. The positive document ratio for both the source and the target topic is also

positively correlated to the F1 scores of direct transfer. In addition, we observe

positive correlation between the F1 scores from the cross-validation experiments of

the target topic and the F1 scores of direct transfer experiments. However, the

positive correlation between the F1 scores of the source task from the cross-validation

experiments and the F1 scores of direct transfer experiments only exhibits on the J48

decision tree.

As shown in Table 3.22, whether topic similarity contributes to transferability

could be dependent on the types of topics. For example, direct transfer contribute

to significant performance improvements for topics related to countries and films.

However, we do not observe a significant positive influence for topics about novels.

In summary, we conclude that the more similar the source and the target

task, the better the direct transfer performance. We obtained improved experimental
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Table 3.21: Correlation Analysis for direct transfer

F1 AUC
J48 Similarity 0.1268* 0.0684*

Src posRatio 0.2422* -0.0237
Tar posRatio 0.0451* -0.0048

Src F1 0.1099* 0.1123*
Tar F1 0.0962* -0.0065

Logit Similarity -0.0544* 0.0009
Src posRatio 0.0995* -0.0120
Tar posRatio 0.3860* 0.0463*

Src F1 0.0220 -0.0149
Tar F1 0.3006* 0.0288

Table 3.22: Similarity correlation analysis by categories

F1 AUC
J48 Country 0.2997* 0.2724*

Novel 0.1512 -0.0509
Film 0.0254 0.2054*

Logit Country 0.0292 -0.0490
Novel -0.0454 0.0198
Film -0.0644 0.0442

results if more positive documents are available for both source and target topics.

Target topics that benefit from BoC features (according to the cross-validation results)

also have higher direct transfer outcome. However, source topics that benefit from

BoC features do not necessarily transfer well to target topics. Results shown in Table

3.21 provide the following insights:

• Similarity between topics contributes to the transferability. Although we ob-

serve negative correlation between similarity and transferability for logistic re-

gression model, it may due to the noise in the data;

• Higher positive document ratio for the source and the target topics contributes

to the transferability.
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3.4.3 Relative importance of the factors

We used multiple regression to evaluate the relative importance of the factors

of transferability. We standardized the three factors – the ratio of positive documents

(PosRatio) for the source topic, the similarity between the source and the target topic,

and the ratio of positive concepts (PosConRatio) for the source topic – in order to

compare their relative importance using the coefficients.

Table 3.23 and Table 3.24 show the results of regression analysis. We analyzed

the transferability in AUC an F1 respectively. We first note that, though the three

factors are all significant attributes for both cases, the order of their relative impor-

tance is different. Table 3.23 shows that PosConRatio is the most important factor

contributing to the transferability measured in AUC. However, PosRatio is the most

influential factor for the transferability measured in F1 as shown in Table 3.24. The

collinearity between PosConRatio and PosRatio explains the negative coefficient for

PosRatio in Table 3.23. While AUC evaluates the performance of classifiers without

a cutoff threshold, F1 evaluates classifiers with a threshold at 0.5. Therefore, the

results imply that PosConRatio aids in correct ranking of the results while PosRatio

helps identify correct instances.

Figure 3.13 and Figure 3.12 are the visualizations of the importance compari-

son of the three factors. The order of relative importance for the factors are consistent

across the four metrics – LMG, first, last, and Betasq. We also noted both models

have low R2 scores, indicating that the three factors – PosRatio, Similarity, PosCon-

Ratio – are insufficient to explain the transferability between topics. Future work will
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investigate additional factors that translate into transferability.

Table 3.23: Transferability factors analysis for AUC

Factor Coef. P-value
PosRatio -4.727e-02 0.01379*
Similarity 5.913e-02 0.00129*

PosConRatio 9.043e-02 2.59e-06*

Table 3.24: Transferability factors analysis for F1

Factor Coef. P-value
PosRatio 2.229e-01 < 2e-16*
Similarity 1.332e-01 6.06e-14*

PosConRatio 9.063e-02 9.76e-07*

3.4.4 Segmented Transfer

This section describes segmented transfer experiments on the entity classifica-

tion task. In the experiments, we adopted the source task segmented transfer (STST)

approach described in the Section 3.3.2. For each source topic, we used the EM clus-

tering algorithm to create three clusters. We then assigned the cluster membership

to every data sample (i.e. documents for each topic) of the target topic. Two classi-

fication models – J48 decision tree and logistic regression model – are trained from

each of the three clusters of a source topic and then tested on the target topic. We

transferred only the classifier learned from one cluster of the source topic to the data

samples assigned to the same cluster.

Table 3.25 shows the distribution of F1 and AUC performances for the STST
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experiments. A paired Wilcoxon test on the performance for J48 decision tree and

logistic regression indicates that the logistic regression outperforms J48 decision tree.

Table 3.25: STST performance distribution over the 2,950 topic transfer pairs.

Method Metric 1st Q Median Mean 3rd Q Max
J48 AUC 0.4106 0.4882 0.4901 0.5720 0.9389

F1 0.0000 0.0000 0.0308 0.0156 0.5345
Logit AUC 0.4634 0.5036 0.5030* 0.5475 0.8693

F1 0.0000 0.0217 0.0623* 0.0769 0.5652

Table 3.26 compares the performances between direct transfer and STST. The

paired Wilcoxon test shows that direct transfer outperforms STST by a small mar-

gin. However, among the 2,950 topic pairs, 1,769 topic pairs show no performance

difference between direct transfer and STST, and 536 topics pairs show improved F1

scores for STST.

Table 3.26: F1 performance distribution for Direct Transfer (DT) vs. STST

Method 1st Q Median Mean 3rd Q Max
J48 DT 0.00000 0.00000 0.03415* 0.03400 0.67100

STST 0.0000 0.0000 0.0308 0.0156 0.5345
Logit DT 0.0450 0.1070 0.1236* 0.1800 0.5950

STST 0.0000 0.0217 0.0623 0.0769 0.5652

The mixed performance of STST may also result from the high dimensionality

of feature space. The high-dimensional BoC feature space makes the distance between

data samples large. A cluster groups related objects based on observations of their

feature values. However, given a large number of features in both the source and the

target topics, concept features found in the target topic may not be meaningful to

the clusters formed in the source topic. Therefore, the cluster assignments between
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the source and the target tasks become less accurate. We observe the effect of the

“curse of dimensionality” in the STST experiments. We will explore using Principal

component analysis (PCA) to reduce the dimensionality of the concept feature space

to address the problem.

3.4.5 Summary

This chapter demonstrates a novel segmented transfer approach used to address

the how dimension of transfer learning. The experimental results for the problem of

Wikipedia vandalism detection shows how to select and learn from the most related

portion in the source task to improve the predicting performance of the target task. In

this chapter we also explore the what dimension of knowledge transfer by introducing

the use of Bag-of-Concepts (BoC) as a common feature space for the source and

the target task. The experimental results show that the BoC provide informative

features for the problem of entity search and classification. However, despite the

fact that BoC largely reduced the dimensionality of features compared to Bag-of-

Words models, it remains a sparse feature space and creates challenges for clustering

algorithms. Although we did not observe performance improvements from segmented

transfer approach using BoC, we believe using dimensionality reduction methods such

as Principal Component Analysis may shed lights for the problem.

The next chapter extend the discussion to the why dimension. We suggest

constructing a knowledge transfer network to visualize and analyze the relationship

among different types of vandalism.
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CHAPTER 4
KNOWLEDGE TRANSFER NETWORK

4.1 Introduction

The proposed knowledge transfer network (KTN) aims to address the why

dimension of knowledge transfer. In Chapter 3, we proposed Segmented Transfer to

build a better predictive model using transfer learning. In this chapter, we propose

knowledge transfer network to aid in understanding the phenomenon of knowledge

transfer. We use KTN to approach the following two questions: How can we identify

topics of higher transferability? And, what are the characteristics of topics of high

transferability?

To address the why dimension, this chapter attempts to develop a knowl-

edge transfer network to discover and characterize knowledge of high transferability –

knowledge that can be re-used across various tasks. Inspired by research in network

science, the proposed knowledge transfer network is a visualized knowledge repre-

sentation to describe the dynamic process of transfer learning. In a real-world job

market, possessing transferable knowledge makes a job applicant competitive. Trans-

ferable knowledge is the previously learned abilities that are applicable in a variety

of work settings. For example, the abilities of multi-tasking, time management, and

event planning are highly transferable skills that help one become successful in most

job settings. Similarly, some knowledge is more central and generalizable to multiple

tasks. For example, it would be faster for an apprentice to learn how to make most
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of the beverages in a coffee shop if the person first masters the making of latte. It is

because the task of making a latte involves all the essential techniques (e.g. brewing

espresso and frothing milk) for the making of most other beverages.

A knowledge transfer network views the transfer learning relationship as a di-

rected graph, where the nodes represent learning problems, and the directed edges

between node pairs represent knowledge flow between problems. The proposed knowl-

edge transfer network would be a novel type of network, using different semantics of

nodes and edges from the existing types of networks (e.g. social networks and infor-

mation networks described in Section 2.4). In a knowledge network, a directed link

from a node A to a node B represents the flow of knowledge, that is, the potential of

using the knowledge acquired from A to solve the problem for node B.

Figure 4.1 describes two prototypes of knowledge transfer networks to exem-

plify the potential utility of knowledge transfer networks in real-world applications.

In Figure 4.1, each node is a learning problem. The solid directional links indicate

the knowledge flow from one node to another, and the dashed lines indicates the cat-

egories of nodes, providing informative context for learning problems. The network

indicates that the classifiers learned from the page of Microsoft can be transferred

to the articles Amazon, Google, and Bill Gates. It can also acquire knowledge from

the Amazon article. Figure 4.1b describes a knowledge transfer network of consumer

behavior prediction problem. Each node represents a learning problem for a partic-

ular consumer behavior and each link indicates that a learner trained to predict on

one behavior can be reused to predict another behavior. For example, the learning
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model trained from the problem of predicting customers who bought chocolates can

be reused to predict customers who would buy gift baskets.
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Figure 4.1: Knowledge transfer network prototype for two example applications.

The purpose of developing a knowledge transfer network is to discover and

characterize tasks or subtasks of higher transferability. An example application is

the product recommendation system. In the example knowledge transfer network,

each node is a classification task to determine which customers would buy a given

product and an edge denotes whether or how much a learned classifier can be reused

from one task (node) to another. Therefore, having tasks of higher centrality in

the knowledge transfer network implies that knowledge acquired from the task has

higher transferability in general. The network also informs the business owner which

products are transferable to each other. The benefit of it is to know how to perform

the most efficient market survey or estimate the market performance of a new product

more precisely.
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In this chapter we explore building knowledge transfer network for two appli-

cations: Wikipedia Vandalism Detection and Entity Search and Classification. Both

sections compare a similarity network to one or more knowledge transfer networks.

We use network centrality metrics to approximate the transferability of tasks. More-

over, we analyze what characteristics of tasks may contribute to the its centrality in

a knowledge transfer network.

4.2 KTN for Wikipedia Vandalism Detection

In this section we investigate the transfer of learners among different types

of Wikipedia vandalism, defined as malicious editing intended to compromise the

quality of articles. Common types of vandalism include Blanking, Large-scale Editing,

Graffiti, and Misinformation [14]. We investigate how well knowledge acquired to

detect one type of vandalism can be reused on another type.

The success of transfer learning requires finding relevant and related source

tasks. Similar source tasks induce positive transfer that improves learning in the

target task. Too dissimilar source tasks may cause negative transfer that degenerates

performance in the target task, i.e. negative transfer [89]. The goal of source task

selection is to most efficiently leverage previously-acquired knowledge to learn the

target task faster and better. Prior research has suggested selecting source tasks based

on their “relatedness” to the target task. Several approaches exist to measure the

relatedness between the source and the target task. However, it remains unclear how

to properly measure relatedness, or how it translates to actual transfer performance.
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To understand how to select appropriate source tasks, we create a knowledge

transfer network to visualize the transfer relationship between learning problems, us-

ing a graphic representation to provide insights on source task selection. We compare

the constructed knowledge transfer network to a similarity network and discuss the

characteristics for the two networks. The contributions of this section are trifold:

• We use a one-class SVM classifier to characterize a given type of vandalism,

investigating how well the classifier can be reused on other types;

• We compute likelihood ratio to compare the performance of a single classifier

trained from one type of vandalism to other types;

• We introduce and construct a knowledge transfer network, inspired by network

analysis, and compare it with a similarity network, and an existing vandalism

taxonomy, to better understand the transfer relationship between different types

of vandalism.

We proceed as follows. Each vandalism class is learned using a one-class SVM,

using various values of the parameter ν. We then apply the resulting model to the

other vandalism classes, and evaluate how well it separates each target class from the

negative instances (i.e., legitimate edits). Finally, the results are used to construct the

knowledge transfer network. These steps are described in the following subsections.

4.2.1 One-class SVM

One-class classification learns a characteristic function for the target class,

defining a classification boundary around the positive (or target) class, such that it
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includes as many instances as possible from the positive class, while it minimizes the

chance to include non-positive instances. One-class classification is useful when the

negative class is either absent or improperly sampled, so only the boundary of the

target class can be determined definitively by using the data. For example, in order to

construct a classifier to detect a given type of vandalism, collecting proper samples of

non-vandalized (negative training examples) is very challenging because the negative

concept (the legitimate edits) lacks a uniform representation. The purpose of using a

one-class classifier in the experiments is to study how well the characteristics learned

from one vandalism type can be reused to another one.

We train a one-class SVM using Weka LibSVM (WLSVM) [29], an implemen-

tation of the LibSVM [12]1 using the algorithms proposed by Sholkopf et al. [92].

We chose a linear kernel and varied the parameter ν (0.1 to 0.9), which controls the

allowable percentage of outliers, to find the best value for transfer. Default values

were used for other parameters. We trained the one-class classifier using only the

positive data (a given type of vandalism) and tested on a dataset comprised of one

other selected vandalism type, plus the legitimate edits (negative examples).

4.2.2 Likelihood Ratio

In evaluating the ability of a learned one-class model to transfer from one task

to another, we find that standard measures such as recall (sensitivity) and precision

(positive predictive value) are inadequate. Consider a model that predicts all cases

1The tool is available at http://www.csie.ntu.edu.tw/˜cjlin/libsvm.
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as positive. The recall on the target task will be 1.0, indicating perfect performance

despite the fact that no useful learning has taken place. Precision, meanwhile, is

dramatically affected by the prior probability of the positive class, and will appear

artificially higher for more populous classes (such as Graffiti) than for others.

To overcome the limit of recall and precision measures, we adopt likelihood

ratio to measures the change in probability. That is, the increase of likelihood ratio

indicates an increase of probability that a predicted positive instance is, in fact,

positive. Likelihood ratio is defined as

Likelihood Ratio =
sensitivity

1− specificity
=

TP
TP+FN

FP
FP+TN

where the counts TP = true positives, TN = true negatives, FP = false positives, and

FN = false negatives. Values of likelihood ratio greater than one indicate positive

transfer; that is, the model learned on the source task successfully increases the

probability of predicting the target task. Values less than one indicate negative

transfer, and those near one indicate that the source is neither helpful nor harmful

to the target.
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Figure 4.2: Experimental results on likelihood ratio for the seven source tasks.
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Figure 4.2 shows the results of likelihood ratio over the nine different choices

of ν for each target task. Each line in a panel represents a source task. The results

show that knowledge acquired from other source tasks is only moderately transferable

to the graffiti and the link spam types. All source tasks introduce negative transfer

to the blanking and the large-scale editing. The top-right panel shows that the type

Image Attack and Irregular Formatting have higher transferability to the misinforma-

tion type. The types Misinformation, Image Attack and Irregular Formatting would

benefit from transfer learning.

Table 4.1: Likelihood Ratio performance between vandalism types.

Source Task Target Task
Blanking (B) 1.1196 1.1859 1.8448 0.9750 1.1368 1.4282
Graffiti (G) 0.3426 1.3438 1.8059 0.4784 1.1135 1.5689
Image Attack (I) 0.3672 1.1227 1.6030 0.4342 1.1176 1.6602
Irregular Formatting (F) 0.1681 0.9860 1.3544 0.3992 1.0209 1.5728
Large-scale Editing (L) 0.5871 1.1120 1.0747 1.6718 1.1378 1.5532
Link Spam (S) 0.3312 1.0822 1.3078 1.7188 0.4625 1.6268
Misinformation (M) 0.4171 1.1196 1.2872 1.6718 0.9907 1.1368

B G I F L S M

Table 4.2: The choice of ν for one-class SVM to achieve the highest likelihood ratio.

Source Task Target Task
Blanking (B) 0.8 0.9 0.9 0.1 0.8 0.9
Graffiti (G) 0.3 0.6 0.4 0.1 0.1 0.8
Image Attack (I) 0.3 0.3 0.4 0.1 0.2 0.6
Irregular Formatting (F) 0.9 0.1 0.4 0.9 0.1 0.4
Large-scale Editing (L) 0.1 0.7 0.7 0.7 0.6 0.8
Link Spam (S) 0.3 0.3 0.6 0.4 0.1 0.8
Misinformation (M) 0.9 0.2 0.7 0.2 0.9 0.2

B G I F L S M

Table 4.1 shows the values of likelihood ratio for each source task / target task
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pair. These values are best-case results, obtained with the values of ν indicated in

Table 4.2. The distribution of ν indicates that the values of ν vary to achieve the

best performance on the likelihood ratio. The choice of ν is dependent on the pair of

the source and the target task.

4.2.3 Constructing the Knowledge Transfer Network

In a knowledge transfer network, a node represents a learning problem (e.g.

how to classify graffiti instances, the target class) and the in-links of a node indicate

the direction of transfer learning. Figure 4.3 visualizes all the positive transfer pairs

from Table 4.1. The more in-links a node has, the more choices of source tasks it has.

Figure 4.3: Knowledge Transfer Network for Wikipedia vandalism detection

Some of the smallest – and most difficult to detect – classes, such as Misin-

formation and Image Attack, can benefit most generally from transfer. Conversely,
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Table 4.3: Network analysis of transfer network

Types In-D Out-D Degree Hub Authority Pagerank
Blanking (B) 0 5 5 0.4614 0.0257 0.0214
Graffiti (G) 5 4 9 0.3776 0.4049 0.1676
Image Attack (I) 6 4 10 0.3659 0.4615 0.2151
Irregular Formatting (F) 6 3 9 0.2785 0.4785 0.2033
Large-scale Editing (L) 0 5 5 0.4614 0.0257 0.0214
Link Spam (S) 5 4 9 0.3776 0.4049 0.1676
Misinformation (M) 6 3 9 0.2785 0.4785 0.2033

Blanking and Large-Scale Editing do not benefit at all from transfer, but do transfer

well to other classes. In the cases where Blanking and Large-Scale Editing transfer,

the value of ν is high, indicating that it is only the central core of the concept that

transfers from, e.g., Blanking to Misinformation.

Table 4.3 quantifies the knowledge transfer network. Concepts with high hub

scores, such as blanking and large-scale editing, are easier to differentiate. They

are vandalism types that are easier to detect and they are appropriate source tasks

in transfer learning. Concepts with higher authority scores, such as image attack,

irregular formatting, and misinformation, are intrinsically harder to detect as observed

from the results predicted by one-class SVM. Observations from Table 4.3 indicate

the higher the centrality (e.g. pagerank) of a target concept, the more diverse it is,

and the more it would benefit from transfer learning.

The results from Table 4.3 also match the handcrafted taxonomy in Figure

3.1. Concepts with higher centrality in the knowledge transfer network (e.g. image

attack, irregular formatting, and misinformation) are the leaves in the taxonomy. On

the other hand, concepts with lower centrality (e.g. blanking and large-scale editing)

have higher hierarchy in the taxonomy.
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Table 4.4: P-value similarity between vandalism types

Blanking (B) 1
Graffiti (G) 0.2989 1
Image Attack (I) 0.6991 0.8657 1
Irregular Formatting (F) 0.2989 0.4436 0.4410 1
Large-scale Editing (L) 0.2029 0.4147 0.4666 0.7621 1
Link Spam (S) 0.7155 0.6918 0.9219 0.3854 0.3499 1
Misinformation (M) 0.0157 0.0307 0.0452 0.3676 0.1367 0.0284 1

B G I F L S M

4.2.4 Constructing the Similarity Network

This section describes how we construct a similarity network to represent the

transfer learning relationship. In a similarity network for knowledge transfer, each

node is a learning problem and each directed link indicates the similarity of the two

problems. For each target task (a vandalism type) we select the two source tasks of

highest similarity values to draw the two directed links pointing to the target task.

The measure of similarity is the P-value computed from Student’s T-test to estimate

the divergence of two sample distributions. The higher the P-value is for the two

target tasks, the more similar they are. Figure 4.4a shows the similarity between

each source / target task pairs.

Figure 4.4b is the knowledge transfer network described in the previous section.

In order to have a fair comparison with the similarity network, we present the two in-

links of the task by selecting the two source tasks of highest likelihood ratio for each

target task (a vandalism type). Figure 4.4a and Figure 4.4b are almost completely

distinct, indicating that the similarity between tasks does not necessarily translate

into an opportunity for transfer learning. Misinformation, for example, is not highly

similar to any other classes, but still transfers well.
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(a) Similarity network (b) Transfer networkFigure 4.4:
Comparison between similarity network and knowledge transfer network

4.3 Knowledge Transfer Network for Entity Search and Retrieval

In this section we applied KTN to the problem of entity search and classi-

fication. Figure 4.5 shows an example of the knowledge transfer among different

topics and from categories to instances, e.g. reusing the models from “Germany” to

“Airports in Germany”. It could be that the learned models are transferable among

nodes of the same categories (e.g. between “Airports in Germany” and “Universities

in Bavaria”) and that models learned from “Airports in Germany” are transferable

to topics different categories (e.g. the topic “Universities in Catalunya” under the

“Spain” category).

The purpose of a KTN is to discover and characterize topics of higher trans-

ferability. Applying network analysis on a KTN would reveal nodes of high centrality,

measuring the importance of certain types of topics. For example, a topic of higher

degree centrality implies that knowledge acquired from the topic has higher transfer-



87

Airports

Germany

Universi0es

Spain

Universi(es	  
in	  Catalunya

Universi(es	  
in	  Bavaria

Airports	  in	  
Germany

Airports	  in	  
Catalunya

Category

Exis(ng	  node	  in	  
knowledge	  base

New	  node	  in	  
knowledge	  base

Knowledge	  transfer	  link

Poten(al	  link	  for	  knowledge	  transfer

Figure 4.5: Example of Knowledge Transfer Network (KTN).

Each node is a learning problem (e.g. topic). The solid directional links indicate the
observed knowledge flow from one node to another, and the dashed lines are the to-be-
learned knowledge flow.

ability. Similarly, topics with higher betweenness centrality have more control on the

knowledge flow in the network. Patterns observed from a KTN would help determine

how to efficiently allocate annotation effort. For example, it could be more productive

to obtain more labelled training data for “Airports in Germany” than “Universities

in Catalunya” if the knowledge acquired from the topic is highly transferable.

KTN is not only a knowledge representation, but also a method to derive

heuristics to improve learning. For example, we may observe that a source topic

with more positive documents in the dataset transfers well to more target topics.

Although KTN may resemble a top-down ontology in appearance, the goal of KTN

is to visualize the knowledge transfer relationships among problems, extracted in a

bottom-up fashion, and the interactions among predefined categories. KTN may
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provide insights on identifying ontological connections that were initially obscured

between entity retrieval problems.

4.3.1 Similarity Network

Figure 4.3.1 shows a simplified topic similarity network with the cosine simi-

larity greater than 0.7. We color-coded the topics associated with the top 3 popular

pre-defined categories (see Table 4.5) in the dataset – countries, novels, and films.

Figure 4.3.1 demonstrates that topics in the same category are closely connected in

the graph. However, the clusters of topics of the same categories are less evident in

a similarity network of lower cosine similarity threshold.

Figure 4.7 shows the topic similarity network of cosine similarity threshold

equal to 0.5 (Figure 4.7a) and the discovered topic communities that contain topics

from multiple categories (Figure 4.7b). Figure 4.7a shows a large and dense cross-

connected topics, indicating that numerous topics, regardless of their pre-defined cat-

egories, are similar. Therefore, a network community discovery method can be useful

to identify natural groupings of topics. Figure 4.7b visualizes network communities

discovered by random walks [79]. The method assumes that short random walks tend

to stay in the same community. Hence the method can identify densely connected

subgraphs in a sparse graph. The example results (Table 4.6 and Table 4.7) shows

that the method is effective in grouping related topics across different categories.
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Table 4.5: Top 3 categories and the associated topics

Category ID Topic
Countries 86 List of countries in World War Two

87 Axis powers of World War II
125 countries which have won the FIFA world cup
133 EU countries

Novels 62 Neil Gaiman novels
63 Hugo awarded best novels
91 Paul Auster novels
124 Novels that won the Booker Prize
129 Science fiction book written in the 1980

Films 72 Films shot in Venice
81 Movies about English hooligans
95 Tom Hanks movies where he plays a leading role
122 Movies with eight or more Academy Awards
139 Films directed by Akira Kurosawa

Table 4.6: Example of topic community – sport related topics

ID Topic Category
98 Makers of lawn tennis rackets Tennis
123 FIFA world cup national team winners since 1974 Football
134 record-breaking sprinters in male 100-meter sprints Sprinters
135 professional baseball team in Japan Baseball
136 Japanese players in Major League Baseball Baseball
144 chess world champions Chess
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Figure 4.7: Topic category vs. community

Table 4.7: Example of topic community – movie related topics

ID Topic Category
72 Films shot in Venice Films
81 Movies about English hooligans Films
95 Tom Hanks movies where he plays a leading role Films
117 Musicians who appeared in the Blues Brothers movies Musicians
122 Movies with eight or more Academy Awards Films
128 Bond girls Film actors
139 Films directed by Akira Kurosawa Films
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4.3.2 Direct Transfer Network

In this section, we construct knowledge transfer network using the results from

direct transfer experiments in Section 3.4.2. The direct transfer experiments inves-

tigate two classification methods – J48 decision tree and logistic regression model –

and use the area under ROC curve (AUC) statistic for model comparison. Minimally,

classifiers should perform better than AUC of 0.5. Predictors with an AUC less than

0.5 are negative predictors, and predictors with a ROC area between 0.5 and 1 are

positive predictors. Therefore, we determine if a direct transfer occurs when the

predictors trained from the source task has an AUC greater than 0.5 when they are

tested on the target task.

Figure 4.8 and 4.9 visualize and compare a topic type-centric similarity net-

work and a type-centric direct transfer network. A type-centric network visualizes

only nodes connecting to certain types of topics. In our examples, we use three types

(categories) of topics: countries (orange-colored nodes), novels (pink-colored nodes),

and films (green-colored nodes). We observe from the two figures that the knowledge

transfer networks are quite different from the similarity network. A notable example

is the topic 64 “Alan Moore graphic novels adapted to film.” The topic is similar to

four topics in the films categories. However, only the topic 72 “Films shot in Venice”

is transferable to the topic 64.

Community discovery method is also applicable to transfer network. Figure

4.10 shows an example of community detection on a transfer network. The examples

from Table 4.8 show which topics can be grouped in the same community in the
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transfer network.

Figure 4.11 and 4.12 visualize direct knowledge transfer where the AUC is

greater than 0.7 and 0.8 . The two AUC thresholds are selected in order to create

direct knowledge transfer networks of the size equivalent to the similarity network

shown in Figure 4.3.1. We observe that the knowledge transfer networks are quite

different from the similarity network. Moreover, knowledge transfer networks created

by different predictive models also vary.

Table 4.9 compares the network properties for the two complete direct knowl-

edge transfer networks created by each predictive model. The logistic regression

model creates a larger and denser knowledge transfer network than J48 decision tree.

We examine the correlations between centrality metrics (i.e. degree, in-degree,
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Table 4.8: Example community (red)

ID Topic Category
62 Neil Gaiman novels novels
63 Hugo awarded best

novels
novels

91 Paul Auster novels novels
110 Nobel Prize in Lit-

erature winners who
were also poets

nobel laureates

116 Italian nobel prize
winner

nobel laureates

124 Novels that won the
Booker Prizes

novels

129 Science fiction book
written in the 1980

novels
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Figure 4.11: Direct Transfer Network with J48 Decision Tree

Table 4.9: Direct knowledge transfer network properties

Network Property Sim J48 Logit
Num of nodes 48 55 55
Num of edges 161 499 1,413

Density 0.1427 0.1680 0.4757
Avg. path length 2.3755 2.009 1.524

Direct knowledge transfer network properties – J48 decision tree and logistic regression
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Figure 4.12: Directed Transfer Network with logistic regression model

out-degree, closeness, betweenness, and page rank) and the topic features (i.e. the

number of documents annotated for each topic, the ratio of positive documents, the

number of distinct concepts, and the ratio of positive concepts). Table 4.10 shows the

results for the correlation analysis. The results indicate that most topic features are

not correlated to topic centrality in the network created by logistic regression model,

except for the positive document ratio is highly correlated with the pagerank of a

topic. However, for the network created using J48 decision tree, the positive docu-

ment ratio is correlated with degree and closeness centrality. The positive correlation

between positive document ratio and out-degree indicates that the more positive doc-

uments a topic has in the dataset, the higher transferability it has. On the other hand,

we observe high positive correlation between positive concept ratio and in-degree, in-
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Table 4.10: Correlation analysis for node centrality

Degree In-degree Out-degree Closeness Betweenness PageRank
J48 # Docs 0.2032 0.3299* 0.0898 0.0433 0.1146 0.2533

PosDoc Ratio 0.4076* 0.1207 0.4537* 0.3402* 0.5157 -0.0503
# Concepts 0.2167 0.5350* 0.0032 0.1302 0.0585 0.5654*

PosCon Ratio 0.5834* 0.7046* 0.3804 0.3143* 0.2520 0.6939*
Logit # Docs 0.0394 0.1329 -0.0460 0.1129 0.0551 -0.0891

PosDoc Ratio 0.2567 0.2059 0.1866 -0.1619 -0.4139* 0.7209*
# Concepts -0.1954 -0.0735 -0.2034 0.1637 0.0165 0.0142

PosCon Ratio 0.0896 0.1157 0.0328 0.1465 -0.4026* 0.6068
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Figure 4.13: Out-degree and positive concept ratio

dicating that the more distinct concepts in the positive documents, the more the topic

can benefit from knowledge transfer. We also observe the same pattern between the

positive concept ratio and the PageRank.

Table 4.11 and Table 4.12 show the top 5 topics of high transfer centrality (i.e.

high out-degree) and the top 5 topics benefit most from knowledge transfer (i.e. high

in-degree). In general, as shown in Figure 4.13 and Figure 4.14, we observe that high

ratio of positive documents and high ratio of positive concepts contribute to high

centrality.
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Figure 4.14: In-degree and positive concept ratio

Table 4.11: Top 5 topics of high transfer centrality

ID Topic Out-degree
63 Hugo awarded best novels 31
110 Nobel prize in literature winners who were also poets 30
133 EU countries 20
129 Science fiction book written in the 1980 19
117 Musicians who appeared in the Blues Brothers movies 18

Table 4.12: Top 5 topics benefit most from knowledge transfer

ID Topic Out-degree
110 Nobel prize in literature winners who were also poets 19
63 Hugo awarded best novels 18
125 Countries which have won the FIFA world cup 18
133 EU countries 17
87 Axis powers of World War II 16
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Table 4.13: Correlation between topic difficulty (AAP) and performance.

Experiment AUC F1
J48 X10 0.3116* 0.2096

J48 Direct (src) -0.0351 -0.0541*
J48 Direct (tar) 0.0009 -0.1316*

Logit X10 0.3486* 0.3119*
Logit Direct (src) -0.0378* -0.0347
Logit Direct (tar) 0.0656* -0.0137

* indicates the significant level of 0.05

4.4 Task Difficulty and Performance

We compute the topic difficulty using the Average Average Precision (AAP)

– the average AP of all submitted runs for given topic. An easier topic has a higher

AAP. Table 4.13 shows the correlation between topic AAP and the performances for

both 10-fold cross validation results and direct transfer. In general, the easier a topic

is, the higher the performance for the 10-fold cross validation results. However, we do

not observe the same effect for transfer learning. On the contrary, the more difficult a

topic is (the lower AAP of a topic), the higher the transferability. As shown in Figure

4.15, topics that are more difficult (the lower AAP) are richer in concepts, allowing

more opportunities to transfer the learner to other topics.

4.5 Summary

In this chapter, we developed knowledge transfer networks to study the prob-

lem of Wikipedia vandalism detection and the problem of entity search and classifi-

cation.

In Section 4.2, we built a knowledge transfer network of different types of

Wikipedia vandalism instances, investigating how the task similarity relates to trans-

fer learning. The purpose of the knowledge transfer network is to reveal the connec-
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Figure 4.15: Topic difficulty and positive concept space

tions between learning problems from the perspective of transferability. The exper-

imental results shows that similarity networks may not correspond to the transfer

network. It requires experiments at a larger scale to discover which task characteris-

tics influence the transferability and the centrality of a task in a knowledge transfer

network.

In Section 4.3, we extended the analytic framework of knowledge transfer net-

work to the problem of entity search and classification. Experiments with INEX-XER

2009 track dataset show that the similarity between tasks may not necessarily con-

tribute to the knowledge transfer. The visualization of knowledge transfer networks

indicates the following findings:

First, the choice of predictor affects the knowledge transfer relationship. Fig-

ure 4.11 and Figure 4.12 exhibit distinctly different linkages among the nodes. For

example, a decision tree trained from Topic 63 can be transferred to seven topics in

Figure 4.11. However, a logistic regression model trained from the same topic can
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only be transferred to one topic in Figure 4.11. Table 4.9 also shows the two networks

vary in size and density. The results indicate that we would need to account for the

selection of predictors in order to select appropriate source task.

Second, we observe that topics of higher centrality (transferability) are the

topics with more positive documents and more positive concepts in the data set. In

addition, topics that benefit more from knowledge transfer are the topics with more

concept features. The results provide a heuristics to select appropriate source topics

– topics that have higher ratio of positive documents in the dataset.
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CHAPTER 5
CONCLUSIONS AND FUTURE WORK

5.1 Three Dimensions of Knowledge Transfer

The intuition of knowledge transfer comes from the experience that it is easier

to learn Spanish after having learned French or that it is easier to learn freestyle ice

skating after having learned ballet. In the context of machine learning, knowledge

transfer is particularly useful when labelled data is absent or difficult to acquire. The

discussion of how to efficiently use available information makes knowledge transfer

valuable to information science studies. We position knowledge transfer in an inter-

disciplinary context of machine learning and information science. We investigate how

to apply a machine learning method — transfer learning — to study problems in the

field of information science.

In this thesis, we investigate three dimensions of knowledge transfer: what,

how, and why. We present and elaborate on these questions: What are the transfer-

able knowledge objects? How should we transfer knowledge across entities? Why do

we observe a certain pattern of knowledge transfer? The goal of knowledge transfer is

discovering explicit knowledge that can be effectively transferred between the source

and the target tasks as well as balancing the goal to improve the performance of

learning models.

To address the what dimension of knowledge transfer, we explore using Bag-of-

Concepts (BoC) as the common feature space for the source and the target tasks. The
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BoC provides informative features for the problem of entity search and classification.

Building a decision tree with BoC features shows an explicit knowledge representation

about a predictive problem. It allows us to analyze how knowledge transfer takes place

between the source and the target task. However, as a transferable object, BoC still

suffers from the curse of dimensionality, which compromises the experimental results

of using BoC features to cluster related data samples.

To address the how dimension of the knowledge transfer, we introduce Seg-

mented Transfer – a novel knowledge transfer model – to identify and learn from

the most informative partitions from prior tasks. The proposed approach selects and

learns from the most related portion in the source task to improve the predictive per-

formance of the target task. Experimental results show improved performance using

segmented transfer for the problem of Wikipedia vandalism detection. However, we

do not observe the same performance improvements using segmented transfer for the

problem of entity search and classification. A possible explanation is that the high

dimensionality of BoC feature space has negative influences on the cluster mapping

between the source and the target task. Future work will investigate the effect of

feature dimensionality on knowledge transfer.

To address the why dimension of knowledge transfer, we propose the Knowl-

edge Transfer Network (KTN), a novel type of network describing transfer learning

relationships among problems. In a knowledge transfer network, a node is a learning

problem (e.g. a topic in Entity Ranking); a directed link from a node A to a node

B represents the flow of knowledge, that is, the potential of using the knowledge
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Table 5.1: Summary of future work

Proposed Strategy Intended Contribution
What Behavior-centric object New transferable object

(i.e. Kaplan-Meier survival curve) type
How Force-directed Transfer New transfer learning

algorithms
Why Structural hole discovery Understanding the

knowledge flow among
learning problems

acquired from A to solve the problem for node B. Representing knowledge transfer

relationships in a network allows us to apply network analysis on knowledge transfer

networks to measure and analyze the centrality of a predictive problem. This novel

type of network provides insights on identifying ontological connections that were ini-

tially obscured. For example, in our experiments, we observe that knowledge transfer

can occur among dissimilar tasks.

5.2 Future Work

In this thesis, we adopt interdisciplinary perspectives, crossing the domains

of machine learning and information science, to approach knowledge transfer. Our

proposed methods aim to build a better predictive transfer learning model as well

as to better understand the happening of knowledge transfer. Future studies will

continue working on the dimensions of what, how and why of knowledge transfer,

moving toward creating actionable knowledge that could help information holders

understand a specific knowledge domain (e.g. clinical data analysis or search engine

click log analysis).

In this section we outline three future work directions. Table 5.1 summarizes

the intended contributions of the proposed future work.
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5.2.1 Extract transferable features from user click patterns

This strategy aims to address the problem of what can be extracted from a

click log as a transferable object between the target and source task.

Click logs provides a rich resource about user satisfaction with their search

results. Click patterns often indicate relevance information for queries. Research has

attempted to model and characterize user behaviors using click logs. In [17], we apply

the Kaplan-Meier estimator to study click patterns. The visualization of click curves

demonstrates the interaction between the relevance and the rank position of URLs.

The observed results demonstrate the potential of using click curves to predict the

quality of the top-ranked results.

The survival functions can be a transferable object between the source and

the target task. Future work may explore methods to transfer a survival curve or

function to enhance the quality of ranked search results. For example, for queries

that occur less frequent, we may transfer from frequent queries about the knowledge

of the clicking pattern and search result quality. We may also transfer the clicking

pattern knowledge from one region to another region.

5.2.2 A dynamic framework for transfer learning

Future work may investigate force-directed transfer approach to exploit knowl-

edge from less related source tasks. Transfer learning is inspired by the notion of

“following advice from people similar to you” or “learning from good examples.”

However, it is also intriguing to explore the notion of “how to handle knowledge from
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people dissimilar to you” and “how can we learn from bad examples.” In order to

maximize the use of available information, this report explores methods to exploit

not only “related” source tasks but also “unrelated” or “less relevant” tasks. For

example, to solve a multiple choice problem, one can determine an answer either

by knowing the correct choice or by eliminating the choices that are unlikely to be

true. This strategy, inspired by force-directed algorithm [34], aims to answer the

question of “how to incorporate the related domain (the positives) as the attraction

force and the unrelated domain (the negatives) as the repulsion force in a knowledge

transfer framework to enhance learning performance?” Current transfer learning re-

search investigated approaches to identify and learn from good guidance. However,

learning to identify and proactively reject negative influences may also be valuable.

Although research in the area has recognized the effect of negative transfer [89], no

algorithm attempted to exploit the information in unrelated (or negatively related)

source domain. Therefore, this strategy suggests a transfer learning framework that

incorporates both the “good guidance”and “bad influences” to maximize the value of

available information.

5.2.3 Examine structural holes property

Section 2.4 demonstrates the utility and the construction of a wide variety of

networks. To approach the why dimension of the three stated problems, this strategy

suggests constructing ego-centric knowledge networks. A knowledge transfer network

views the transfer learning relationship as a directed graph, where the nodes represent
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learning problems, and the directed edges between node pairs represent knowledge

flow between problems. In a knowledge network, a directed link from a node A to a

node B represents the flow of knowledge, that is, the potential of using the knowledge

acquired from A to solve the problem for node B. An ego-centric knowledge network

uses the target query as the focal node (i.e. the “ego”) to observe and analyze the

structure of the network.

Structural holes [4] describes a network property that measures the number

of non-redundant ties to indicate a brokering position in a network. An ego network

with a lot of structural holes indicates that the focal node has advantages over the flow

of information. In the setting of a knowledge transfer network, structural holes can

indicate whether a task contains indispensable information and knowledge in the net-

work. This proposed strategy aims to answer the question of how to identify the data

samples or learning tasks of higher transferability? What are their characteristics?
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