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Abstract

This Thesis describes the development and testing ceal-time rating estimation
algorithm developed at Durham University within tHeamework of the partially
Government-funded research and development prtjaitive network management based
on component thermal properties”, involving Durhatdniversity, ScottishPower
EnergyNetworks, AREVA-T&D, PB Power and Imass. Tdumcept of real time ratings is
based on the observation that power system compauoerent carrying capacity is strongly
influenced by variable environmental parameterdag air temperature or wind speed. On
the contrary, the current operating practice céssisusing static component ratings based on
conservative assumptions. Therefore, the adoptforea-time ratings would allow latent
network capacity to be unlocked with positive outes in a number of aspects of distribution
network operation. This research is mainly focused facilitating renewable energy
connection to the distribution level, since thermarloads are the main cause of constraints
for connections at the medium and high voltage IfevAdditionally its application is
expected to facilitate network operation in cas¢éhefmal problems created by load growth,
delaying and optimizing network reinforcements. Werk aims at providing a solution to
part of the problems inherent in the developmentaofeal-time rating system, such as
reducing measurements points, data uncertainty cantimunication failure. An extensive
validation allowed a quantification of the performea of the algorithm developed, building

the necessary confidence for a practical applinatiche system developed.
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Nomenclature

Beta PDF minimum value

Aluminium cross sectional area [mZ]
Conductor’s cross sectional area [mZ]
Wind direction correction relationship coefficient

Steel cross sectional area [m2]
Beta PDF maximum value

Wind direction correction relationship coefficient

Cumulative density function

Drag coefficient

Insulation loss factor
Direct/alternated current relationship coefficient

Electric cable losses coefficient

Proximity effect factor

Skin effect factor

IEC time dependant functions coefficients
Transformer oil exponent

Winding resistance correction factor

Rated winding resistance correction factor

Transformer winding exponent



Cap Capacitance [F]

Cth Generic thermal capacitance [JRg K™
Cth, Air thermal capacity [JRg K]
Cth, Soil thermal capacity Ky 'K
DB database

D, Conductor diameter [m]

Diore Conductor core diameter [m]

D, External diameter [m]

D; Internal diameter [m]

E, Aluminium Young modulus [Pa]

E, Conductor’s Young modulus [Pa]

Eg Steel Young modulus [Pa]

f Frequency [Hz]

Eyg Conductor weight [N]

Fpice Ice weight [N]

E, Longitudinal force [N]

F; Tangential force [N]

g Gravitational constant [m-s-2]

Gr Grashof number

h Thermal transfer coefficient [W-mtK?Y
I Current [A]

Iyc Alternated current [A]

Ipc Direct current [A]

I, Rated current [A]

XVi



Krain,
Kshear;
Ir

L

Laxes
Lyuriar
Lk
Lsag
Lspan
Load
Load,
MS

N;

N

Nu
Nug,

OHL

Pr

Coefficients of the pseudorandom linear congrueEngenerator
Soil unsaturated hydraulic conductivity
Loss coefficient

Rated loss coefficient

normalized net rainfall coefficient
Normalized soil water loss

Wind shear coefficient at the location
Rainfall

Length

Distance between cables’ axes

Cable burial depth

Distance between the pointandk
Overhead line conductor sag

Span length

Transformer dimensionless load
Transformer dimensionless rated load
meteorological station

Monte Carlo simulation number of samples
Sum of sand and clay percentage
Nusselt number

Wind direction coefficient

Overhead line

Beta PDF first shape coefficient

Prandtl number

Probability at the fi step

[ifis

[daynni’]

[day-1]

XVil



qQ
Qtot
Qc
Qd

Or

RTR
Re
Rth
Rthyg
Rth;
Rth,,
Srdiff

Srdir

probability density

Probability density function

Power transformer

Beta PDF second shape coefficient

Heat generated per unit length by Joule effect
Total heat exchanged per unit length

heat exchanged per unit length by convection
dielectric loss per length unit

heat exchanged per unit length by irradiation
Heat gained per unit length by solar radiation
Winding losses

Winding and core losses

Core losses

Electric resistance per unit length

Real-time rating

Reynolds number

Generic thermal resistance

Heat exchanger thermal resistance

[-th layer thermal resistance per unit length
winding therml resisitance

diffuse solar radiation

direct solar radiation

time

temperature



UGC

UKGDS

wd

Zref

Xgbs

Xcap

Thermal state estimation

air temperature [K]
conductor core temperature [K]
conductor surface temperature [K]
conductor temperature [K]
final temperature K]
hot spot temperature K]
initial temperature K]

Underground cable

United Kingdom generic distribution systems

Voltage level [V]

wind direction [deg]
wind speed [ms-1]
wind speed at the anemometer [th-s

interval inferior boundary

distribution average

interval superior boundary

height of the anemometer [m]
generic environmental condition at the pdint

reference height [m]

Conductor’s absorption coefficient

Insuation electrical relative permittivity

Conductor’s absorption coefficient

XiX



Ba
Bair
Be
Bs

Sth,
ATq—00
ATa—of
AT
ATq—0
ATig
ATo-nsr

ATo—_nsy

Pa
Ps
pth,

pth.

Electrical resistance rise on temperature ratio
Aluminium thermal expansion coefficient
Air thermal expansion coefficient
Conductor’s thermal expansion coefficient
Steel thermal expansion coefficient

Soil thermal diffusivity

Rated air-oil temperature gradient

Final air-oil temperature gradient

Initial air-oil temperature gradient

Air-oil temperature gradient

Generic transformer temp. gradient in standard conditions
Rated oil-hot spot temperature gradient
Final oil-hot spot temperature gradient
Initial oil-hot spot temperature gradient
Oil-hot spot temperature gradient
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Chapter 1 Introduction

1.1 Current state of the electrical power industry

Currently the electricity industry is facing a s=iof transformations caused by
technological, economical and political changesm&oof these changes represent an
opportunity for distribution network operators fomproving service quality and returns,
whilst others represent challenges that tend toifywquevious operational methods. The
development of technologies in other areas su¢bleasommunications and computer science
represents an opportunity for distribution netwogerators. This makes lower cost effective
communication and computational power availableictvitan be used for broadening the
monitoring of the state of the power network andeegling the application of automated
control, thanks also to improvements in the fietdsartificial intelligence. Improvements
were also made inside the electric industry, irmgreuch as power generation from small-
scale generators (mainly combined heat and powsgrgeors in industrial plants) and power
generation from renewable resources.

This allows energy to be converted in power plangguiring reduced initial
investments, but also to be connected to the mednltage electric network, often closer to
the final customer but sometimes in very remotasus the network. This can often become
a problem since the distribution network was covegifor transferring electricity transmitted
at high voltages to the final customers at low agd#ts, and often it lacks a complete

monitoring of its state. The application of new heglogies to the electric distribution



network in order to make it more responsive to gesnand to integrate the action of all its
users is usually identified with the concept of &ntarid, described in detail in Section 1.2.

From an economic point of view, developed countsi@s a reduced increase in energy
consumption, and the energy intensity of their ecoiles continued to shrink since the ‘70s.
Improved quality of supply, along with the efficinimprovement of the whole system is a
method for electricity companies to increase thevenues without counting only on
increased demand. Another economic problem facedhky electric industry in many
developed countries, is the ageing of the infrastme: with an electric network built mainly
in the ‘60s, many components are at the end drarsecond half of their expected life cycle.
This situation represents both a challenge andpaortunity, since older components can be
replaced by more advanced ones, but it also ma@migues for extending component
lifetime and delaying replacements and networkfoeagments interesting.

From a political point of view, the electric indosin developed countries is pushed to
reduce its production of greenhouse gases, maifly. CThis is achievable with electricity
consumption reduction and with the reduction of fifaetion of electricity produced using
fossil fuels. Public incentives for electricity phaced with renewable resources are at the
origin of the recent steady growth of electric powenerated by renewable resources, mainly
wind, waste, biomass and solar. Incentives in saowntries have also the intention of
creating a competitive industry with positive eteeon the employment and reduction of
fossil fuel imports. Politics influence the electindustry also through direct regulation.
Currently in the UK, the previously nationaliseceatticity industry was privatised and
assumed a complex structure, with several compatgag as generators, distributors or
suppliers, each one with its own regulations. Aeotbolitical aspect influencing this research
is represented by the increasing difficulties intamting building permission for new

infrastructure. This makes it preferable to inceedbe utilisation of existing assets or
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alternatively, to refurbish existing facilities building new ones in sites already used for the
same scope.

In summary the current drivers for the electricusitly that are expected to continue to
shape its aspect in the future are: increased ctioneof distributed generation, increased
connection of renewable energy characterised ®jagively uncontrollable output, ageing of
the infrastructure and availability of new techrgs for active network management. The
work described in this thesis aims at producinglaten to a particular problem: to inform
distribution network operators about the thermatesof their network. The first objective of
this research is to facilitate the connection okergable energy plants, followed by allowing a
more flexible management of the network also inagibns where thermal limits have been
reached because of load growth. As seen previdhslgonnection of distributed generation
to the electric network presents numerous aspeuschallenges, but is expected also to
produce additional benefits for society in genenadl the electric industry in particular. The
system described in this thesis, would allow thetlimposed by conservative static ratings to
be replaced with more realistic ratings assessedahtime. This is expected to be part of a
portfolio of solutions, currently under developmamtpublic and private research centres to

face most of the difficulties present today in éhectric industry.

1.2 Current research trends

Along with research aimed at improving traditiopalver system components, the main
research effort for the electric power industry amgarticular for distribution networks aims
at developing frameworks and tools for integratihg action of all of its users in order to
improve quality of supply whilst reducing the castthe electricity transferred. In Europe a
specific technology platform, the “SmartGrids Eweap Technology Platform for Electricity

Networks of the Future” (1) was created under thigesvision of the General Directorate for
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Research of the European Commission with the aiocaof/ing out high quality research and
mobilising private and public investments. Simyaih the United States, different initiatives
have been launched in this sector such as theatibocof a combined public and private fund
of $8 billion to spur the transition to a smart ’yyegrid (2).

Although there is not a unified definition of smarid, a series of characteristics are
unanimously accepted as being peculiar of a smikt g

- Accommodate distributed generation

- Active control

- Monitoring network state

- Communication through the network

One of the main reasons for interest in this apgroa its ability to accommodate
distributed generation and variable distributedegation from renewable energy without or
with reduced expensive network reinforcements. Blg® means to make the transition from
a vertical structure with a top-down flow of enerfygm the highest voltages levels, to a
horizontal structure with local exchanges betwesnra of the network at a low or medium
voltage level. Another key characteristic of theasingrid is the presence of active control for
increasing power quality, reducing losses and gissas and controlling a series of
parameters currently considered as static or asxtarnal condition, such as line rating or
customers load. The distribution network was corextifor passive operation with limited
control and monitoring. An extensive monitoringthé state of the distribution network is
difficult and expensive because of the networkgdasize, but reductions in cost of the
monitoring equipment and the application of estioratechniques are expected to overcome,
at least in part, this problem. Finally, in ordercbordinate the different actors of the network,

and to provide centralised or distributed activentoas with the necessary information,



communication across the network must be availaldgher through third party
communication companies or through the same network

Real-time rating, the technology described in twsrk, is a technology aimed at
solving specific distribution network problems ihet framework of the current research
stream. Real-time rating in particular makes usalisfributed sensors, specific algorithms
and communications between the sensors and theutemwhere the algorithm runs for
estimating maximum component rating. The interestthis technology arises from the
observation that currently static power system caomepts are based on conservative
assumptions, as explained in detail in Chapter 8t other side, real component current
carrying capacity is variable and influenced by ionmental conditions such as air
temperature or wind speed. Therefore monitoring mament real-time rating would allow a
greater amount of energy to be transferred thrabhgmetwork, without requiring expensive
network reinforcements, which could also requirgv mEermissions that may be difficult to

obtain.

1.3 Active network management based on component therrha

properties

Considering the interesting opportunities offered tthe dynamic thermal rating
technology, a research consortium was formed Vighabjective of developing and testing a
distributed generator power output controller imied by network components real-time
ratings in the project, called “Active Network Maygment Based on Component Thermal
Properties”. The members of the research consoritgnDurham University, ScottishPower
EnergyNetworks, AREVA-T&D, PB Power and Imass, dhd project benefited from the

partial funding of the Department for Innovationitgrsities and Skills.



ScottishPower EnergyNetworks, a distribution nekwoperator, is interested in the
development of active network management in ordeintrease asset utilisation and to
facilitate the connection of distributed generatmm its own network. In the project, this
company provided a network suitable for study inaa@a where the development of new
wind farms is expected to create thermal overlaaddifferent parts of the network. The
company provided access to its infrastructureHeribstallation of monitoring equipment and
of the test system. Thanks to this research, thgpany has an improved understanding of the
thermal behaviour of its own network and of theepdial benefits offered by this technology.
Thanks to the positive outcomes of this researatgttShPower EnergyNetworks has
expressed further interest for a new research enattea of real-time rating with Durham
University.

AREVA-TD, a manufacturer of components and contréds transmission and
distribution networks, is interested in active naetkv management in order to offer to its
customers, primarily transmission and distributioetwork operators, the most advanced
technologies for dealing with the new scenariositified in Sectionl.1. In the research, this
company provided the hardware necessary for thetipaaimplementation of the system and
the installation in two substations of the netwarkntioned above. Thanks to this research,
AREVA-TD broadened its portfolio of active networkanagement tools and is currently
working on the integration of the codes developethe project and its substation automation
computers.

PB Power, a management consultancy firm, is intedes broadening its portfolio of
technical expertise in developing technologies sagkdynamic thermal rating. It acted as the
project manager of the research project and prawaduable technical advice. This company

is currently developing a planning tool for assegshe impact of dynamic thermal rating on



the distribution network as a method for allevigtithermal overloads caused by the
connection of distributed generation.

Imass, an IT consultancy firm, is specialised irogyaphical based information
management for utilities and is interested in bewang its portfolio of expertise. It acted
mainly as a consultant during the development ef ¢bde, providing valuable technical
advice.

The reasons that convinced these companies, anhenqdost important national and
international players in the power systems indystgresents a confirmation of the expected
relevance of this technology in the future of dimition network. Furthermore, the interest in
utilising and developing internally other tools édson the algorithms realised during this
research, is considered as a confirmation of tipeesjation and quality of the work done.

Inside the consortium, Durham University was inrgeaof the development of the
algorithm, acting also as a scientific consultamd @roviding drive during the project. The
work undertaken at Durham University is divided timo separate work streams: the
development of the real-time rating estimator ahd tlevelopment of the distributed
generators output controller. The work describedhis Thesis is relative to the first work
stream, carried out by the author, whilst the sdoeork stream was carried out by S. C. E.
Jupe, another PhD student at Durham UniversityaBge of the close link between the two
works, however, the distributed generator outpuitr@d algorithm is frequently mentioned in

this work, and a description of its behaviour sogbrovided.



1.4 Dynamic line ratings

1.4.1 Statement of the problem

Currently, static ratings are applied to power eystcomponents such as overhead
lines, electric cables or power transformers. Tdtang of these components depends on their
ability to dissipate to the environment the losgeserated by the Joule effect. In turn, this is
dependent on the external environment, and parasnsteeh as air and soil temperature or
wind speed and direction. Due to the variabilitytledse environmental conditions and to the
fact that they are usually not monitored by disttibn network operators, conservative static
seasonal values are used for calculating statiogsat The development of methods for
exploiting variable ratings is expected to introgligreater flexibility in distribution network
management and to facilitate distributed generationnection. This is dependent on the
availability of cost effective, accurate, precised aeliable real-time estimation of power
system component rating, with an acceptable spatiitemporal resolution.

In summary they are:

Accuracy: The system must be able to provide rastgnates with the lowest possible
error.

Precision: The system must be able to assess tbe associated with the estimate
given and this error should be reduced as muclossige.

Reliability: The system must be able to providel-teme rating also in case of
measurement or communication failures, reducinglgaby its performance. An in-depth
description of these points, necessary for progdime necessary confidence for a practical
adoption of the real-time rating system, is giveisection 6.1.

Spatial resolution: The system must be able to igeowestimates with a spatial

resolution sufficient for the identification of hapots and thermal bottlenecks. Electric
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circuits made by overhead lines and electric cabdesbe extended over long distances and
different environmental conditions such as lineeptation, soil surface roughness or soil
composition. Therefore, the rating of the conducidli change along the path and it is

necessary not to exceed the rating of the mosti@ned component.

Temporal resolution: The system must be able tgigeoestimates within an acceptable
time limit, in order to prevent the insurgence otgntially dangerous situations created by
reduced component thermal capacitance, environinentalitions variability and electric
power transfer variability.

Cost effectiveness and ease of deployment: Theatdbe system must be justified by
the economical return in terms of enhanced netwelilbility or power transfer capability.
Furthermore, the deployment of the system shouldbeotoo invasive, possibly without

requiring outages.

1.4.2 Possible solutions

Since component rating can not be measured witlevécel alternative parameters
should be used for assessing the amount of powar dan be transferred through the
component. The considered possible solutions stedlibelow:

— Temperature measurement
— Local measurement
— Resistance measurement
— Distributed temperature sensing
— Environmental condition monitoring and rating esttian
Temperature measurement: consists of measuringtlgiee indirectly the temperature

of the component, in order to compare it with i@ximum rating operating temperature. The



main advantage of this method is that only onerpatar is measured and this parameter is
relative to the conductor, giving a measuremerpast of its state. The main disadvantage is
that component temperature is not a measure of aoemp rating and this second parameter
would be more useful in a real-time control, therefadditional approximations would be
necessary in order to exploit this measurementhEafcthe three possible methods of
temperature measurement listed above presentstagearand disadvantages:

Local temperature measurement is carried out wdmperature sensors on the
component’s surface. The sensor is coupled witmaasinitter (usually radio or GPRS)
usually powered by induction with the magneticdiground the overhead line conductor.
This solution is suitable for the measurement téva hot-spots, but its cost tends to increase
linearly with the spatial resolution required ahd tength of the line. Furthermore, in order to
measure the temperature on the three phases)ecessary to install a measurement device
on each conductor. An example of this approachbeaiound in (3).

Resistance measurement consists of measuring sistarece of the conductor through
the measurement of electrical parameters such Hageodrop, current and phase. The
temperature is then calculated from the relatiawben resistance and temperature. The main
advantages of this system are that electrical patens1 are usually already measured in the
network and that usually resistance measuremeveris precise. The main disadvantage is
that this system provides only an averaged measireai the temperature and is not able to
identify hot-spots. An example of this approach barfound in (4).

Distributed temperature sensing allows overcomihg problems of these two
technologies, providing a number of temperature smesments along a whole circuit. The
measurement is carried out through an optical filunt into the conductor (new models) or
wrapped around (already installed equipment). Aangxe of this approach can be found in
(5).

10



An alternative option is environmental condition mitoring and rating estimation.
Local meteorological stations are used for meaguenvironmental conditions in selected
locations in the network area. Data are then deonugh radio or GPRS to a database where
software uses them for calculating component teaipegs or component ratings in the
meteorological station location thanks to comporteetmal models. Additional algorithms
can be used for calculating environmental condgionareas not directly instrumented with
meteorological stations. The main advantage of #ystem is its scalability and cost
effectiveness, since with few meteorological staid could be possible to cover a large area
with different circuits at different voltage levelShe main disadvantage is that the system
does not provide a measurement of a state of thganent, but, an estimation based on
mathematical models and on the measurement ofwhgable inputs. This is likely to reduce
system accuracy and precision. An example of {jg@ach can be found in (6).

In Table 1 a summary of the different solutiongisvided. For each one of the six
parameters identified a grade between 1 (minimurd)3a(maximum) has been given to each
solution and the distributed temperature sensirangalwith the rating estimation from
environmental condition monitoring were found to thee most promising technologies.
Finally, considering that the negative effects efluced accuracy and precision in rating
estimation from environmental condition monitorintgan be mitigated by improved
algorithms and selectively placed local temperatoreasurements, this technology is

considered the most promising one.
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Table 1: Technologies comparison against main penfmance parameters

local temperature estimation distributed  rating estimation from
temperature from resistance temperature environmental
measurement measurement sensing condition monitoring
Accuracy 3 1 3 2
Precision 3 1 3 2
Reliability 2 2 2 2
Spatial resolution 1 1 3 3
Temporal resolution 3 3 3 3
Cost effectiveness 2 3 1 3
Ease of deployment 3 2 1 3
TOTAL 17 13 16 18

As shown in Table 1, component state estimatioouiin environmental condition

monitoring is the technology which best performgiagt the seven parameters chosen for
characterising the potential of a real-time ratsygtem. The solution developed in this
project is therefore based on this methodology)endii the same time trying to overcome its

main disadvantages. A schematic view of the salutieveloped is shown in Figure 1.

Get Circuit Data

Get
Environmental
Data
Estimate
Environmental
Condition
Y Estimate
Calculate Component
Circuit Rating

Rating

Figure 1: Circuit thermal rating algorithm, flow ch art
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The algorithm is based on a network model wherén eacuit is divided in several
components characterised by uniform conditionshsacsame conductor type or same
environment or orientation. When the rating of ecwt is done, the algorithm load data
relative to the circuit and real time environmentahdition from meteorological stations.
Environmental conditions are then interpolatedanhecomponent location and the rating for
each component is calculated. Each rating is nmtesented by a single number, but by a
probability distribution taking into account inputariability and the effect of possible
measurement and communication failures. The difteprobability distributions are then
combined in order to identify the probability dibtrtion of the rating of the whole circuit,

and finally a single value is selected in functadra predetermined level of risk.

1.5 Research Obijectives

The research described in this work aims at deuadpop power system real-time rating
system based on component thermal properties atabksufor implementation on a real
world application. In order to do so, the solutaeveloped must be cost effective and allow
safe operation of the network along the technipaktBications summarised in the list below,
developed after consultations with distributionwmtk operators and design and protection
engineers of different firms of the research cotnsor.

— To be cost effective, to require little maintenaacd little running cost.
— Not to infringe statutory clearance limits for okread lines
— Not to endanger secure network operation, in pa#rc
— In the case of sudden drops in wind speed thatdviealve an overhead
line with a power flow greater than the real-tiraéng.

— In the case of inaccurate estimation of the netisdHermal state

13



— In the case of thermal overloads not relieved beeai the temporal or
the spatial resolution of the real-time rating eyst
— In the case of thermal overloads generated on namtored
components
— Not to inflict permanent damage to the component
— Not to reduce component lifetime
— To provide safe estimations in case of measureprezdmmunication failures
The development of the real-time rating system nalst be supported by studies
highlighting potential benefits and issues aridimgn a practical implementation. A summary
of the questions that this research aims to ansn@ovided in the list below.

To identify previous projects on power system congra thermal monitoring,

assessing strength and weaknesses of the appameted.

— To identify the most suitable architecture for thal-time rating system able to
satisfy the points identified in this list.

— To quantify the impact of the implementation ofealrtime rating system on
renewable energy integration.

— To quantify the impact of the active network mamaget system developed in
the consortium when informed by real-time ratings.

— To identify situations where real-time ratings abbk applied and should not be
applied.

— To quantify the increased component rating (in M\&ud the increased power

transmission capacity (in MWh) obtainable with tise of real-time rating.

1.6 Thesis overview

The present work is structured in the following way
14



Chapter 2 presents a review of previous work uladert in the research area covered
by this study. In Section 2.1 a short descriptidnreal-time rating systems deployed or
conceived is given. The literature regarding thevgrosystem component thermal models
used for real-time rating is reported in Sectiod. Zection 2.3 describes literature regarding
environmental conditions modelling and Section @4cribes work in the area of electrical
and thermal state estimation in power systems.llgjna Section 2.5 the existing literature is
analysed and the research area of this work islgldafined and positioned in the context of
the existing research on the topic.

Chapter 3 describes the models used in the stieagion algorithm for power system
component rating and environmental condition int&pon and correction. Section 3.1
contains power system component models descriptidni|st environmental conditions
models are described in Section 3.2. Finally inti8ac3.3 conclusions on the models
developed for the real-time rating algorithm araven.

In Chapter 4 the state estimation technique usecefd-time power system component
rating is described. A review of the possible teghes is given in Section 4.1 and following
to the selection of the Monte Carlo method, in ®ectd.2 a detailed description of this
method is given. Finally in Section 4.3 main cosaas on the state estimation technique
adopted for the real-time rating algorithm are draw

Chapter 5 presents a description of the actuaridhgo developed for carrying out real-
time rating estimation of power system componehtg algorithm is described generically in
Section 5.1, while in Section 5.2 the seven cladsesloped for describing methods and data
structures of the problem are described. SectiBnpBovides a description of the databases
used and in Section 5.4 the structure of the algoriand the flow of information during the
rating estimation of a component are describedaliyinin Section 5.5 the main aspects of the

algorithm developed are summarised, analysed amclu=gions are drawn.
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In Chapter 6 the state estimation algorithm vaidatgainst field data is presented.
Firstly, in Section 6.1 the validation strategy piul is described: Section 6.2 presents the
validation of the analytical models used. Sectidh@esents the validation of the whole real-
time state estimation algorithm, whilst in Secttd the results of the validation process are
discussed.

In Chapter 7 a study on the influence of environt@enondition on power system
components is presented. The datasets used fainthiations are introduced in Section 7.1
and in Section 7.2 the simulation results are mriese Finally, conclusions regarding the
expected increased headroom obtainable in consegu@nthe installation of the real-time
rating system developed in the research are drawneaposed in Section 7.3. Finally, in
Chapter 8 the findings of the research are disd)ss®l in Chapter 9 conclusions are drawn

and scope for further work is identified.

1.7 Author’s publications

A list of the author’s publications published inestific journals, conferences or books
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Journal papers

1) A. Michiorri, P. C. Taylor, S. C. E. Jupe and CBérry, “Investigation into the
effect of environmental conditions on power systatmgs”,Proc. IMechE Part A:
J. Power and Energwol. 277(7), pp. 743-757, 2009;

2) A. Michiorri, P. C. Taylor and S. C. E. Jupe, “Olead line real-time rating
estimation algorithm: description and validatioRtpc. IMechE Part A: J. Power

and Energyvol. 224(3), pp. 293-304, 2010;
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Chapter 2 Literature review

2.1 Related work

Active network management is a broad research toptbe academic and industrial
environment. The reasons for this are twofoldtlfrdue to the planned development of DG
and secondly due to the attempt to delay networkstments forced by the rise of the energy
demand. It is important to note that the Europeainok) Research Commission on Energy
considers the development of active network managéras important for the future of
energy as the development of renewable technolagiels as photovoltaic or fuel cells. It is
in fact a prerequisite for their diffused intercewtion. For this reason, it was one of the key
actions during the FP7 Programme (7).

It can be demonstrated (8) that for loads up tovlakvoltage rise limit is usually met
before thermal constraints are violated, whereagteater voltages it is the thermal limit that
typically constrains the capacity for the conneattmf DG. Being interested in the higher
voltage part of the distribution network, attentiwitl be focused on the thermal behaviour of
the components and on the research carried outean.tThis is a research topic that covers
different branches of engineering: electrical, nabal, control and it is also a promising
area for IT applications. This complexity dramaticaeduces the possibility to develop
complete systems, and this can also be seen ipublkshed literature, where work about a

complete real-time rating system are a minority.itAis one of the most economic and more
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effective methods for overhead lines uprating (2) the interest on it has continued to
increase in the last years, being concentratedsdlergirely on the transmission network, due
to its strategic importance and its minor extensiecording to (11), in the year 2000 there
were more than 50 electricity companies using stvaresmission lines monitoring system for
evaluating its thermal limitations, and most ofrthevere based on a tension measurement
method. A quite different method, requiring a thakstate evaluation, was developed by Red
Electrica de Espana and IBERDROLA in 1998 (6). Hereinimal number of meteorological
stations are used to gather real-time data. The idahen processed using a meteorological
model based on the Wind Atlas Analysis and Appitcafrogram (WAsP) (12), taking into
account the effect of obstacles and ground roughreesd finally the rating is calculated.
These works have been developed by electricity eones and they cover generally only
overhead transmission lines.

There are two other works, describing quite diffiérand more complex projects.
EPRI's work on this subject is described in (130l &b4), whilst in (9) the project started by
NUON in 2004 is described. In these papers, methwdseasurement and real-time rating of
overhead lines, electric cables and power transdsmare described, respectively for
transmission and for the distribution networks. d&d@sh in the area of state estimation
technigues for component rating proved the negessiteliable and accurate environmental
condition monitoring in order to obtain accuratenpmnent rating estimates.

Other work is more specifically centred on onehsdf power system components. They
describe the possible gains achievable using direalrating system on them and the related
problems. Overhead lines are the most studied, as¢he work by Henke and Sciacca (15),
where they describe the possible gains and thelegaangers in using real-time rating on an
overhead line. Work by Belben and Ziesler (16) atelmer (17) study the interesting

correlation between wind farm output and overh&aesland power transformer rating. With
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regards to electric cables, the work by Bascom ¢B8) be cited, even if their rating can not

be easily related to renewable energy output.

2.2 Component modelling

2.2.1 Overhead lines

The most common model used for overhead line cdnducating is described in (19)
and has been adopted by the IEEE for the therntimgraf overhead lines (20). Another
model is proposed by the IEC in (21), even if tsi@ndard is quite general and covers not
only the thermal behaviour, but also the methodsatoulate other mechanical parameters for
the calculation of the sag. An additional suggestaashdard is the one proposed by CIGRE
(22): in this paper an accurate thermal model appsed, enabling calculation with different
levels of precision, depending on the informatioikability. The IEEE model has been
tested and challenged several times as in (2324rig wind tunnel and in both a mismatch
between the calculated and measured values haddewhfor the dependence of convective
heat transfer on wind direction.

Elsewhere, in (25) and (26) the temperature digtiolp inside conductors is studied,
with an analytical and a numerical approach respagt Finally it is important to mention
(27) where many aspects concerning the conducteiguleare considered and different
software that is used in this field are citedsiaiso a valuable source of reference for further
investigation on the design topic. Fundamental workthe thermal rating of overhead lines
is reported by Davis (28) and (29), where the madd for the thermal rating, the heat
exchange, and a statistical analysis of the enmiemtal conditions relevant for the thermal
rating itself are analysed, describing also a ¢atim between wind speeds and air
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temperature. In particular, it analyzes the airgerature and the wind speed and direction for
a period of over 25 years at Detroit Airport. In0)3the thermal ratings for overhead
transmission lines have been calculated using weatieasurements in ten places in the
Rocky Mountains for one year, the data has beed tssealculate a cumulative probability
for the conductor's ampacity. Furthermore, it ha&erb identified in the low wind speed
measurement the greater source of error betweetulasdd and measured conductor
temperature values. In another work (31) by Fogsh athers, the same measurements are
conducted in three different places in New Englandasuring not only the environmental
conditions but also the real temperature and tmeecticarried by the conductor. In (32) an
interesting method to select the transmission Iswetable for real-time ratings is presented.
The load cumulative frequency is an independend fad study and it is linked with the
thermal rating, for this reason it would be impaottéo cite at least one work on this topic:
(33) in particular compares the load on eight lireggstered over a period of one year in three
different continents.

The presence of data uncertainty is studied in ({@4¢re the IEEE model is used to
calculate the current carrying capacity of an ogacthconductor, underlining the effects of the
lack of information, and showing how it can resalan error of 50% on the determination of
the temperature of the cable. In (35) another studgynamic line rating is presented, in this
work the thermal rating is assessed with measuredther data, exploring also the
possibilities for a line rating forecast.

Overhead lines are not characterized only by tineirmal behaviour: being conductors
exposed to the environment they have to withstanibgpheric loads like wind and ice.
Moreover, the sag of the catenary and the clearfranethe ground or from other objects is a
fundamental aspect of line design, concerning kgslation. Therefore, even if it is not a

central topic of this research, it is importantctmsider it. The basic relation to calculate the
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sag of an overhead line can be found in (36) o) (@&7ere the attention is focused on the
limitations of the ruling span method used for thee design. Other aspects on the sag
calculation are quoted also in (38), (39), (40) 4ad), focused particularly on different

methods to increase the precision of the calculati®On a normative point of view (here only

the IEC international standards are considered)) ¢2n be used not only to calculate the
current carrying capacity of the conductor, bubats capacitance and inductance and the
elongation parameters. Those last parameters casdikin the temperature-tension relation
described in (36) or (37), rather than the extelweadls (wind, ice) can been found in (42) and

(43)

2.2.2 Electric cables

The basic thermal model for the calculation of tierent carrying capacity of electric
cables was developed by Neher and McGrath in 198l; (in this work the cable is
considered as a series of concentric layers comdpokesulators (thermal resistances) and
conductors (heat production). Methods to calcultte thermal resistances and the
dissipations inside the metal sheaths are givehandocument, with tables and formulae to
consider the effect of multiple cables. Other war&ks developed in more recent years by
Anders (45), considering a greater number of paleiccases and improving part of the
calculations, even if the structure of the modglmas not changed. These researches are the
main source of the relevant international standaetl in the UK (46).

Furthermore British distribution network operatoeger for practical purposes also to
the engineering recommendation ENA ER17 (47). is document rating values are given in
tables for each cable type, with correction valoessidering the effect of different external

conditions. In time, work has been produced to owprthe calculation method of different
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parts of the model cited above without bringing ffiodtions to the basic model. Anders in
(48) proposes several improvements, refining theutations of losses and cable temperature
considering the real power flow. Finally, in (49)naw analytical model is suggested for
considering the dynamic behaviour of multiple calile different configurations, comparing
it with other existing models.

The method for calculating the external heat exgbanith or without the presence of
solar radiation is challenged by Haskew (50) whggest a Newton Raphson method instead
of the currently used Gauss-Siedel one. A comparszween the two methods is provided
showing the advantages of the proposed method. dehfor cables wrapped in fireproof
material, used in nuclear power plants, is propdsgedrigueiredo (51). The results of this
analytical model were compared with experimentalits, suggesting how to improve the
precision of the method. Sellers in (52) suggesgovements in three different parts of the
IEC standard cited above: an improved method ftoutating the effect of mutual heating of
differently loaded cables, and reviewed modelgtierthermal resistance of fluid layer of pipe
type cables and for the external thermal resistahcencrete-ducts banks. Finally, Bontempi
(53) exposes a semi-physical model of the cabledsswliss its implementation in a learning
control for the DTR, completing the work with a eagudy on medium voltage cable.

Currently numerical simulations are becoming paféidy popular in the electric cables
industry especially for calculating particular ca$leat can represent hot spots able to reduce
the rating of an entire line. A particularly comglevork in this sector is the one of Aras (54)
where results from finite element simulation arenpared with results from the IEC standard
analytical results and with laboratory experimesdgults. Work by Hanna (55) and (56) is
focused on cables in multi layered soil. The maae the solution algorithm are shown in
the first paper and a particular application coasity three cables in a trench is presented in

the second. A numerical simulation to calculatdeampacity was carried out by Freitas (57)
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focusing in particular on external conditions: tliys developing a model describing soil heat
and moisture migration, and then solving it witfingte element technique.

A general numerical simulation, concerning cabksés and external thermal resistance
calculation is described in the work by Garrido)(38here a system of three cables in steady-
state and in a short circuit situation is consider® variable step discretization is used in
order to reduce the points. An attempt to give @egaized way to solve the problem of the
rating of cables systems is shown in the work byakandani (59) based on a two
dimensional finite differences model consideringhboables touching and cables separated
by an insulator medium. Another finite element madeproposed by Hwang (60) for the
rating calculation of cables in duct. In particulaumerical methods are used for calculating
both the electromagnetic field causing losses éndbnductor and in the sheets, and the heat
exchange between cable and duct, which is non+lineeause of the irradiative heat transfer.
Finally, it is important to cite the work by Kov#61) where the problem of the evaluation of
the losses is solved numerically, along with theemal heat exchange through the ground. In
particular, this model is applied for touching @bin flat formation and a re-examination of
the IEC standard is proposed.

Another field of study concerning the rating of atiee cables is the study of the
external parameters influencing the ampacity. Téat lexchange at the soil/air interface for
the rating of buried cables systems is studiedhévork by Buonanno (62) where different
radiation sources (direct and indirect) are comnsidle Lyall (63) describes the results of
ground parameters measurements (thermal resistindydiffusivity) and their dependence on
the rainfall. Then optical fibre DTS measurementsde the insulation sheet and outside the
insulation are compared. Another work concernirgyrtiteasurement of ground parameters is
(64) by Milun, where the use of a spherical prabdeascribed, describing how it can be used

both in field measurements and in limited sampfesod. Finally, Dang (65) presents a study
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on the thermal ageing of the dielectric insulatt@mparing data and models from more than
200 papers, and selecting the model of Simoni apdtihari (66) as the one that best suits
with experimental data. The application of measu@ndevices for temperature measuring in
electric cables systems is a developing reseaen asually called Distributed Temperature
Sensing (DTS). Built-in sensors would help to ratgnamically the cables, but these
extensions of distribution systems and the coghefinstruments, the necessary frequency
and the precision of the instruments are objeatanitinued studies. A comparison between
optical fibore measurements and predicted valuedescribed in the work by Yilmaz (67)
where the greater accuracy of DTS compared to mmatheal models is highlighted,
especially for recording the effect of external gmaeter variations. In the work by Kawai
(68), a DTS system realized with a built-in optitible is used for locating faults, illustrating
in field tests better performance in terms of meament accuracy in comparison with
thermocouples.

The possibility to estimate external parameterschdsles rating, considering the data
from a distributed temperature sensing system goesd by Li (69). The methodology was
used also for hot spot location and validated lpodatory experimental tests. Finally, the
work by Nakamura (70) focuses on measurementsiof jemperatures, those points often
representing the thermal bottlenecks of a whole. lifhe use of thermocouples and optical
fibres for the measurement of joint external terapge is proposed, to calculate then

conductor temperatures with differential equations.

2.2.3 Power transformers

The industrial standards (71) and (72) cover thtreefield in its different parts and

provide thermal models and parameters. Those tartdatds represent the state of the art in
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thermal modelling for power transformers, evenhiéit need to cover a large number of
different models does not let them to be too spedfor this reason, they are continuously
challenged by different research, and the avaitgbdf greater computational resources
makes the use of numerical simulations more ancerdesirable. Preis and Biro present a
complete work about thermal modelling in (73), wehex finite element method for the
magnetic and fluid dynamic field is applied to detme the temperature rise. Other research
like (74), involve the numerical modelling only ¢he thermo fluid dynamic aspect of
transformers. Most of the research is focused endiévelopment of simple finite element
thermal models, often with the use of iterative moels.

Those models present an intermediate complexitgl Ibetween the one dimensional
one proposed in the standards and the fully deeel@D one used in numerical simulations,
requiring less design information than the lastyselding a greater accuracy than the first. A
clear and exhaustive work in this sector is the doee by Susa introduced in (75) and
summarised in (76), where an electrical analogused to simulate the dynamic thermal
behaviour of a power transformer; the model wasethiter tested on a real asset and the
results compared with the IEEE model in (72). Atteat, the proposed model was refined in
(77), where the nonlinear resistance of the windind the thermal capacitance were more
carefully studied. An electrical analogy is usesdoain (78) and (79) by Ryder to calculate
winding and core temperature rise. The resultsiobtwere compared with measurements
on two AREVA transformers obtaining limited errots.is important to note that both the
calculated and the measured values are smallerthigaones recommended in the standards
for the rating and the calculation of the ageing.

Further work was done in Liverpool by Tang (80)1)&nd (82) based on the thermal-
electrical analogy. In those cases, the authord ademped parameter model (more or less

refined depending on the publications) to calculaitlh greater accuracy the intermediate
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parameters used in the standards. The model wiesl tes National Grid measured data. In
(83) Radakovic and Feser suggest how to use af sbfferential equations to calculate the
hot-spot temperature. They suggest also how talzdécthe necessary parameters with short
circuit thermal measurements. Using differentialapns, the model is strictly dependent on
the initial hot-spot temperature, which is unknowwrgeneral; the same authors discuss this
and other problems in (84).

An analytical model is proposed in (85) by Pradhad Ramu. Aware of the need of
design data, the authors suggest a method to atdctie necessary parameters from test
measurements. Furthermore, in (85) they developnibdel to introduce the effect of winding
inhomogeniety. Some papers suggest improvementsetecurrent used standards, focusing
only on some patrticular aspect of the existing stdal models.

In (86) the dynamic behaviour under current stegngles is studied: real measurements
are compared with the IEEE model and an improvediehaonsisting in a double time
constant is suggested. In (87) Tojo uses a simmdemfor the calculation of the main
parameters to suggest an improved loading guiddemwork by Lachman et al. described in
(88), the model described in the IEEE relevantdassh is used in an algorithm that not only
considers the real-time state of the machine, bkeg also into account any long term
deterioration in the thermal performance. Finallgsearch has been carried out about
transformers life and ageing. Among them Pandey (Bcribes laboratory tests on the

insulation paper, describing the ageing on the &atpre.

2.3 Environmental condition modelling

In power systems, the modelling of environmentalditoons is usually related to wind

farm power output forecast or assessment. On theary, very little work was carried out
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for assessing real-time component rating. Notewoettceptions are presented in (90) where
meteorological readings from a few meteorologidaltiesns are used for calculating soil
temperature over a large area to estimate elembte real-time ratings. In order to do this,
the authors suggest the use of a finite elememisiao of Poisson’s equation, with real-time
boundary conditions determined at the soil surf&ilarly in (91) weather readings from a
reduced number of meteorological stations are ug$ed calculating atmospheric
environmental condition values over a large arearder to calculate real-time overhead line

ratings. The solution proposed is based on thesevéistance interpolation technique.

2.3.1 Wind speed and direction

Due to the complex nature of the problem and theber of possible applications, wind
field modelling has attracted the attention of maesearchers, both in the area of wind farm
power output forecast and in general meteorologyhigtory of computational modelling
techniques for wind resource assessment is givéd2nand a comparison of different wind
field modelling techniques for wind energy applioat is presented in (93). In (94) a
nonlinear model for wind direction forecast is ppepd and its improved performance over
standard models is demonstrated through simulatnatysis. The problem of turbine micro-
siting is addressed in (95) where the linear model in Wasp (described and tested in (96))
and the CFD nonlinear model are compared with wimehsurements showing how CFD
should be preferred to linear models in complexates. Other studies are not linked with
wind farm power output prediction or assessment dmat still interested in wind field
modelling at a scale suitable for the real-timengasystem developed.

In (97) a three dimension finite element code etlgped for the wind field adjustment

problem described in (98), providing accurate nucaérsolutions with low computational
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cost and memory storage requirements. Another -thireensional wind field modelling
algorithm is described in (99) showing good agresnieetween calculated and measured

data.

2.3.2 Air temperature and solar radiation

Air temperature presents a reduced variability wéspect to wind direction and speed
and therefore it is possible to obtain accurate amtise results with simple interpolation
techniques. Therefore, the attention of researchass been focused on the interpolation
improvement through the introduction of correctifmm other parameters such as altitude,
solar radiation and precipitations. A comparisordiffierent spatial interpolation techniques,
such as weighted averages or linear regressiaresepted in (100), finding highest errors for
all the different models when estimating tempemattr high elevation. Altitude correction is
studied also in (101), where two different techesdor air temperature interpolation and
altitude correction are compared. Between the teohriiques: the authors identified
temperature potential calculation from the hydristaquation as the most suitable method
for air temperature correction.

Another fundamental parameter influencing air terapge is solar radiation. The study
presented in (102) shows that the solar radiatilmence correction methodology proposed
is able to reduce air temperature interpolationredn inverse distance exponential weighted
average, coupled with a precipitation correctioprissented in (103) and the comparison with
two meteorological station datasets indicated adgmmncidence between model predictions
and observations. The application to air tempeeatunterpolation of the geostatistical
technique of Kriging is studied in (104) where sewkfferent approaches are compared in

terms of mean absolute error and bias. Regarditag sadiation, considerable research has
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been undertaken in order to estimate it for rendésvabhergy production, as in (105), or for
use in agriculture, as in (106). They both userpdkation algorithms of locally measured
solar radiation values. A different approach coesidy ground albedo and cloud effect and
based on satellite images analysis is describ€tlOii). Finally, a comparison between linear
regression and different types of neural netwodkssblar radiation estimation is presented in

(108), showing that linear regression is able tmlpce more precise results.

2.3.3 Soil temperature and thermal resistivity

Particular attention is given in power system eagiing to soil temperature and
thermal resistivity measurement and estimationabse of their direct influence on buried
electric cable rating. In (90) for example a dynarsoil model is used for calculating soil
temperature at cable burial depth, with an error+t®fC at a distance of 25km. These
parameters are also studied for applications itogical systems. In (109) two models based
respectively on heat transfer, empirical observasind a third hybrid model developed by the
authors are compared with measured data, showingthe hybrid model produces more
accurate approximations. In another study (1109, ttaditional geostatistical technique of
Kriging is modified in order to reduce error andguks uncertainty in spatial-temporal soil
temperature interpolation. Finally, in (111) a eddieural network is used for calculating both

soil temperature and soil moisture at differenttdep

2.4 Power System State estimation

Electrical state estimation is an established rekelaranch in power systems. It makes

use of real-time measures of the state of the nm&tab regular intervals for producing a
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representation of the state of the whole netwotks Ts particularly important in distribution
networks where most of the components are not m@utand the increase of distributed
generation is likely to add new challenges to tradal operating practices. The estimation
can be based on measurements of the topology ohdétwork and on the solution of
Kirchhoff's law on each node as suggested in (1TBg author suggests the use of real-time
voltage measurements at the distribution transfesraad a probabilistic model of their load
profile in order to reduce the number of necessaeggsurements while increasing estimation
precision with the consideration of voltage phasgles.

The reduction of the estimation error is achievedsadering the expected load profile
at the transformer. A more comprehensive approsiaescribed in (113) where generalised
state estimation is described and its potentiabftimating not only power flows and voltage
excursion, but also network topology and even ctagitwork parameters is highlighted. The
works summarises also fundamental techniques fentiiying the observable part of the
network and for processing bad data. Input ungdstdn power system state estimation is
described also in (114), where a methodology baselihear programming is suggested for
identifying input uncertainty consequences. Theghtad least square method is used, as in
previous work for calculating a “central” power Wlosolution at each node. Then linear
programming is used for defining the boundariethefconfidence interval.

Currently power system component ratings are basedonservative assumptions
based on historical environmental conditions, ascdeed in (115) and (30). A similar
approach is described in (116), where a methodol@gycalculating component rating
considering the combination of historical enviromta conditions, loads and expected costs
related to thermal overloads is adopted. This agras challenged in research showing the
advantages for distribution network operators agdrom the adoption of a real-time rating

system. A quantitative estimation of the possildadroom unlocked by the adoption of real-
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time ratings for overhead lines, electric cabled pawer transformers is presented in (117)
and overhead lines are identified as the compotyg@ with highest possible gains. The
effect of weather variability on the rating of pavieansformers is studied in (17) where it is
shown that the rating of transformers positionethatbase of wind turbines may presently be
oversized by up to 20%. A similar study described16) compares the power flow to the
conductor real-time rating in an overhead line @mtimg a wind farm. In this research it was
highlighted that high power flows resulting fromndi generation at high wind speeds could
be accommodated since the same wind speed hast&egyeffect on the line cooling. This
observation makes the adoption of real-time rasggtems relevant in applications where
strong correlations exist between the cooling ¢féé@nvironmental conditions and electrical
power flow transfers. An application of real-timaing for wind farm connections in the UK
is described in (3), where particular attentiorgilen to the necessity to combine the real-
time rating system with devices able to manage rtbe-firm connection of distributed
generation.

In (34), (118), (119) the influence of componergrthal model input errors on the
accuracy of real-time rating systems is studiece @pplication of different state estimation
techniques, such as affine arithmetic, intervatharetic and Monte Carlo simulations was
studied for overhead lines, electric cables andgvavansformers. Errors of up to +20% for
an operating point of 75°C, +29% for an operatinghpof 60°C and £15% for an operating
point of 65°C were found when estimating the opegatemperature of overhead lines,
electric cables and power transformers respectivilyorder to reduce this error, the
opportunity to use an expert system for enhanatigg estimation is explored in (53), where
electric cable ratings estimated with physical niedme refined with an expert system
identifying the most suitable model according tetpaxperience. In (5) a system combining

distributed thermal sensing, physical models amdnieg algorithm is used for estimating
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enhanced line rating forecasts. Another experesyshformed by short term real-time ratings
is described in (120) along with its indoor anddmatr test and its possible application during

outages.

2.5 Conclusion

In light of the present literature review, the maesearch trends for the different
relevant topics were identified. In the area of DT#R0 main solutions are explored:
component temperature measurements and componerger&ture estimation through
external parameter measurements. It was verifiad ttie first method is more precise and
expensive, but not necessarily more reliable, duehe dependence on communications
devices. Component temperature estimation throudgérmal parameter measurements was
then confirmed as the most suitable for a practgadlication in the distribution network.
Regarding overhead lines due to the extensive mrasearried out on overhead lines’ thermal
modelling and due to its simplicity, further wornk this field is not considered necessary. In
the area of electric cables, particular attentggiven to the calculation of parasitic losses in
the sheath or the armour, and to the determinatiothe external resistance. Numerical
modelling is used to study the influence of patticiconfigurations of cable banks and to
determine the value of the external resistance.

Study of the transient and the behaviour during steanges and short circuits is also
important. The study on the external conditiongpisebably the most important for this
research. In the area of power transformers, studiere carried out in particular on the
dynamic behaviour of the machine. Even if the mgjoof the models proposed are
constituted of thermal-electrical analogies, nucarimodelling is of great importance. The

author’s opinion is that more attention has to bemgto the modelling of the external heat
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exchange, in this case being the link between thehme and the external world. An analysis
of the literature published on this topic showsdRestence of several gaps and that work still
has to be carried out in order to have the thezakkinowledge necessary for the creation of a
working and secure real-time rating system. In ipaldr, it was found that the electric
network is not considered a “system” with regagd thermal behaviour. Every component
is considered by itself since conservative ratiags then adopted. The influence on the
network management of components with differenhgais not considered and no method is
suggested to identify them. In addition it was fduhat the greatest part of the literature
regarding component rating is focused on the themaalelling but not on the determination
of the external parameters influencing the ratisgli. The result consists of a great number
of very precise models that have to be used wittservative inputs.

Finally, very little literature was found on therhwsate estimation and no complete
system is described. The subsequent study on emveotal condition estimation techniques
highlighted the presence of different possible sohs for calculating the different
parameters, mainly based on interpolation with Wwied averages followed by corrections
based on physical or empirical relations. Althodlgase models can be applied directly for
atmospheric parameters such as wind speed andialiregir temperature and solar radiation,
a model able to calculate all the soil parameteressary for buried electric cable rating was
not found.

The research presented in this thesis adds todhle described above by describing the
principles behind a different real-time rating €ystand its validation against field data. The
proposed solution makes use of sophisticated estimalgorithms, which have threefold
benefit: Firstly, the requirements for a large nembf equipment installations in order to
monitor large network areas are reduced. Secotitycapital cost of the system is reduced.

Thirdly, the estimation algorithm offers a robusiluion, which maintains operational
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security in the case of measurement or communitcdditures. Furthermore, the rigorous test
carried out on different components in the samevowit for an extended period provides a

detailed description of system behaviour undeedst operational conditions.
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Chapter 3 Algorithm development:

Modelling

3.1 Component modelling

3.1.1 Overhead lines

Overhead line ratings are constrained by a negessitmaintain statutory clearances
between the conductor and other objects. Temperaige causes conductor elongation,
which, in turn, causes an increase in sag. Thedaw (,,) depends on the span length
(Lspan), the tensionk,), the perpendicular force applied to the condustarh as weight or
wind pressureR,) inclusive of the dynamic force of the wind ane tength of the span. The
sag can be calculated as a catenary or its pacadygbiroximation, as given in Equation 1. To
calculate the tension, it is necessary to solve ttlermal-tensional equilibrium of the
conductor, as shown in Equation 2. For calculatiegconductor operating temperature at a
given current, or the maximum current for a giveerating temperature, it is necessary to
solve the energy balance between the heat disdipathe conductor by the current, and the
thermal exchange on its surface, as given in Eqa&i This model is obtained omitting the

effect of creep. General information on conducating can be found in (36).

Fy FyL
Lag = =& [cosh (w) _
Fp 2F,

2
1] ~ Fplspan (1)
t

8F;
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EcAcBe(Tep = Tea) + (TF&) —F, = (W) — F, )

dc +q@r = qs + q; (3)
3.1.1.1 Detailed analysis of each term

In this section a detailed description of the mimsportant terms of the equations
described in Section 3.1.1 is given

The termF, in Equation 1 represents the force applied tactreductor. This is the sum
of the gravity and the dynamic force applied bywhed and can be calculated as in Equation
4 (43). The first can be calculated as the sunhefweight of the conductoFy,) and of the
hypothetical ice K, ;.) present on it and the second is proportionahéodonductor area and
the kinetic energy of the air flow. These two far@e supposed to be applied in vertical and

horizontal direction.

1
_ 2 212
Fp[Nm 1] = [(Fp,g + Fp,ice) + (CdragDcpairWSZ) ]2 4)
The termsE A, and . in Equation 2 (21) (respectively the young modudunsl the
thermal expansion coefficient) are referred toviwle conductor and they can be calculated

as in Equation 5 and Equation 6 for a steel corglgotor.

1 In order to help the reader in understandingttfe@mal equations without using the
nomenclature, a summary of the symbols used isgive
cp[J-Kg™1-K™1], specific heat

D [m], conductor diameter

E [Pa], Young’s modulus

H [N], conductor tension

ke [W-m~" - K~'], fluid thermal conductivity

w[N-m™1], weight per unit length

we [m-s71], flow speed

BIK™ ] = % volumetric thermal expansion coefficient

AT [K], temperature gradient between the conductor dinel
environment

u[N-s-m™72], dynamic viscosity

p [Kg-m™2], fluid density
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E A, [N] = E Aq + EGAq (5)

~17 _ EalaBa+EshsPs
Bl 1] = Fepebarin ®)

The effect of different environmental conditions @mnductor sag is shown in Figure 2.
It is possible to see how a real-time rating sysliemting the current to the maximum design
temperature, would prevent the conductor to exaegtical and horizontal clearances. The
simulation was carried out for a Lynx conductorhnat maximum design temperature of 50°C
with perpendicular winds from 1 to 25m/s. For epomt the relative wind speed is reported
in brackets on the chart.

The two extreme points corresponds to extremegatomditions: null wind speed and
conductor temperature of 50°C (completely verticahd a wind speed of 25m/s on a
conductor with an ice cover of 12mm, correspondm@n extreme winter storm, whilst the

crosses represents conductor position for interatedialues of wind speed (without ice).

Horizontal Sag [m]

0.0 0.5 1.0 15 2.0 2.5 3.0 3.5 4.0
0.0 T T T T T T T 1

Vertical Sag [m]
AN
(6]
o

(5) X (25)

) (10)

Figure 2: Maximum conductor sag under different wird speeds

2 AT, = 50°C, wp = 0ms™!, ice thickness = 0
39



The termg, in Equation 3 takes into account the effect oasoadiation. This can be
divided in direct solar radiatior§,(4;-) which transmit energy only on the surface disectl
exposed to the sun, and diffuse solar radiatin;¢ ) which considers also other surfaces.
The energy adsorbed by the conductor is propottiontose radiations, to the exposed areas
and to an absorption factazf,,), as described in Equation 7. Even if diffuse radmacan be
a considerable percentage of the total solar radiatisually it is not considered in practical
applications as the rating is calculated for warase scenarios. Typical values for the
parameter,;, range from 0.3 to 0.9 for new and old conductespectively.

qsIWm™] = agps(Sr.air * Dc + Sr.aifs - D) (7)

The termg, in Equation 3 takes into account the effect chdrative heat exchange.

This is proportional to the difference of the fogbwer of the temperatures (absolute) of the

w
m2K#

bodies through the Stephen-BoItzme(mgb [ ] =567 10‘8) constant and an empirical

emission constantx(,,). Equation 8 describes the heat exchange betweecotiductor and
the atmosphere. Typical values for the parametgrrange from 0.23 to 0.91 for new and old
conductors respectively.
ar(Wm™] = aemog[Te" — To*|nD, (8)
The termgq; in Equation 3 takes into account the transfornmatbenergy into heat in
the conductor by Joule. This is proportional to thsistancer(T,,1) of the cable and the
square of the current as in Equation 9.
qWm™] =r(T., 1) - I? 9)
The termgq, in Equation 3 takes into account the convectivat lexchange. This is

proportional to the temperature difference betwée® conductor and the environment

B: T, = —6°C, w; = 25ms™", ice thickness = 12 mm
Conductor type: LYNX, span: 200 m
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through the fluid thermal resistivitypth,) and the Nusselt numbeNy), as reported in
Equation 10. The Nusselt number is a dimensionpesameter defined as in Equation 11
depending on characteristics of the fluid such @ssosity, thermal conductivity, density,
temperature and speed and characteristics of tii@cey such as temperature or dimension.
The Nusselt number is usually calculated as a fomaif other dimensionless parameters as

in Equation 11, each one considering a particidpeat.

— N '(Tc_Tc)
qc[Wm™] = ﬁ (10)
Nu = h-D, - pth, = f(Pr,Re, Gr) (12)

The Prandtl numberPf) is defined as the ratio between the viscous siidiu and the
thermal diffusion (heat transmission by convectortonduction) of the fluid as in Equation
12. The Grashof numbe6¥), described in Equation 13, is defined as theorbétween the
buoyancy and the viscous forces acting on the flliie Reynolds number represent the ratio

between inertia and viscous forces, as describédjuation 14

Pr = u- Cth, - pth, (12)
_ g'ﬁair'(Tc_Tc)'Dg

R YPRE (13)
Re = Lale¥s (14)

u

In natural convectioni/f's = 0) the Reynolds number is null, and the Nusselt rermb
can be written as a function only of the Grashal Bnandtl numbers, as shown in Equation
15. On the other hand in forced convectidns(# 0) dynamic forces prevail and the Nusselt
number can be written as function of the Prandil tie Reynolds number, as in Equation 16.
In addition, the Nusselt number can depend alstherdirection of the flow; it is therefore
possible to add a correction factor depending an ititidence angle of the flow on the

conductor.
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For the formulae used in industry and in the rédhe work, the reader is invited to
consult Sections 3.1.1.2 and 3.1.1.3.
Nu = f(Pr,Gr) (15)

Nu = f(Pr,Re) (16)

3.1.1.2 Comparison of standards currently in use

This section presents a comparison of the methodsating overhead lines currently
accepted in industry. The need of this comparigahthe decision of using industry accepted
standards are driven by the necessity to impleniemtreal-time rating system in a real
network and the use of widely accepted and alreség models will increase the confidence

in the practical utility of the tool. The sourcemsidered are:

Energy Networks Association ER P27 (121)

IEC TR 61597-1995 (21)

CIGRE WG 22.12, ELECTRA No. 144, Oct. '92 (22)

IEEE 738-1993 (20)

The first document consists of a list of consemastatic seasonal ratings for different
overhead lines conductors, in pre and post fauitditmns and for different maximum
operating temperatures. These ratings, derived {fdh are calculated so that, with typical
UK meteorological conditions, there is a 0.1% pioliy of exceeding the rated temperature,
and a 0.01% probability of exceeding the rated tnapire of more than 5°C.

In the other three documents, models for ratingloe@d line conductors are described.
The structure is based on the energy balance descim Equation 3, but different formulae
are used for calculating the different terms, irtipalar for the convective heat exchange, and

input and intermediate parameters.
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Regarding the electric resistance calculation, ttiree documents propose a linear
correction with temperature as in Equation 17.2h)(and (22) values for the parametgr
are suggested, however in (20), the use of talvalales for conductor resistance provided in
(122) is suggested.

r(D[em™] = r(TY[1 + a,(T. — To)] 17)

Regarding the skin effect, both (21) and (20) sstgy¢he method described in (122)

rather than (22) describe a correction of the fisdlie of the current as reported in Equation

18, where the coefficien@jD/A are given for different types of conductor shape.

1
ILuc [A] = 100(216':0 C]'D/A : Ij)—E (18)
Regarding temperature distribution inside the cotmh) only (22) provides a method
for calculating the temperature inside the condudtr steel core or aluminium conductors.
The method is described in Equation 19 but considethe little temperature difference
usually present between the core and the surfaécis, suggested to assume a constant
temperature equal to the surface one. In this ftamy; represents the total heat gain and if

the steel core is not present it is possible taras®,,,. = 0.

1 D

In—2e ) (19)

TocorelK1 = Teury. + %2 pth, (5 = 5= In 52
Regarding solar gain, the three sources reportaimmodels, described in Equation 20,
where only direct solar radiation is taken into aotd. In (20) and (22) a method for
calculating a static value for solar radiation adomy to location latitude, altitude,
atmosphere (industrial — non industrial) and tisgiven.
qsIWm™] = aqpsDcSy air (20)

Regarding irradiative heat exchange, the three modders to the basic formula

described in Equation 8.
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Major differences appear when considering convechigat exchange, since different
formulae are available for calculating the Nusselinber in different conditions. Firstly, it is
necessary to divide between natural and forcedexiion, as said in Section 3.1.1.1 and then
these two phenomena can be divided in turn in lamamd turbulent convection.

A division between laminar and forced natural canties is done in (22). This
difference is not considered in (20) and the eftdctatural convection is not considered at all
in (21). Formulae for calculating the Nusselt numimenatural convection are described in
Equation 21 and Equation 22 for (22) and (20) retpely”.

Nu = A,(GrPr)5 (21)
Nu/pthg = A, - p&* - D75 - (T, — T)**° (22)

Laminar and turbulent condition for forced conventiare considered both in (22),
where the roughness of the conductor is also ceraild and in (20) but not in (21). Formulae
for calculating the Nusselt number in forced comieec are described in Equation 23,

Equation 24 and Equation 25 for (21), (22) and (28pectivels.

Nu = A3‘1 . ReB3’1 + A3‘2 . ReB3’2 (23)
Nu = A, - ReP+ (24)
Nu = A5'1 + A5,2R€BS (25)

2,104
¢ GrPT[10 - 10%]

.
1 0.25 " GrPr[10* - 10°]

2. 104
0.85 fo GrPrI10°- 1070 p o3 (A, =0.283

048 ~ GrPr[10*-10°]

4A3’1 = 0.65, A312 = 0.23, B3’1 = 0.2, B3’2 = 0.61,
0.641 Re <2650 R =any 0.471 Re <2650 R =any
A, =10.178 Re > 2650 R < 0.05,B; =10.633 Re > 2650 R < 0.05

0.048 Re > 2650 R > 0.05 0.8 Re> 2650 R>0.05
The parameter R is the roughness of the condudédined as the ratio between the radius
of the single wire and the diameter of the wholelea
Ao = {1.01 Re < 2000 _ { 0.371 Re < 2000 B. — {0.52 Re < 2000
>t 0 Re>2000'">*" 10.1695 Re >2000" >~ 1 0.6 Re > 2000
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Forced convection Nusselt number is influenced digoflow direction. This is
considered in (22) and in (20) but not in (21).rRolae for calculating the effect of wind
direction are reported in Equation 26 and EquaZidiior (22) and (20) respectiveRy.

Nu(Wd) = Nugy(Ag1 + Ag o sinfs(Wd)) (26)
Nu(Wd) = NugO(AZ1 —cos(Wd) + A;, cos(2Wd) + A, 3 sin(ZWd)) (27)

Other difference between the models is represebtedhe calculation method of
physical parameters such as air thermal condugtiritviscosity. In (21) constant values are
given, in (22) linear functions for approximatingrameters behaviour with temperature are
given and in (20) polynomial approximations up e 6" order are used. In the latter two

documents, a correction of air density with thegheis included.

3.1.1.3 Models implemented in the algorithm

For the practical implementation of the real-timating in the state estimation
algorithm, the model described in (21) was chosgegrating it with parts taken from (22)
when considered necessary. The main reason befiswddcision is that this model tends to
be more conservative than the other two, increa$iagonfidence in the security of the real-
time rating system without reducing significantly advantages.

Solar gain and irradiative heat exchange are caledlusing Equation 8 and Equation
20 respectively. Convective heat exchange is catedl using Equation 23 and the wind
direction correction described in Equation 26. IBer wind speeds (Ws 0.5 m/s) the natural

convection model reported in Equation 21 is used.

_ _ {0.68 8[0°-24°]  _ {1.08 5[0° - 24°]
She1 =042, Az = {0.58 5[24°-90°' 7 = 109 5[24°-90°]"
A;; =1.194,A,, = 0.194,A,; = 0.368
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3.1.2 Electric cables

Electric cables are made of a metallic conductarogiper or aluminium protected by a
series of layers of insulating materials and mietglfotections, each one with a different
function. Insulating layers, in paper or plasteguces the ability of the conductor to dissipate
in the environment the heat produced by Joule efied metallic protections allow eddy
currents resulting in additional heat to dissip&ti&thermore the media surrounding the cable:
ground, air or water, introduces an additional redrresistance.

The maximum operating temperature of the condustdetermined by the necessity of
not damaging the insulation. Its mechanical properteduce with age, and ageing is a
process accelerated by the temperdtureparticular, cases, such as cables in gallenidn
soil where drying-out must be prevented, cableasarftemperature represents the limiting
parameter.

Considering the thermal resistance of the layatsh), the conductor and soll
temperaturesTy, T;) and the losses generated by Joule effect, alifiesar approximation of
an underground cable current carrying capacity loancalculated using the Fourier law
described in Equation 28. Losses can be considemgabrtional to the losses by Joule effect
in the conductor, with a multiplicatior€,) factor taking into account the losses due to eddy
currents in protection metallic sheets as in Equma9. The resulting cable ampacity is
reported in Equation 30.

T.[K] =T, + Rth - q; (28)

qWm™]=C -r-1? (29)

I[A] = /% (30)

® Material ageing can be seen as a chemical reacimelerated by the temperature. An
example of ageing speed calculation is given irtiGed.1.3.2

46




This model can be refined considering the numbecaofductors present in the cable
core f1), the dielectric losses in the insulatigg ), the losses ratio between metallic sheet and
conductor (.,) and between armour and conductfy,) and different thermal resistances

for each insulating layeR¢h;) as shown in Equation 31.

(31)

1[A] = (Te-Ta)—qal3Rthy +n(Rthy+Rths+Rthy)|
~|r[Rthy+n(1+Cc1)Rthy+n(14+C 1 +Cc 2 ) (Rths +Rthy)]

The model described above requires detailed knaeledf the electric cable
installation. However, this information may not alg be available and therefore it is
difficult to make practical use of the model. Iregle circumstances, an alternative model,
described in (47) and summarised in Equation 33, beaused. The rated current of electric
cables [p) is given in tables depending on the standardcsdile cross-sectional area.],
conductor temperaturd), voltage level ) and laying conditions (trefolil, flat formatiom i
air, in ducts or direct buried). The dependencthefcable ampacity on external temperature
and soil thermal resistivitypths) is made linear through the coefficients ) and €,:x,)
respectively.

I=1,(AT,V,laying) - [¢r - (Ts = Tsp)] - [oen, - (pths — ptheo)]  (32)

Since this research concerns the influence of enmental conditions on component
ratings, the effect of the voltage level, whichiuehces the dielectric loss, is not considered.
The effect of the heating given by adjacent comptses also neglected as it is assumed that

each cable has already been de-rated to takeftbct mto account.
3.1.2.1 Detailed analysis of each term

In this section a detailed description of the mimsportant terms of the equations

described in Section 3.1.2 is given.
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The termq, represents the dielectric loss per unit lengthttierinsulation surrounding
the conductor. This depends on current frequefigyiisulation capacitance&€{p), voltage
to earth ¥) and insulation loss factorC{,), and can be calculated as in Equation 33.
Insulation capacitance can be calculated consigérisulation relative permittivitya(.,y,),
and insulation internal;) and external diameteb({), as shown in Equation 34.
qalW -m™*] = 2nf - Cap - V? - Cips (33)
Cap[F - m™] = €uqp - (18- lng_j) .1019 (34)
Thermal resistances for the different insulatingeta Rth;-, ;) can be calculated as in
Equation 35 and depends on layer thermal resigtiyith;) and layer internal If;) and
external diameterl},). Regarding external thermal resistivit®tf,) different models have
been proposed for different situations such asesainl air, buried in ground or in ducts, in
trefoil or flat configuration. A complete descrigi of such cases can be found in (46). Here
the case of a cable buried in the ground in trétoination is reported in Equation 36 where

soil thermal resistivity Rth,), cable external diameteb{) and cable burial depth.,(,,;ia1)

are taken into account.

Rthi_yz =2"in (1 + zD.%D) (35)
Rth, =22 (In*tuial 4 5. p 22) (36)

The electric resistance per length umi s influenced by conductor temperatufe)(
through the resistance rise on temperature faatoy, Current frequencyf() through a skin
effect factor C,s) and conductor diameteb() and axes distance f,.s) through a proximity
effect factor (,,) as in Equation 37. Formulae for calculating thteimediate parameters
reported in Equation 37 are given in (46) for défe cable architectures and laying

conditions.
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r(Tc' f, D, Laxes) [-Q : m_l] =

T20 ° (1 + ar(Tc - TO)) ' (1 + Crs(Tc' f) + Crp(Tc' f: Dc'Laxes)) (37)

A complete description of calculating methods foe tparameters.,.; and C,.,,, with
different cable architectures and laying conditioas be found in (46).

The value of the rated currert ) used in Equation 32, is not calculated but giiren
(47) in tables taking into account conductor matefcopper or aluminium), cross sectional
area 4.) and temperatureff), cable architecture (single, dual or three-caregulation type
(paper or extruded) bonding, voltage lev#) (and laying formation (trefoil or flat).
Correction tables are given also for the spacingvéen cables and for installation (direct
buried in ground, buried in ducts, in air). The sadocument (47) provides tabled values for

the coefficients §;) and €,., ), for different laying formation, installation armbnductor

rated temperature.
3.1.2.2 Comparison of standards currently in use

The two main industrial standards currently usecdefectric cables rating in the UK are:
~ |EC 60287 (46)
- ENAP17 (47)
These two documents propose two different modelsinsarised in the ampacity
calculation methods described in Equation 31 angdaEgn 32, therefore, it is not possible to

carry out a complete analysis of the differenceis &ection 3.1.1.2 and Section 3.1.3.2.
3.1.2.3 Model implemented in the algorithm

The detailed model described in (46) requires asidemable amount of information
about the installed equipment. Furthermore, comsigethat the real-time rating system
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should be used on existing networks with old eq@pimand that the state estimation
algorithm used and described in Equation 31 reguiduced calculation time for component
rating, the linearised ampacity calculation destibn Equation 32 has been chosen. Tabular

values reported in (47) have been used for calogléihe intermediate parameters.

3.1.3 Power transformers

Power transformers are more complex than overhiead &nd electric cables, therefore
it is necessary to understand correctly their stinecand cooling system to apply the thermal
model used for their rating. Transformers are dtutst by a magnetic circuit made of iron
and an electric circuit made by insulated condgcterapped around the core. These two
basics component are called respectively “core” ‘@iddings” in this document. These two
parts are immersed in a tank of coolant oil, ankdeat exchanger, more or less complex
according to the size of the transformer, is coteted¢o the tank. This coolant circuit is
moved with natural convection, but pumps can bel uiséarger transformers. In Figure 3 an
example of the coolant circuit is shown.

Transformer maximum operating rating is influendagd maximum oil temperature
which, if exceeded, can damage the transformexdanvtays. Firstly, a temperature exceeding
of 120°C-140°C can induce the formation of bubie®e coolant oil, which in turn is liable
to cause an insulation breakdown due to the ladliction of dielectric insulation strength.
Bubble formation is influenced also by moisture teoih, gas concentration and pressure, as
described in (123). Secondly, high temperaturesease the ageing rate of the winding

insulation.
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a Oil tank dy d,  Coolant oil flow (cold, hot)
b; b,  Windings (+-) e Heat exchanger

c Ferromagnetic circuit fi f,  Refrigerating fluid (cold, hot)

Figure 3: Transformers: coolant circuit

In addition, this effect is influenced by the corttef moisture and other chemicals as
described in (124), but since these parameteraarafluenced by the loading and external
parameter history of the transformer, they are ta#en into account in this research.
Regarding the effect of ageing due to the tempezatinis parameter accelerates chemical
reactions leading to the oxidation of the insulafi@per, as shown in Equation 38.

v = f(oil properties, T) (38)

For these reasons maximum operating temperatur@édsinot exceed the rated value.
The thermal model consists of a heat balance betteepower dissipated in the winding and
iron core, and the heat transferred to the envientmaia the refrigerating circuit. The model
is then refined considering a temperature gradostiveen the bottom and the top of the

windings, in order to consider the effect of th@leot oil being warmed while rising to the

51



entrance of the heat exchanger. An excellent degumi of a transformer thermal model can
be found in (76).

Considering the thermal resistance between theimgrahd the oil Rth,,), the thermal
resistance between the heat exchanger and th&taig) and the power dissipated into the
core and the WindingQQqufe), it is possible to calculate the hot-spot tempeea () as in
Equation 39.

Tys = Tg + Qcuspe(Rthy, + Rthyg) (39)

Usually the tank is fitted with a considerable ditgnof oil in order to reduce
temperature differences and provide a consider#idemal inertia, allowing short-time
overloads to be withstood by the transformer withigk of failure. The dynamic behaviour
of the transformer is usually modelled with a fiostler differential equation, resulting in an
exponential passage between the initial and fitetesas in Equation 40, whefg; are the

final and initial temperatures, amds the transformer thermal constant.

t
Tr =T+ (Tr — T;)er (40)
3.1.3.1 Analysis of each term

In this section a detailed description of the mimsportant terms of the equations
described in Section 3.1.3 is given

The termv in Equation 38 represents the insulation ageingedp This can be
considered as a chemical reaction involving thedatkon of winding insulation and can be

calculated using the Arrhenius law, as in Equadittn

"1[s], time constant
ClJ-kg™], thermal capacitance

E, []], reaction activation energy
0, (W], losses

R[] - K™, gas constant

Rp; [K-Ww™], thermal resistance
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Qr
v =Cye RT (41)

The losses in the core and in the windings, reptesleachu+fe in Equation 39, is

usually written considering the rat(d(loss = %) between these two terms as in Equation

42, being the losses in the iron caused by eddgits and correlated with the current (and so
the losses) circulating in the windings.
Qcurfe = Qcu + Qfe = QeI + Kypss) = I*Ryy (1 + Kip5) (42)
The thermal resistancékh,, andRthyy in Equation 39 can be written as in Equation
43, where the heat transfer coeffici€éh) depends on the Nusselt number, as in Equation 11.
The Nusselt number in turn can be calculated a€goation 15 considering natural
convection.
Rth; = (h-A)™! (43)
Finally the time constant in Equation 40, can be calculated as the prodtd¢h®
thermal resistance and capacitance of the coolactitc as shown in Equation 44. The
thermal capacitanc€th can be calculated as the sum of the thermal capae of the
different part of the transformer, such as irone¢owninding, oil and tank. The thermal
resistance can be calculated as the ratio betweeteinperature difference at the ends of the
thermal resistance (e.g. between oil and ambienpéeature) and the thermal power flowing
through it (e.g.: total losses as calculated indfigm 42).

T = Cth - Rth (44)
3.1.3.2 Comparison of standards currently in use

This section presents a comparison of the methodsrdting power transformers
currently accepted in industry. They have been ehder the same reason discussed in

Section 3.1.1.2: to inform the state estimationhwitodels already used in industry for
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facilitating the acceptance of the methodology twed in this research in real world
applications. The sources considered are:

- |EC 60076-7 (71)

- |EEE C57.91 (72)

- ENA P15 (125)

In these documents models for calculating insutati@eing, hot spot temperature
intermediate parameters and time response to chamgedescribed. (72) and (71) reports
models different in some part and (125) presentsectbons to the model described in (71).

Regarding the dependence of ageing on temperatufé?) a formula derived from the
Arrhenius equation is used rather than in (71) @2%) where the Montsinger approximation
Is used. In Equation 45 and Equation 46 the redatigeing calculation method respectively
for (72) and (71) is shown. Different reference pematures are also considered: in (72) a
maximum hot spot temperature of 108°C is used ar{@1) and (125) a maximum operating

temperature of 98°C is considered.

(@_ﬂ)
Ageing, = e\3%% Ths (45)
Tys—371
Ageing, =2 e (46)

Regarding the calculation of steady state hot-sgoperature (72) and (71) present the
same method, even if in (71) the steady state Vadwe to be obtained considering the limit
of a transformation of the dynamic model. In (1a3emperature resistance correction factor
is introduced. The difference between ambient teaipee and hot-spot temperature is
calculated as the sum of the maximum temperatadigmt between environment and oil and
the maximum temperature gradient between oil amdtlwgs as in Equation 47. The model
considers a temperature gradient between the batwhthe top of the tank, with the highest

temperatures in the upper part. The method foruGiog maximum ambient-oil and oil-
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winding temperature gradient is shown in Equati8radd Equation 49 where the temperature

gradient in standard conditi&(T; z is multiplied by a correction factor dependingtba load

ratio (Kload = M) and the losses ratio in standard condifign
Loadg
THS = Ta + ATa—O + ATO—HS (47)
1"’KlossKl2 da “ro
ATq-0 = ATa—0,0 [Toss‘;a] (48)
Crw
ATo_nus = ATo_psr Klozd (49)

In (125) a correction factdiC) for winding resistance, and hence losses, depepdam
winding temperature is introduced, as shown in Equna0 and the correction factor can be

calculated as in Equation 51. In this model, thera distinction between the losses ratio in

standard conditio,s5 0 = QQL with the average winding temperatf@,) at 75°C and the

cu,0

Qfe

real losses ratif(;,;; = ——.
ch

CTo
14+Cr +KossKP s
AT,_o = AT, o g =T lossload (50)
! 1+Kjoss,0
_ 1-Kjoss . __507.5+Ty,
CT,r - CT,r—OKloss + K ;Wlth CT,r—O - 855 (51)
loss

Regarding the dynamic behaviour, (72) and (125pntefhe same model based on an
exponential variation between two steady state itiond, as in Equation 40. In (71) a more
complex model is used. This is reported in EquaB@nand considers the evolution of two
different parts of the system: the oil and the ietpart constituted by windings and iron

core. In Equation 52 the first function is for antriease in temperature, and the second for a

decrease. The time dependant functi@r‘gét)) are reported in Equation 53.

Tys(t) = Ty + ATq—0; + [ATa—o 5 — ATq_o:]Y2 (t)
+ATy_psi + (ATO—HS,f - ATO—HS,L')YZ ®) (52)

\Tus(t) = T + ATo_of + [ATa_g; — AT £]Ys(£) + ATo_ps s
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-t

( Y,(6) = 1 — eCTarmo
—t -t
4 L) = Cra (1 - eCT'“TW> ~(Cr21—1) (1 - eTO/CT'“) (53)

—t
l Y5(t) = efrarto
3.1.3.3 Model implemented in the algorithm

The models described in Section 3.1.3.2 are usethéocalculation of transformers hot
spot temperature, and in order to obtain the cpaeding rating, it is necessary to calculate
iteratively the solution. In the algorithm, the New-Raphson method is used to find the
solution of Equation 39 transformers: basic thermabdel Equation 39, where each term is
calculated using the steady state solution of Eomab2. The correction for resistance
variation with temperature described in Equation & not been used because of the
additional information on transformers charactersstrequired. An initial function for
calculating the maximum power allowable considetimg thermal inertia and the possibility
of allowing an increase of relative ageing for &egi amount of time has been discarded

because of the difficulties of integrating it iritee rest of the control.

3.1.4 Sensitivity analysis

It can be seen from the work presented above tlaatyrdiverse parameters affect the
rating of power system components. These parametaysbe categorized into component
properties, geographical properties, and environahezonditions. For the purposes of the
real-time rating estimation, component propertied geographical properties are assumed to
be constants of the system. Therefore, the thermaaels presented were underpinned by a
sensitivity analysis that gave an indication of thiuence of environmental conditions on

power system component ratings. The sensitivitylyaisa was carried out such that one
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parameter was varied at a time while all other patars were maintained at their credible

midrange values. A summary of the results of thalygsis is presented in Table 2 and shows

the percentage variation in component rating forgi@en percentage variation of

environmental conditions from credible mid-rangeapaeter values.

Table 2: Environmental condition sensitivity analyss (parameter variation versus rating variation)

Overhead lines Electric cables Transformers
(Lynx 50) (150mAy (ONAN 45)
parameter Ws wd Ta® S Ry Ts Ta
(f;ﬁgf'\famg em3  (Crad) (150  (S00WiR) | (L2WK/m)  (10°C) (15°C)
o -50% | -23.86% -11.38% +10.80% +0.72% | +31.46% +3.00% +6.11%
S S c% -25% | -10.73% -4.97% +5.52% +0.36% +12.36% +1.50% .09%
= g > -10% -4.07% -1.85% +2.24% +0.15% +6.18% +0.60% 4%02
E g 08)’ 10% +3.84% +1.66% -2,29% -0.15% -4.49% -0.60% 9025
> EG 25% +9.22% +3.82% -5.81% -0.36% -8.99% -1.50% 16
50% | +17.40% +6.54% -11.96% -0.73% -16.48% -3.00% 40%

Moreover, in the sensitivity analysis, the soilrthal resistance is assumed to take into
account the effect of rainfall. It can be seen that rating of overhead lines is particularly
sensitive to the environmental conditions of wingeed, wind direction, and ambient
temperature, and that the rating of electric caldeparticularly sensitive to the thermal
resistance of the surrounding medium. Furthermaseries of credible worst-case scenarios
were selected to give an indication of the minimemmponent rating that would potentially
result from the deployment of a real-time ratingtsyn. In this worst case analysis the
following values were specifiedlTa = 38.5°C (the maximum temperature registered in
England, August 2003) (126)y¥s= 0wWd= 0,Sr= 0W/m2 (from studies carried out at CERL,
the highest conductor temperature excursions aded at times of low wind speed where
there is negligible solar radiation) (119)s = 20 -C (46) andpths-t = 3Km/W (47). The
resulting rating multipliers of the standard statmmnponent rating were 0.81, 0.86, and 0.78

for overhead lines, electric cables, and powersftamers, respectively.

8 For Ta and Tc, the percentage variation is done considering minmim temperature of
0°C
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3.2 Environmental condition modelling

As described in Section 1.4 the real-time ratingtesyn developed in this project makes
use of a limited number of meteorological measurémen selected areas of the network in
order to estimate component ratings in a wide ggugcal area. It is therefore necessary to
process this information for calculating environt@rconditions for the location of every
component of the network. This section describesagpproach adopted to estimate, correct
and interpolate environmental conditions to repmesenore accurately the actual
environmental operating conditions for sections tké UK power system in different

geographical areas.

3.2.1 Interpolation

The inverse distance interpolation technique (1&IOws environmental conditions to
be determined over a wide geographical area usimaglaced set of inputs. This is attractive
for situations where a large amount of installecasueements may be financially unattractive
to the distribution network operator. The technigsealso computationally efficient and
allows the input locations to be readily adaptedndMirection, air temperature and solar
radiation values were included within interpolagdout did not require the application of a
correction factor. At each point in the geographa@a §) the value of the parametef)(
representing the environmental condition can bénestd as a weighted average of the
parameter values known igpoints. The weighting factor is a function of tistance between

the points as shown in Equation 54.
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)
7y = ' (54)

The wind speed correction process is describederti@ 3.2.2. The soil parameter

correction process is described in Section 3.2.3.
3.2.2 Wind speed correction

Ground roughness influences wind speed profilesraay lead to differences between
the wind speed recorded by anemometers and thelasind speed passing across an
overhead line, particularly if the anemometer aneéribbead line are installed at different
heights. This may be corrected using the wind f@qdower law given in Equation 55. The
wind speed at two different heights is linked witle ground roughness through the exponent

Kshear. Values ofKshear for different ground types may be found in (43).

Ksheary
Ws = Ws, - (Z;ef ) : ( Ze (55)

Kshear,
a )
Using Equation 55, the anemometer wind spd&d,] at the meteorological station
height g,) is extrapolated to a reference height.£, in this case 100 metres) to remove
ground roughness dependence represented by thengiaraKshear,. The values from
different anemometer locations may then be intated|, using Equation 54 as described in
Section 3.2.1, to provide a wind speed estimat¢hatreference height for a particular
geographical location. The ground roughness at ldgation is then taken into account
through the coefficieniKshear, along with the conductor height.} in Equation 55 to

estimate the wind speeld/6) across the overhead line. In Figure 4 a graplexample of the

soil surface roughness effect on wind speed vénicdile is provided.
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Figure 4: Soil surface roughness effect on wind spd vertical profile, example

Regarding wind direction, Equation 54 can be uswdwind direction interpolation,
although it can provide erroneous values for paldicinput datasets. In particular, when
multiple meteorological stations record concurrgatues of wind direction from North-
North-West (NNW) and North-North-East (NNE). Inglgase the interpolation may produce
distorted results because averaging wind directadues in the region of NNW to N (337.5°-
360°) together with values in the region of N to ENKD°-22.5°) produces wind direction
estimates in the region SSW to SSE (157.5°-202WR)ch represents a 180° phase shift
between real and calculated wind direction. Thissdeot render equation (8) inappropriate to
use because, due to the angular nature of the aadtion, a phase shift in wind-conductor
angle of 180° has the same cooling effect as tine\wonductor angle without the phase shift.

Therefore, an error of 200° in wind direction hae same effect on conductor temperature

calculation as an error of £20°.
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3.2.3 Soil temperature and thermal resistance modelling

Electric cable ratings are dependent on soil teatpez and soil thermal resistivity, as
well as cable construction, burial layout and Hudepth (which is typically 0.8—1 metre).
Because of practical difficulties of measuring sthiermal resistivity, it was decided to
measure the soil water content and to extrapolaesoil thermal resistivitypth) as in
Equation 56 using the soil thermal diffusivit§ths), the dry soil densityg), and the soil
thermal capacity (th). Soil thermal diffusivity §;_;) and soil thermal capacity are
influenced by soil compositionN) and water contentd§ and can be calculated using

Equation 57 and Equation 58 according to (128).

pths = (8th - ps - Cthy)™" (56)
6thy = —14.8+0.209-N +4.79 -6 (57)
Cthy, = —0.224 — 0.00561 - N + 0.753 - p; + 5.81 - 6 (58)

Since Equation 57 and Equation 58 make use ofiotaependent parameters such as
soil density and soil composition, first the so@ter content is interpolated as in Equation 54
and then the soil thermal resistivity is calculated

In addition to this, a series of dynamic soil madeave been considered for different
system configurations where the installation ofgemature sensors at the depth of the cable
or the measurement of ground water content was possible, or previously installed
meteorological stations should be used. Even ge¢haodels have not been used in the final
algorithm, they are reported here. If it is not gible to measure soil temperature at cable
burial depth, a depth-dependent soil temperatustriloitions may be calculated using the

Fourier law, as explained in (129) and shown indfigun 59.

aT, _ @ T,
L=l (6ths - E) (59)
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Boundary conditions can set up with a constant gxatpre of 1€C at a depth of 2
metres for the lower layer and measured soil teatper readings for the upper layer. If it is
no possible to measure the ground water contetiteatlesired depth, it can be determined
using the closed form of Richard’s Equation (138)described in Equation 60 after the
calculation of the unsaturated hydraulic diffusivitd;_p) and the unsaturated hydraulic

conductivity (,_g) as described in (131).

20 _ 8 26
o =2 (8thy 22+ kyop) (60)

In order to solve Equation 60, boundary and initahditions must be specified. A
constant water content equal to the saturationeveén be set at a depth corresponding to the

water table. The ground-level water content camrdleulated from rainfall valuesr) using

the model described in Equation 61, whErein, andKrain, can be calculated using (132)

Z—f = —Krain, - 6(t) + Krain, - lr(t) (61)

3.3 Conclusion

Component thermal models widely used both in imguahd in academia have been
used for describing power system components theletahviour. This choice was driven by
the intention to build the research on a solid pasdding confidence in the suitability of the
system developed in this research for field testd & facilitate the development in
commercial applications.

The model used for overhead lines conductor rasrngased on the IEC standard (21)
for overhead conductors rating, enriched by thedwdirection correction proposed by the
CIGRE Working Group 12 (22). The flexible algorithstructure allows manufacturers to

apply the rating model preferred by each particalestomer or even to implement their own
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model. Between the three models considered, theREI@odel is more detailed but it was
discarded because of the greater number of paresneteessary while the IEEE (20) model
was not used because UK overhead lines ratingsiscban the IEC method.

Also for electric cables available industrial stards were used. Of the two considered
rating methods, the IEC (46) and the ENA (47) dhe, second was chosen for a practical
implementation in the code. The IEC standard reguian excessive number of cable
construction parameters that were difficult to itifgrfor the old components usually installed
on the UK distribution network. Therefore the leletailed method based on tabulated rating
values and tabulated correction coefficients foe ttifferent environmental conditions
described in (47) was preferred.

The procedure of comparing different standard neod@ component rating and then
selecting the most suitable was also followed fowex transformers. The three models
considered were the IEC loading guide (71), theBHBRading guide (72) and the ENA
loading guide (125). Very little differences exibetween these three documents and the IEC
method was chosen also in this case becauseuseatfor transformer rating in the UK and in
the network used for validation.

Regarding environmental conditions modelling thare no standard methods already
used by the electric transmission and distribuim@ustry that could be easily applied in this
project. Furthermore, the complexity of the phykiphenomena behind environmental
conditions variation is often very complex, nonineand chaotic, requiring considerable
computational resources. Considering these twot@nts, but also the fact that currently no
method is officially used for environmental conaliticalculation in the electricity distribution
industry, the following approach was adopted. Takie of each parameter is interpolated in

each component location from the values measuredhateorological stations of known
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location and corrections considering aspects ohtitaral phenomenon described are applied
where possible. A list of possible improvementgrisvided in Section 8.5.

Wind speed and directions are strictly correlatadameters since they are used for
describing the air flow and for this reason theg eaterpolated separately in the algorithm.
Wind speed interpolation is corrected for takingoiraccount the effect of soil surface
roughness both on wind speed measurement at theoroktgical stations and in each
conductor location. This adds a possible sourcerodr in the estimation of soil surface
roughness parameters, but it is expected thaethis is limited in comparison with the error
of the simple interpolation.

Wind direction is simply interpolated and it wagkined in Section 3.2 how the error
generated by the algorithm for particular sets afadhas a reduced effect on conductor
temperature calculation and hence on conductongatalculation. An alternative solution
would have been to transform the wind descriptiopalar coordinates (wind speed and wind
direction) in a description in Cartesian coordisafiatitudinal and longitudinal wind speed)
and then to interpolate these two values for catou again in each conductor location the
absolute value of wind speed and the angle relatividae conductor. This was not done in
order not to influence wind direction calculationttwthe potential error generated by wrong
soil surface roughness coefficient estimation. tdmperature and solar radiation calculation
are based on simple inverse distance interpolatitrout additional correction.

The opportunity of introducing altitude correctiéor air temperature was considered
but a practical implementation in the algorithm wigscarded. The little altitude excursion in
the test area would not have made a rigorous tessille and the correction could have
become an additional non-measurable source of. dfasrthe same reason the solar radiance
is simply interpolated and no additional correction local factors that could potentially

modify readings value were implemented in the allgor.
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Regarding soil environmental conditions influencielgctric cables rating, additional
calculations were necessary in order to calcutegeequired parameters values. Initially only
soil temperature readings at 5cms of depth andailotisermal resistivity readings were
available. Therefore, a complex soil dynamic models developed for calculating soil
temperature at electric cables burial depth andtlsermal resistivity from rainfall readings.
Later, the test site was instrumented with a saiistare sensor (linearly dependent with soil
thermal resistivity) and a soil temperature senptaiced at cables burial depth. The
interpolation of these values is expected to predacreduced error with respect to the

dynamic soil behaviour model developed in the fatt of the project.
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Chapter 4 Algorithm development:
Estimation technique

4.1 Review of possible techniques

A review of other work carried out on the topic pdwer component real-time rating
estimation is presented in Section 2.4. In thidieecthe estimation problem and the data
structure is described. Then the main candidatesniplementation into the algorithm are

analysed, compared and the final candidate selected
4.1.1 Data and models structure

Here the physical problem that is required to bleesband the logical passage to its
solution are clarified.
— Output: Nc estimations of the state (rating) Nt network components,
with an estimation of the minimum, maximum and ager probable
value.
— Input: Ny measurements ofNp external parameters fromNy
meteorological stations amdi component temperature measurements.
The problem can be broken down in two parts:
— The NuxNe measurements are used to calcul@Nc estimations of the

Np external parameters for th\y components locations.
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— Then for each component, thip parameters are used to calculate its state.

In order to carry out this thermal state estimaiiois therefore necessary not only to
know the physics of the problem, but also to hageess to a number of intermediate
calculations and possibly to store data. Finallyisinecessary to note that the methods to
calculate the external parameters and the ratirlgs@ét only non-linear, but often iterative
and numerical. Therefore, it will not be possildeatt during the process of the calculation of

the thermal stare estimation, but only on the dated data.

4.1.2 State estimation techniques

The ideal state estimation technique used in tgerithm must satisfy a number of
requisites often conflict with each other. The taghe selected must produce precise and
accurate estimation of component ratings. It mwstable to carry out the calculations
necessary for estimating the rating of differeninponents such as overhead lines, electric
cables and power transformers as described indpe8tiL. The technique selected must also
be able to estimate environmental conditions usitregmodels described in Section 3.2 and
possibly to be able to integrate more complex n®delthe future. Furthermore it must be
able to perform the estimation in real-time, aneéré¢fiore it must not be excessively
computationally intensive. A list of the requiren®mised for selecting the state estimation
technique used is reported below:

— Use of non-linear models
— Open to accept further models development
— Reduced computational intensity requested
At first, analysis of the problem of the considéeabumber of nonlinear relations

between the different parameters influencing posystem component ratings suggested that
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traditional estimation techniques based on linégelaa would not have been suitable for this
problem. Considering the previous experiences tegoin Section 2.4, the following
techniques were considered for a practical implgaigm in the state estimation algorithm
developed:

- Maximum Likelihood Method

— Weighted Least Square Method

- Interval Arithmetic

— Affine Arithmetic

- Monte Carlo Method

The Maximum Likelihood method is used for identifyi the optimal set of function

parameters to represent more precisely a set af dattate estimation with this method
would require the definition of parametric models feach parameter, followed by an
estimation of the parameters with the use of mealsdata. A complete description of this
method and its application can be found in (133)(184). Given a probability density
function f (X; Q) whereX is a set oh measured variables andQ is a set of parametersj,
the likelihood function is defined as in Equatia& @he problem is then to search the Qet

that maximise the likelihood function. For thiskaEquation 63 or Equation 64 can be used.

L(X, Q) = Hi=1,nf(xi; Q) (62)
;_;j =0= Hi:l,nf(xi; Q) pV] = l,l (63)
;TL]. =0=Yi=1nIn[f(x;Q)],Vj =1,1 (64)

In addition, the Weighted Least Square Estimat®nsed for identifying the optimal
parameters of a function previously defined forragpnating the measured data. A complete

description of this method and its application barfound in (133) or (134).
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Considering a set of measurementg; and the parametric function used for their
approximationy = f(x; Q) the sum of squares function is defined as in BEqua5, where
wi is the relative weight for thé" term. By solving the system of equations descrilmed
Equation 66, it is possible to find the set of paeters Q minimising Equation 65. The
solution of this system can be done with a huménuwethod such as the Newton-Raphson

and reciprocal of the variance is usually usedasaeightw;.
L=3Yi—1awilyi — f O @) (65)

a _g=1y. Tve — Flx o) 2 Vi =
dq; 0= dqu =1,TlWl[yl fO@lsvi=11 (66)

Interval Arithmetic, like Affine Arithmetic, is aedf validating method (118). This
means that the computational algorithm can traekaitcuracy of the computed quantities, so
that the amplitude of the error can be knawosteriori(135). In Interval Arithmetic, each
quantityx is represented by an interval or by an array withextremes value of the interval

[xsup
Xinf

]. The intervals are manipulated, subtracted oriplidtl so that each computed interval
contains the unknown value of the real quantitfexamples of basic operations in Interval
Arithmetic are described in Equation 67, Equati8naéd Equation 69. The main problem of
this technique is that it tends to overestimate @h®litude of the interval, especially in
iterative calculations.

Xsup + ysup] (67)

x+y=
y [xinf + Yins

Xy = min(xinf *Yinfr Xinf * Ysups Xsup * Yinfr Xsup * ysup) (68)

max(xinf * Yinfi Xinf * VYsup) Xsup * Yinf) Xsup * ysup)

a x?up
xt =\ (69)
Xinf

In Affine Arithmetic (34) each partially unknown gptity x is represented by an affine

form which is a polynomial as in Equation 70. Inu&tjon 70, the term§; are known
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coefficients and the terms € [—1; 1] are independent sources of uncertainty, calledenoi
Examples of basic operations in Interval Arithmeitiie described in Equation 71, Equation 72

and Equation 73. Particular attention has to bergiwhen it is necessary to obtain an affine
form Z from a non-affine operatiof{x,y). In this case, a further termé&, representing the

residual approximation error has to be added.

x =8 + &1+ + &ngn (70)
x+y=(o+10)+ 1 +nde + -+ (En +M0)eyn (71)
ax = aéy + aée, + -+ aépe, (72)
xta=(ota)t+éet+ -+ e (73)

The Monte Carlo method consists of an iterativelleat@aon of results of deterministic
models relative to randomly selected input vald&6). Considering for example the function
of two variables described in Equation 74, where itlput variables are not completely
known and they can assume random values in thevaisedescribed in Equation 75. The
Monte Carlo method calculates n times the valuéghefvariablew with randomly selected
values of the variables andy as in Equation 76. The calculation can be refwél the use
of probability density functions in order to seleabre often the more probable values of each

input parameter.

w = f(x,y) (74)
X € [xinf; xsup]
75
{y € [yinf; YSup] o
{W1 = f(x1, 1)
(76)
Wy = f (X, Yn)

The analysis of these techniques, according to rédwpirements described at the
beginning of this section, suggested that the M@dado method was the most appropriate
for the real-time state estimation system undereldgment. The Maximum Likelihood
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Method was discarded because it is not designedivarg information about the estimation
error and another method should have been devefopdlis scope. For the same reason also
the Weighted Least Square Method was not selectsal.Interval Arithmetic technique was
discarded because of its tendency to overestinmégeval amplitudes especially in iterative
calculations (34). This method would calculate guwame the worst and best scenario only,
giving excessive weight to extreme conditions veitimited probability to verify.

The Affine Arithmetic was discarded because it dedsthat the transformation of the
many non linear equations used in the models woale let to a reduction in the precision of
the result of the estimation. Furthermore, the Mo@arlo method has the advantage of
describing the probability structure of the resuétbowing the controller or the distribution
network operator to select a probability value floe rating when operating the network.
Furthermore, a degree of customisation betweereskiemation precision and the estimation
computational-time is allowed in the Monte Carlothoel. This would allow the algorithm to
be used in different applications such as the tiead-distributed generator output controlled,
with high computational speed and medium precisaoil, an off-line planning tool, with low

computational speed but the possibility to simuat®nsiderable number of scenarios.

4.2 Monte Carlo simulation

4.2.1 Structure

As mentioned in 4.1.2, the Monte Carlo method csiesdf an iterative evaluation of
results of deterministic models relative to randps#lected input values (136). These inputs
are randomly generated from probability densityctions describing parameter probabilistic
structure and the results generated by the detesticirmodel in different trials can be

71



represented in turn by probability distributions Higure 5 a visual representation of a generic

Monte Carlo simulation is given.
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Figure 5: Monte Carlo method example

The simulation starts collecting parameter readingsa perioddt (a). For each
parameterx, y, 2, a probability density function is calculatedrfraghe measured data (b) as
described in Section 4.2.3 and the cumulative dgrisnction is calculated by integration
from the probability density function. At this poi¢c), a random value for the probability is
generated for each parameter, and inverting the ulative density function, the
corresponding parameter value is selected, asideddn Section 4.2.2. The random variate
generated is then used (d) for calculating the wubp a model. The different models used in

this research are described in Section 3.1 andoBe8t2. The two steps (c) and (d) are
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repeatedV times, whereaV is calculated as described in Equation 77 andrtbéel’s results
are stored (e) for further analysis. Finally, akadoility density function for approximating the
output is generated (f) from ttde simulation results as in step (b). In a real-tnaeng system
deployment the parametercould be the wind speed across an overhead linduotor and
the parameters, y and z could be the wind speed in measured by three matepcal
stations. Alternatively, the parametercould be the conductor rating and the parameters
andz could be wind speed, wind direction and air terapee in the conductor location.

The thermal state estimation algorithm developediiisded in two steps: Firstly,
environmental conditions measured in different medl®gical stations are used for
estimating environmental conditions in a single poment location. This estimation is
performed for wind speed, wind direction, air temgpare, solar radiation, soil temperature
and soil thermal resistivity, as described in S8c8.2. Secondly, when an estimation of the
environmental conditions is available for the comgrat location, the component thermal
rating is estimated. The algorithm is able to eatarreal-time thermal ratings for overhead
lines, electric cables and power transformers, escribed in Section 3.1. A graphical
description of the complete state estimation foromarhead line conductor is described in
Figure 6. Wind speed is measured in a time intetvad three meteorological stations (&).

At the same time, the same meteorological statrmeasures also wind direction (b), air
temperature (c) and solar radiation (d) and thesa are sent to a centralised server (currently
through GPRS). At this point, the algorithm perfesrm Monte Carlo simulation (e), as
described above and in Figure 5, in order to esémand speed in the conductor location
(e1). Monte Carlo simulations are carried out also fbe other parameters (f, g, h).
Environmental conditions estimations,(&, o, h) for the conductor location are then used
in another Monte Carlo simulation (i) which estiestconductor current carrying capacity
(i).
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Figure 6: Example of overhead line rating estimatin
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Monte Carlo estimation precision depends on thebmuirof simulations carried out. A
limited number of simulations would reduce the catagional-time since it is necessary to
sample sufficiently the probability density functiof every parameter and to consider a
sufficient number of parameter combinations. In #igorithm developed the simulation
number is calculated as in Equation 77 (137) whidks together the number of sampl®g,(

the standard deviation of the resultg, | and a selected error valugJ.

3:0m
en = T (77)

Equation 77 shows that the number of iterationragprtional to the square of the ratio
between the dimensionless range of the re<Blts,/x,,) and the accepted results’ error
(ey). This also means that if a higher precision isiestied and the expected error is halved,
the number of iterations and hence the estimatomputational power will increase fourfold.
Another consequence of Equation 77 is that thenasibon of parameters with a broad relative
range, such as wind speed, wind direction or s@ldiation, would require more calculation
than the estimation of less variable parameters asaconductor temperature, considering the

same expected error.

4.2.2 Variate generation

In statistics, a variate is the random numeric#lioaf a variable defined in a sample
space. For each simulation, a random value indhgte range is selected for each input and
used for calculating the model’s output. One of iti@n principles behind the Monte Carlo
method is to carry out for each parameter valuderrange defined by its probability density,
a number of random simulations proportional tgpitsbability. In order to do so, probability
density functions are used to describe the proistibilstructure of the parameter, and an

adequate technique must be used for the selectitre @articular parameter value from the
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probability density function. The probability detysiunction selected for the implementation
of this algorithm, along with other potential casaties, is described in Section 4.2.3. The
random number generation technique implementelderalgorithm along with other potential
candidate techniques is described in Section 418.4his Section, the technique used for
generating the variate for each simulation alonthwther potential candidates is described.
The variate generation technique used in the dlgorimust be precise and not
computationally intensive. The two criteria useddelecting the variate generation technique
are reported below:
— Simplicity
- Fast
Among the most common methods used for variate rggoe in Monte Carlo
simulations, the following were initially selectéor a possible implementation in the real-
time rating estimation algorithm.
- Inverse transform method
— Composition method
— Acceptance-rejection method
The inverse transform method (136) consists of rinwg the cumulative density
function describing the probability structure opa@rameter. Selecting a random value for the
probability (P), the corresponding vale for the paramé#eris calculated as in Equation 78.
x = CDF*(P; a;) (78)
The composition method is based on the assumphkiahi$s possible to represent a
generic cumulative density function as a weightet f other cumulative density functions,
as in Equation 79, where the coefficieatsatisfy the conditions in Equation 80. In this way
is possible to split the range of the parameteind to sample each interval with a simple

cumulative density function.
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CDF(x) = Y1 a; - cdfi(x) (79)
a;>0,X1-a;=1 (80)
The acceptance rejection method is based on aiglegnsimilar to the Monte Carlo
integration. Considering a probability density ftiao bounded on a finite interval [a,b] and
with ¢ = sup(PDF(x)), as described in Figure 7. The method generatésdapendent pair
of valuesx andy, with the conditions described in Equation 81. Mlfey < PDF(x), the
valuex is accepted and # > PDF(x) the valuex is rejected. In the example in Figure 7 the

couple(xy,y,) is rejected whereas the couplg, y,) is accepted.

{a<x<b
O0<y<c

(81)

Figure 7: Acceptance rejection method

After considering these different techniques, theerse transform method was chosen
for the implementation in the algorithm. The conipos method requires a more complex
algorithm for taking into account the array of diint cumulative density functions and its
success depends on the methodology adopted faingahe different cumulative density
functions. Therefore its implementation would bé simple, and potentially non precise. The
acceptance-rejection method was discarded becaysaticular circumstances it can become
computationally inefficient since the area below grobability density function can be many
times smaller than the area outside. For thesemeass implementation would have been
simple, but would not have allowed the computatikimae to be reduced in every situation.
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The inverse transform method on the contrary ptesetermediate characteristics, such as a
moderately difficult implementation and a moderatenputational-time, caused by the non
closed form of the Beta function and the necessitynverting iteratively the cumulative
density function in Equation 78. The particulareation put in the inversion algorithm

designed, based on the secant method (138), alltwaegercome this problem.

4.2.3 Probability density function

The probability density function of a random vatals a function describing the
density of probability at each point in the samppace. It enables the calculation of the
probability of the random variable falling withingaven interval by calculating the integral,
called cumulative density function of the probapitiensity function in the given interval. In
the Monte Carlo method, the probability densitydiion is used to describe the probability
structure of input and output variables and toease the result precision, allowing a greater
number of simulations to be carried out for the enmobable values of each parameter.

Although the Monte Carlo method can work with difiet probability density
functions, for the practical realisation of theaithm it was decided to use only one. This
decision was taken in order to reduce the compdicaif the algorithm in prevision of its use
by third party developers. The selected probabtignsity function must be defined in a
bounded interval, since practical experience suggésat the environmental conditions
recorded in a short period do not present infinégkies or values particularly detached from
the average. It must also be continuous in thenddfinterval, since it represents continuous
phenomena. Finally, the probability density funetimust be flexible and all the possible
phenomena involved in the thermal state estimatioould be summarized using the same

probability density function without losing accuyacThis is to make the thermal state

78



estimation algorithm less complex and moreover doilifate the interface with other
applications. A list of the requirements of thees&d probability density function is provided
below:

- Defined in a bounded interval

- Continue

— Flexibility

Among the probability density functions availabte literature (139), (140), discrete

distributions and distributions defined over anriité interval were discarded. After a review
of the remaining distributions, the elimination afonotone distributions such as the
Exponential distribution or the Uniform distributiothe following were considered suitable
for the implementation in the algorithm:

— Beta distribution

- Kumaraswamy distribution

— Triangular distribution

— Truncated Normal distribution
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The Beta probability density function and cumulatdensity function for the interval
[0,1] are given in Equation 82 and Equation 83 eetipely. In these equations, the
parameterp andq are the shape parameters anid the variable. According to their values,

the Beta probability density function can assunfiedint shapes, as shown in Figure 8.
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Figure 8: Beta distribution for different shape parameters values
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The Kumaraswamy distribution is very similar to #eta distribution, but easier to use
thanks to its closed form as it is possible to se¢he probability density function and
cumulative density function for the interval [0ported in Equation 84 and Equation 85
respectively. In these equations, the parametersdqg represents the shape parametersxand
represents the variable. In Figure 9 different Ktamevamy probability density functions with

different combinations of the shape parametersegerted.
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Figure 9: Kumaraswamy distribution for different shape parameters values
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The triangular distribution approximates data pholitg density with a simple triangle
as it can be seen from its probability density fiomc and cumulative density function
reported in Equation 86 and Equation 87 for therirdl [0,1]. The parameter is the only
shape parameter of the equation and representsidde of the distribution, as shown in

Figure 10.
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Figure 10: Triangular distribution for different sh ape parameter values
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The truncated normal distribution is based on thenal distribution but it is defined

over a bounded interval. Considering the normatibigtion probability density function and

cumulative density function reported in Equation &8d Equation 89, wherg and q

represents the shape parameters, equivalent tavdrage and the standard deviation of the

distribution. The truncated normal distribution Ipability density function and cumulative

density function in the interval [0,1] can be oht as in Equation 90 and Equation 91. The

influence of the shape parameters can be seegume~i1.
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Figure 11: Truncated normal distribution for differ ent shape parameters values
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The comparison of these distributions is basecherobjective concept of “flexibility”,
representing the last point in the list of requieens for the general probability density
function reported at the beginning of this secti®his is a qualitative parameter, and the
decision was based on the personal judgement dttier on the ability of each probability
density function to describe the data availabléhattime of the decision. A revision carried
out in a second phase, showed that it was not saget modify the selection or to introduce
additional probability density functions for desing the available data. The triangular
distribution was discarded because of its chariatieof increasing the weight of the “tale”
of the distribution, and its inability to descriieshaped” distributions.

The Truncated normal distribution was discarded #@lscause its inability to describe
“u-shaped” distributions. Although it would haveepepossible to create new distributions
based on these two able to overcome these limigas decided to use a distribution already
existing and proven. For this reason, the Kumarasyand the Beta probability density
function were finally selected to be implementedhe algorithm. This is because of their
flexibility to represent symmetrical and asymmaedtidistributions as well as bell-shaped or
u-shaped distributions, as seen in Figure 8 andr€i§. Finally the Beta distribution was
chosen because of the possibility to use the simpéhod for estimating its parameters
described in Equation 94-Equation 97. The main thation of the Beta distribution is
represented by its non-closed form, therefore @adr attention was given to reducing the
computational-time of the algorithm used for thiegkation of its probability density function
and cumulative density function. The Beta probgbillensity function and cumulative
density function are now reported in the more galnease of the intervak| b] instead of the
interval [0,1], along with the procedure used falcalating shape parameters from measured

data.

(x—a)P~1(b—x)971
(b-a)P*a-1 [l wP=1(1-t)4-1dw
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(b-a)P+4-1 [ tP=1(1-t)4-1dt

(93)

CDF3(x;p,q.a,b) = [ B(w;p,q,a,b)dw =

The shape parametgyandg can be calculated from data series analysis usgjugtion
94 and Equation 95 whefeands can be calculated as in Equation 96 and Equaticsné

Um ando,, are the average and the standard deviation afateeseries.

p = i (l_l(;;l_l) _ 1) (94)

_ _\ (EQ-R)
qa=0-n(E=E-1) (95)
p=trs (96)
G2 = o _ 97)

CEME
Due to the non-linearity and the closed form of &en 93, its inversion for the inverse

transform method is realised through an iteratlger&thm based on the secant method (138).

4.2.4 Random number generation

Random numbers represent a fundamental part ditree Carlo method. Therefore,
particular care is taken for the deterministic gatien of random sequences presenting all the
important statistical properties of true randomusetges.

The two methods considered for using random numbhetge algorithm are:

— Physically generated random numbers
— Linear congruential generator

Physically generated random numbers are based em#asurement of phenomena
such as atmospheric parameters variation, univéaatground radiation or the noise of a
computer processor. These methods can be particalaw, and of difficult application in an

algorithm. A solution is represented by storingd@m numbers generated with such methods
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in an array and using them scrolling consecutitbipugh the array. This method would
allow the use of real random numbers sacrificingnouey.

The linear congruential generator is a simple atlgor based on Equation 98 (136).

P, = (kg - Pu—1 + kgo)mod(kg3) (98)

The termsP, andP,,_, in Equation 98 represent respectively the prolighid calculate
and the probability calculated at the previous steg the term&y, ;, ky , andkg ; are called
respectively the multiplier, the increment and thedulus. Since the sequengég Py, ..., B,
will repeat itself after at mosty ; steps, its value is selected as the large prinnebeu that
can be accommodated by the computer. The lineagraential random number generator
was preferred in the practical implementation a #igorithm because of its speed and its

wide use in a wide range of applications.

4.3 Conclusion

The real-time rating algorithm developed is notyowlbmposed by a library of
component and environmental condition models bsb dly a framework for interpreting
input and output data and for dealing with corrdptdata caused by measurement or
communication failures. The Monte Carlo method vpasferred to other methodologies
because of its ability to create a probabilisticsatgption of models results. This was
considered particularly important for interpretinrhe consequences of environmental
conditions’ uncertainty and variability. Furtherraprthe probabilistic description of the
results was considered fundamental for quantifgiregrisk associated with the single rating
estimation with a twofold benefit: Firstly, reafrte rating risk can be set as the same risk

already adopted for seasonal static ratings bué fizduced observation period. Secondly, it
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has a positive impact on estimation reliability witrespect to measurement and
communication failures, increasing gradually thefience band.

Particular attention was given during the code tgmaent phase to the creation of a
stable, fast and clearly structured algorithm. rigleo to avoid developing a particular solution
for a particular case, a generic Monte Carlo metalgdrithm was built and then used with
different models for component rating or environtaéoondition interpolation. This allowed
flexibility in code realisation and is expected faxilitate future code improvements and
model refinement. Attention also was given to eation computational-time, a crucial factor
in a real-time tool. Code architectures that wodde resulted in a simpler but slower code
have been discarded and the database was designéatifitating data reading. Particular
attention was given to the design of selected @das such as random number generation

and numerical function inversion of the probabitignsity function.
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Chapter 5 Software design and

development

5.1 Introduction

The aim of this section is to describe the algamittieveloped in order to perform the
real-time rating estimation. This detailed desamiptis conceived also as a reference for
maintaining and improving the present code anditolding new applications exploiting the

whole algorithm or some of its parts. The algorittsnfirstly conceived for use in a real-time

distributed generator power output controller, aadondly as an off-line planning tool.

The requirements of the algorithm to develop casuemarised as follows:

The algorithm must carry out the real-time ratisgjreation as described
in the sections 3.1, 3.2 and 4.2.

The rating estimation for a circuit must be carreed in a time compatible
with the necessity of the distributed generator @oautput controller (15-
30 min)

The algorithm must be easy to maintain and imprawel comply with

relevant industrial standards where necessary.

The algorithm must be called by third party softevardependently from

their programming languages or machine operatistesys

88



A schematic view of the Real-time thermal ratingagithm in the general architecture

of the control is given in Figure 12.
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Figure 12: Real-time thermal rating algorithm in the control architecture

The programming language chosen for the developmoktite algorithm is VB.Net.
There were several reasons in favour of this chaéleepossibility to use the professional and
user friendly development platform MS Visual Stuthat allowed creating web services and
web sites, as well as the possibility to use withimal changes macros previously developed
for MS Excel. Furthermore applications developethwuhis programming language would be
able to run on every computer where the Microd&T Framework 2.0 is installed. This
was advised by Imass, an IT consultancy firm andhbex of the research consortium, and
the firm provided support for the development iis tlatnguage. Other choices would have

been the use of Java, especially for creating wallications or of C++, for the wide
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availability of existing open source libraries. Gatering the advantages and disadvantages of
the different programming languages and the ressuavailable, the programming language
chosen was VB.Net.

The database used in the development phase ofdfexipis Microsoft Access. This is
because it is particularly straightforward to ceeapplications that make use of this database
management software, while it is not necessaryate it installed on the machine where the
algorithm is running, (the database managementdided in the .NET framework 2.0).
Furthermore, its practical graphical user interfalbews analysis of partial results, facilitating
the debugging and validation process.

For the program, three different programming payadi were used according to their
suitability for each particular task: service otesharchitecture, object oriented programming
and imperative programming. Although several d&bns exist for the different
programming paradigms, the differences betweerthtez are clear and can be summarised
as follows: Service oriented architecture is baeadthe concept of creating a series of
interoperating services, sharing a common interfacéocol. Object oriented programming
uses collections of attributes and methods for riteag real-world objects. Imperative
programming consists of a series of instructiomge computer to perform.

The service oriented architecture is present inntble service used as interface between
the thermal state estimation algorithm and theitisted generation power output controller.
The object oriented programming is present in thgcdption of the real-world objects used
in the algorithm. Finally, imperative programming present in the code specifying the
actions of the different methods. This allowed expig the potential of each paradigm:
object oriented programming is an excellent tooldescribing real world objects and their
interactions, like the interaction between the emwnent and a conductor. But this is not the

most appropriate solution for performing the mathgoal passages for calculating
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component rating or for carrying out the Monte @aimulation. For these tasks, the more
traditional imperative programming was used. lalso necessary to note that, although only
one web service for calculating circuit real-tina¢img estimation was created, the algorithm
is built with a series of integrated functions désing the structure of a complex network of

services. This would allow with the creation of quate interface wrapping codes, the
development of a family of web methods based oratberithm and able to perform single

tasks like the rating of a single component ordhleulation of a random number, reducing

the granularity of the web service.

In summary, the algorithm developed can be destr@sefollows: a web service with a
single method provides the interface between therdhm and any other program or website
with a standard interface protocol. The web sermiedkes use of a complex algorithm based
on the object oriented programming paradigm, diidle six classes and with access to
several databases.

These are then used to describe respectively ieleattworks component thermal
behaviour, environment and probability distribusomespectively. The object oriented
programming is also used for coding the thermaleststimation and the Monte Carlo
simulation, although these two classes consiststs bf methods. A sixth class is used for
providing active data storage and ancillary methasisd in the whole algorithm. Databases
are used for storing static information relativeneiwork components and geographical data

and dynamic real-time environmental readings.

5.2 Classes

The aim of this section is to describe each cldsbeoalgorithm, with its attributes and

its methods. A scheme representing the static tstrei@and the relations between different
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classes is shown in Figure 13. For each class tansub-classes an accurate description is
given, specifying the type of each attribute arel fimction of each method. Classes are also
described visually according to the unified moadgjlilanguage (UML), with each class
represented as a rectangle divided in three hdaksections: in the top section, there is the
name of the class, in the middle section there listeof the attributes and in the bottom
section there is a list of the methods. For eattbate and each method the type of the output
is also given. For reasons of clarity and spadgbates and methods are not shown in Figure
13. A detailed description of each class is pradidethe Appendix. The chart shows also
class level and dependence relationships.

Class level relationships, represented with sohéd, indicate that one class inherits
methods and attributes of the other. Dependenatioleships indicate that a class makes use
of another class and is represented with a dashed An example is given in Figure 14,
where three classes developed in the algorithnrtegmeesented with their relationships. The
class “Web Service” has no attributes and one nadetladied “Circuit_ TSE”. The class PDF
has two attributes: “Name” and “Type” but no metbo#inally, the class “Beta” has six
attributes and one method “Estimate Parametersg. diass Beta is a subtype of the class
PDF since different PDFs could be created. Theeetiieir relationship is represented with a
solid line. The class “Web Service” is not simitarthe class PDF, but it makes use of the
class PDF for representing estimation outputs. &fbee, their relationship is represented
with a dotted line. This example is purely explieatand for a complete description of each

class, the reader is invited to consult the Appendi
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Figure 13: Class diagram, example

The algorithm makes use of the seven classes lmteddescribed below. A visual

description of their relations is shown in Figure 1

— Web Service

— TSE (Thermal State Estimation)

— Monte Carlo Method

— PDF (Probability density Function

— Component

— Environment

— Auxiliary procedures
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Figure 14: Whole system class static diagram
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The task of the class “Web Service” is to act aggerface between the algorithm and
other programs, such as the distributed genergimnger output controller developed in this
research project. This class has a single methaict#ils in turn a method of the “TSE” class.
The TSE class supervises the series of actionsss&geto carry out the thermal state
estimation of a single circuit, by using methodstlué “Monte Carlo Method” class. The
“Monte Carlo Method” class contains the method ssagy for carrying out a single Monte
Carlo estimation for environmental conditions omgmnent rating. In this process, it uses
methods and attributes of the classes “Environmeé@bdmponent” and “PDF”, where the
models and the methods necessary for modellingr@mwviental conditions, power system
components and probability density functions arplamented. Finally, the class “Auxiliary
Procedures” contains attributes and methods ofrgentlity that can be accessed in any part
of the program, such as the access to databasessdlation allows a simpler algorithm

structure and facilitates software maintenancerawd features development.

5.3 Databases

This section describes the databases used by ¢hmadhstate estimation algorithm for
storing static data regarding the electric netwamk its geographical area, and the real-time
environmental parameters. Other two ancillary dadab created in the software development
and validation phases for storing errors logs amdilsition results have been maintained for
their expected utility in software maintenance &rdthe use of the algorithm as an off-line
planning tool. The approach followed during thetwafe development phase was to create an
interface with the databases in each class. Thisvedl modifying the structure of each

database, their number and the database softwak wighout impacting on the whole
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algorithm. The development started with MS Accesgabise of its availability on the
machine and later a MySQL database was introduced.
As introduced before, the algorithm makes use effitte databases listed and described

below:

Component
— Environment
— Geographical
— Errors
— Simulation output

The database “Component” is used for storing infdrom regarding the network, with
its circuits, circuit section and transformers. sThdatabase presents the most complex
structure among the other databases used in thwitalg with a table describing the
components as members of a network, tables desgrithie characteristics of the single
component and finally tables describing the chartics of the generic component type. A
more detailed description of the database is peaid the Appendix. The database software
currently used for this task is MS Access.

Environmental conditions are stored in the databb&se/ironment”. This database
presents a table listing the existing weather @tatin the network and a reference to their
location, and one table for each weather statioth storical readings of the environmental
condition recorded in the particular meteorologistdtion. The database software used for
this application is MySQL, in order to facilitateet integration with the on-line database used
in the field trial.

Geographical information such as location coordisaheight and soil roughness are

stored in the database “Geographical’. This damimsomposed by a single table listing all
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the information mentioned above accessible usifagation ID. The reason of two separate
databases for geographical and network informasotiat this facilitates the utilization of
existing databases in a future commercial versidhesystem.

The last two databases have been created durindettedopment phase, but they have
been maintained in the final version because df tidity. The database “errors” contains
logs written by the program in case of errors amidrmation on the decisions taken in
consequence of these errors. Originally conceivadtlie phase of code debugging, the
database and the associate functions are now as&eédping track of the decisions taken in
coincidence of missing or bad data. The databasauldtion results” finally is used for
storing long sequences of state estimations. Giefate the algorithm validation, it was

maintained in order to facilitate the developmedrdrooff-line planning tool.

5.4 Structure of the algorithm

The aim of this section is to describe the dynabebaviour of the classes and the
databases described in the previous sections adntiethods. A detailed description of the
process and the dataflow is reported in the Appendi

The web service is used as the external interfadbeoalgorithm. Its inputs are two
strings corresponding to the time and the namehefcircuit to be rated. The web service
opens the connections with the databases and #tartsircuit thermal state estimation. A
flow chart describing the algorithm for the thermating estimation of a circuit is shown in
Figure 15. Firstly, circuit data relative to theested circuit are loaded from the off-line
database and the instance of each circuit sedigopulated with these data. Then the most

updated environmental condition readings at eveeyenrological station are loaded. The
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data of each meteorological station are used fgoulading an instance of the class
“Environment for Observation”. At this point, fomeh section of the circuit, the algorithm
estimates environmental conditions in its locatidrhe estimation is done for every
environmental condition using the Monte Carlo Methaigorithm described below. The
environmental condition estimation produces an yaroh probability density functions
describing the environment in the circuit secti@mtaltion. This is used for estimating
component thermal rating, using again the same #&@drlo Method algorithm described
below. When thermal ratings for each circuit secti@mve been estimated, the rating of the

whole circuit is estimated by sampling the combiR&F of each section.

Get Circuit Data

v

Get
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Data

Estimate
Environmental
Condition

v

v Estimate

Calculate Compf)nent
Circuit Rating
Rating

Figure 15: Circuit thermal rating algorithm, flow ¢ hart
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Particularly important in the circuit state estimoat algorithm is the Monte Carlo
method algorithm described in the flow chart repdrin Figure 16. At the beginning, a
minimum number of iterations is fixed and an arf@ystoring the results of the simulations is
declared. Then the first set of iterations is emrmout. At the first step a variate, containing a
set of random values for each input parameter ®eleaccording to its PDF is generated. The
random variate is then used for calculating theltex the particular model. At this stage, the
model for interpolating environmental parametergha component thermal models can be

used.

Generate
Variate

v

Y(@i) =
Model output

N=N_Max

N_Max=
Calculate
Iter. Number ‘

4

Calculate
PDF Parameters

Figure 16: Monte Carlo method algorithm, flow chart
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Model's results are stored in the array. When thxedf number of iterations is
completed, the array with the stored values is dsedalculating the minimum necessary
number of iterations for the selected estimatiatision. If this number is larger than the one
previously used, the cycle is started again foumlver of iteration equal to the difference
between the two numbers. Finally, the array coimgirthe simulations results is used for
calculating the probability density functions’ pareters. A detailed data flow of the
algorithm, highlighting the different functions wsand their dependence is reported in Figure

17 and a more detailed description of the algorithprovided in the Appendix.
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Figure 17: Circuit real-time rating estimation functions and data flow
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5.5 Conclusion

This section described the power system real-timgng estimation algorithm
developed in the framework of the research prag@uied at realising a real-time distributed
generator power output controller based on powstesy component thermal properties. The
algorithm written in the language VB.Net is compbd®y a web service that acts as an
interface with other programs. The actual code tt@ni according to the object oriented
programming paradigm, is divided in six classesudés three databases for storing static
information such as network components and geograbhelated data and dynamic data
such as real-time environment conditions readirigach class is described carefully,
specifying the nature of each attribute and theabelir of each method. A description of the
static structure of the classes and of the dynataia flow during the estimation of the real-
time rating is also provided. Initial algorithm rggements have been satisfied, a simplified
version of the algorithm is installed in two relagsthe test network where open and closed
loop tests must be carried out. Furthermore, thelevialgorithm is being implemented in
commercial products by AREVA, a consortium partrdarorder to carry out the real-time
rating estimation, classes for describing the tlarpehaviour of power system components
and the environment have been developed. Furtherther code necessary for performing
generic Monte Carlo simulations and in particulavieonmental condition and component
rating estimations have been written.

One of the main constraints for the algorithm waes dbility to carry out the real-time
rating estimation of a circuit in a time compatilleh the exigencies of the of the distributed

generator power output controller. The controlleicalates distributed generators’ set points
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with a frequency of 30 minutes, therefore the eatiom time should be a fraction of this time.
Currently, as shown in Section 6.3, the estimatime for a single component is in the range
of 2.3 seconds, a period that would allow the gatha circuit made of 10 components to be
estimated in less than 30 seconds, and the ratintheo 10 most thermally vulnerable

components in less than 3 minutes. Therefore, tmpatational-time has been found to
satisfy the initial requirements.

This performance was obtained thanks to the gerstratture of the algorithm, the
optimization of the code in particularly criticalrfctions and to the choice of the precision
accepted for the Monte Carlo simulation. This l|patameter can be customised, and in
further application of the code, it will be possilo increase estimation precision at the
expenses of computational-time or vice versa. tfeoto ensure the possibility of improving
and developing additional applications based orctite, the algorithm was written following
a clear object oriented approach, assigning meauringmes to attributes and functions and
providing extensive documentation. Furthermore, diyggamic structure of the algorithm,
made of different functions calling each otherwalosimple improvements to be made to part
of the code without touching other parts.

The presence of an object passed though the whaleegs, an instance of the
“Auxiliary_Procedures.Configuration” class, and taning basic data and the connections to
the databases, allows additional data to be pdeseatch function and each function to access
any database in whatever part of the program. iBhexpected to facilitate improvements on
the existing code. Finally, in order to allow thipdrty applications to use the algorithm, a
web service was developed for acting as interfdéeb services are designed to support
interoperable machine-to-machine interaction ovareéwork. A second web service was

realised for allowing the distributed generator poveutput controller to interrogate the
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databases used by the real-time rating estimatigaridam. This is an example of the
interoperability allowed by web services: since fingt code does not have a direct access to
the “Environment” database, the creation of a walvise wrapping an existing method, was

considered the most efficient solution.
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Chapter 6 Validation

6.1 Validation strategy

For practical applications, the state estimatiogoalhm must produce accurate and
precise rating estimates, whilst being computatlgretficient and robust to measurement
and communication failures. Furthermore, the edtonas strongly influenced by the models
used, which also have to be accurate and preciserefore a testing strategy aimed at
evaluating each one of these characteristics waslaged. A summary of the results of this

study was published in (141)
6.1.1 What to measure

Four parameters suitable for defining the perforceaalgorithm developed have been
identified and the algorithm was divided in twotgao be separately studied. The parameters
identified are:

— Accuracy. It can be defined as the degree of apmation of a calculated
parameter to its true value; in this work accuracsneasured with the average

error between estimated and measured values.
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— Precision. It can be defined as the measure okawgst between independent
calculations. In this work the precision of theirasttion is measured with the
estimation standard deviation.

— Robustness. It can be defined as the ability of algorithm to provide
estimates in case of measurement or communicatdards. In this work
robustness is measured with the change of the asbimaverage error and
average standard deviation.

— Computational efficiency. It can be defined as alhdity of the algorithm to
perform estimations in a given timeframe. In thisrkvthe speed of the
algorithm is measured with the average time necg$saroduce temperature
estimations for one component.

Often the terms “accuracy” and “precision” are em&d and considered as synonyms,
but they represents two different and fundamerdatepts in errors and measurement theory.

Therefore, a brief clarification is given here witte help of Figure 18.
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B Precision .
- .
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| | | !
[ | !
| [
E | : : | Measurement
o : | | : / estimation
| N
| | | | distribution
| | | !
| | | !
| | | !
| | !
* | M t X >
| easuremen
True value : :
Accuracy / estimation

average

Figure 18: Accuracy and precision
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It is important to remember that accuracy and preci are two qualitative and not
quantitative terms, therefore it is important tdirnke the method used to measure them (142).
Furthermore the Monte Carlo method used and destiib Section 4.2, provides an estimate
with a probability distribution. Therefore, eachiestion is given with a measure of its own
precision.

The algorithm was then divided in two main parts:

— Models. Described in Section 3.1 and Section 3§ #Hre used for calculating
the value of non measured parameters and they asedbon empirical or
theoretical approximations of physical phenomergeylcan be divided in turn
in two parts:

— Component models

— Environmental conditions models
The value of the models used is measured calcglatie accuracy and
precision.

— State estimation. This part of the algorithm isatlié®d in Section 4.2 and is
used for estimating the rating of the conductoringkinto account input
uncertainties and measurement and communicatidurdai This part of the
algorithm is validated through all the four paraemst listed above.
Furthermore, since each estimation is given withnéerval and a probability

density function, the precision of each estimattalso measured.
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6.1.2 Datasets for validation

The thermal state estimation algorithm developesilde®en validated on measured data
from a portion of ScottishPower network where medkagical stations and conductor
temperature measurement devices were installed. neteork is composed of 132kV
overhead lines with Lynx conductors with a maximoperating temperature of 50°C. A
schematic view of the network and a map of the tooed area are given in Figure 19. The
circuits shown in the map are highlighted in thieesnatic network view.

The 132kV network in this area comprises two cisubne built in the east-west
direction connecting the distribution network tedbloads; the other built in the north-south
direction connecting a local substation and aithisted generator. From a geographical point
of view, the area is characterised by hills, valeyd the coast line running in the east-west
direction. The different soil roughness of thessaarwas estimated observing satellite images.
The prevailing wind direction is north to south.idtanticipated that this will considerably
influence the rating of the circuits described abavthe following manner: over the course
of the year, the east-west running circuit will expnce greater cooling than the north-south
circuit.

Weather measurements for the period 07/12/2008138309 were used for carrying
out the validation. For each meteorological stafiee minute averaged values of wind speed,
wind direction, air temperature and solar radiatisere available. Furthermore, in each
meteorological station location, five minute aver@geadings for conductor temperature and
current were available. A summary of the environtakonditions recorded during the
observation period is given in Table 3. Averagedvapeed is the parameter presenting the

greatest variation in the different locations, pagdrom a value of 5.4m/s in MS 5 to a value
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of 2m/s in MS 3. The distance between these twoeanelogical stations is 11km, but
differences in ground roughness between the urbdmuaal environment of MS 3 and MS 5

respectively influence wind speed as describedjuaion 55.

@ 132k V] 13
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®
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_...---'-"O-.-_
MSS5 [+ r
- & ) 8 :
Grid Supply Point Distributed Generator
Meteorological . N
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Figure 19: Monitored network area

109



Table 3: Frequency percentages of measured envirorental conditions at the five meteorological statios
and measured current flowing in the conductor in tle same locations for the period 07/12/2008-18/02¢(Z0

0<Ws<0.4 0.4<Ws4.6 4.6<Ws8.8 8.8<Wsl13  13<Wx17.2 17.2<Ws21.4
— Ms1 12.6% 61.2% 13.1% 1.4% 0.0% 0.0%
e MS2 8.5% 58.1% 19.0% 0.6% 0.0% 0.0%
2 Ms3 12.6% 34.2% 4.5% 0.0% 0.0% 0.0%
MS 4 10.0% 57.7% 20.3% 2.9% 0.3% 0.0%
MS 5 1.5% 42.6% 40.9% 9.4% 2.4% 1.2%
0<Wd<5  5<Wd<76 76<WK147 147<Wa&218 218<Wc289 289<W&360
= Ms1 0.9% 9.2% 26.3% 37.0% 14.7% 11.4%
2 MS2 0.5% 4.7% 32.2% 36.0% 14.1% 12.0%
2 MS 3 0.6% 6.1% 31.2% 26.3% 24.6% 10.8%
MS 4 0.2% 2.8% 43.7% 28.3% 15.2% 9.5%
MS 5 0.4% 4.4% 16.0% 41.7% 25.9% 11.3%
Ta<-3 -3<Ta<0.5  0.5<Ta4 4<Ta<7.5 7.5<Ta&l1l 11<Ta14.5
MS 1 1.9% 15.6% 32.1% 33.3% 15.4% 1.0%
O wMs2 2.5% 12.7% 29.6% 30.9% 20.4% 3.5%
S MS3 4.2% 15.8% 29.1% 29.9% 17.7% 2.8%
MS 4 1.8% 10.7% 26.4% 33.9% 22.0% 4.7%
MS 5 0.0% 12.6% 33.4% 37.7% 14.9% 1.1%
0<Sr<b 5<SK112 112<SK219 219<SK326 326<Sg433 433<Sg541
— MsS1 2.3% 46.9% 10.2% 4.8% 0.8% 0.1%
~ . 0 . 0 . 0 . 0 . 0 . 0
§ MS 2 2.1% 55.2% 6.3% 0.4% 0.0% 0.0%
= MS3 2.1% 57.6% 5.3% 1.0% 0.1% 0.0%
P Ms4 1.8% 48.0% 11.0% 4.2% 0.6% 0.1%
MS 5 2.1% 50.3% 9.8% 3.8% 0.6% 0.1%
0<1<20 20<k64 64<k108 108<K152 152<K196 196<k240
MS 1 1.7% 28.6% 38.8% 21.8% 8.3% 0.4%
z Ms2 1.3% 19.9% 38.4% 23.7% 13.1% 3.0%
—  Ms3 1.6% 26.7% 37.0% 21.1% 8.0% 0.5%
MS 4 14.2% 50.4% 16.4% 13.4% 0.5% 0.0%
MS 5 23.3% 46.5% 22.4% 1.6% 0.0% 0.0%

6.1.3 How to measure it

Different methods were developed for validating thierent parts of the algorithm.
The validation was also possible thanks to dataigeal by ScottishPower EnergyNetworks
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and described in Section 6.1.2. The data availatflaenced the procedure used for the
validation and limited the number of parameterd thas possible to measure. In particular
only overhead lines temperature and environmertdabitions influencing this parameter
were monitored. Therefore no validation was possifdr electric cables and power
transformers rating models and for soil temperatun@ soil thermal resistivity estimation. In
order to test the analytical models used for emwirental condition estimations,
meteorological readings in each of the five loaagiavere compared with values estimated in
the same place. In each case, the simulation wédsrped without considering the data for
the location studied and analytical models were ufaipd with directly measured
environmental conditions as given in Section 3.Zheout using the Monte Carlo state
estimation algorithm.

For example, the air temperature at location MSa$ walculated using Equation 54 and
measured values from MS 2 to 5. These values wene ¢compared with data measured in
MS 1, the latter measurement being considered astrie value of the parameters.
Component ratings can not be directly measureddther calculated from standard based
models. Therefore, conductor temperature was usedalidation purposes since conductor
operating temperatures can be directly measured emtichated values can be directly
compared with measured values. In order to validaéemodel used for conductor rating,
measured conductor temperatures were compared ceitlductor temperature calculated
using the environmental conditions recorded in shene location. In this case, only the
analytical models given in Section 3.1.1 were used.

This process was repeated in order to validate wdnd rating models for each
meteorological station location. For example, theductor temperature in location MS 1 was

calculated using Equation 3 and measured envirotaheonditions local to MS 1. This value
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was compared to the monitored conductor temperatulecation MS 1. An analysis of the
model validations studies is given in Section arR.order to validate the thermal state
estimation algorithm, estimated conductor tempeestun each of the five locations were
compared with measured conductor temperatures.ekample, conductor temperature in
location MS 1 was estimated as described in Seétibri.3 measured values from MS 2t0 5
and compared to the measured conductor temperatukdS 1. An analysis of the state
estimation validation study is given in Section.6l8 this case, the Monte Carlo state
estimation algorithm described in Section 6.3 wasdu Results are presented with a chart
comparing estimated and measured conductor tenuperand a table reporting, for each
monitored conductor, average error and standardhti@v. The average estimation standard
deviation is also given, along with the averagedaad deviation of the measured conductor

temperature over a period of 30 minutes.

6.2 Model validation

6.2.1 Overhead line conductor rating model validation

The model described in Section 3.1.1.3 was testeth® five measurement points MS
1-5 with the methodology exposed in Section 6.1r Fach measurement, point
environmental conditions over the period 07/12/20881/2009 were used for calculating
conductor temperature and these results were cahpath conductor temperature readings
in the same location. Figure 20 shows the comparisetween calculated and measured

values for the first week of simulation for thedtion MS 2. Figure 20 shows good agreement
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between calculated and measured values, with teategt error associated with spikes in

measured conductor temperature not present imdbe produced by calculation.
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Figure 20: Conductor temperature, comparison betwee calculated and measured values in MS 2 for the
period 07-13/12/2008

The comparison between conductor temperature meEasmts and conductor

temperature calculation for the other four measer@moints is reported in Figure 21.
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Figure 21: Conductor temperature, comparison betwer calculated and measured values in MS 1, MS 3, M&and MS 5 (clockwise) for the
period 07-13/12/2008

114



The error average value and the error standardatiewi relative to the whole
observation period for the five measured locatiom r@ported in Table 4. MS 1 and MS 2
reports the greatest values for these two parameidns is most likely due to the wrong
estimation for fixed inputs values such as lineemt@tion and conductor absorption and
emission coefficients. MS 5 register on the cogteanull average error, and an error standard
deviation of 1.2°C, representing the more accuedalt of the whole test.

Figure 22 shows the error probability density fimetand cumulative density function
relative to the whole period for the location MSCBpsen because of its largest error standard
deviation, more suitable for highlighting partiadalt is possible to see that negative errors
are more probable than positive errors. This mehat the model tends to underestimate
conductor temperature and therefore to overestintateductor rating, with potential
dangerous consequences in practical applications.

Finally, in Table 5, a study on the correlation vilmtn the error in conductor
temperature calculation and the environmental d¢ardi for the five measurement locations
is reported. In general, this correlation is smalvery small, also because the five parameters
act together in influencing the conductor temperatérrom this table, it is possible to make
hypotheses on the main sources of error. Consglevind speed, the correlation between

error and wind speed is positive in all the fivedbons.

Table 4: Conductor temperature, error average and tandard deviation

MS1 MS2 MS3 MS4 MS5

Err. Average [°C] -2.4 -1.8 -1.5 -1.0 0.0
Err. St. Dev. [°C] 2.1 2.6 1.7 0.9 1.2
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Figure 22: Conductor temperature, error PDF and CDF

This means that the calculated temperature tendbetdower that the measured
temperature in case of higher wind speeds, therdtoe effect of wind speed is generally
overvalued by the model described in Section 3.&ast in the average range considered in
this experiment. From the table it is also possiblenake a hypothesis on the reason of the
lowest accuracy and precision in conductor tempegatalculation in MS 2. In this location,
the correlation between error and wind directiorcasmsiderably higher than in any other
location. This would suggest an error in condudicgction estimation for that location. Thus,
since wind direction acts in a multiplying paramdte the cooling effect of wind speed and
then of air temperature, also the correlations betwerror and these two parameters are
higher than in other locations. Considering theaation between error and solar radiation,
this is negative in all the five locations. Thisans that its effect is underestimated by the
model, or that incorrect values for the conductosaaption factor were chosen. Conductor

absorption factor can range between 0.3 and 0®,aanaverage value of 0.5 was used as
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suggested in (22). However, this value tends teease with ageing; therefore, a higher value

could have been used in these cases.

Finally, it is not possible to obtain particularfarmation from the analysis for the

correlation between error and current, since ctivalues tend to be very similar in the five

locations. This is true especially in MS 4 and MS-Grthermore, the resistance considered

for the conductors is the same. Therefore, diffeeerin the correlation parameter have to be

considered as the consequence of errors causethey marameters. A difference between

standard conductor electrical resistance per enigth and the actual value could influence

this parameter, but its change in sign for diffedenations and the lack of information on the

installed equipment, do not allow hypotheses todreed out in this direction.

Table 5: Correlation between conductor temperaturecalculation and environmental condition values.
Absolute values greater than 0.1 are highlighted

Ta Ws Wd Sr I
MS1|0.12 0.15 -0.01 -0.18 0.04
MS2|0.29 031 0.14 -0.19 -0.19
MS 3| 0.14 0.08 0.08 -0.24 -0.01
MS 4| 0.07 0.09 0.02 -0.21 0.09
MS 5| 0.03 0.03 -0.06 -0.20 0.09

6.2.2 Environmental conditions models validation

6.2.2.1 Wind speed

Wind speed calculation is described in Section arj here the results of the test

carried out as described in Section 6.1 are repoite Figure 23 the comparison between

calculated and measured wind speed values for #asunement location MS 2 in the period
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07-14/12/2008. According to the description of thethodology in Section 6.1 this means
that calculations were carried out using both tierpolation method described in Section 3.2
and the soil roughness correction method descrinequation 56, using wind speed
measurements from the other four locations MS 1,3Vi8S 4 and MS 5. Figure 23 shows in
general good agreement between calculated and redasalues, with highest error values in

correspondence of spikes or periods of higher medswind speed standard deviation.
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Figure 23: Wind speed, comparison between calculateand measured values for MS2 in the period 07-
13/12/2008

The comparison between wind speed measurementwiaddspeed calculation for the
other four measurement points is reported in Fi@dre

The error average and standard deviation relatival the five measurement points and
the whole studied period are reported in Tablen@his case, the location with the greatest
error is MS 3, probably because it position vergsel to an urban environment where
turbulence is expected to be higher. On the otle@dhMS 1 registers the lowest average

error and also the lowest error standard deviafitis table allows hypothesis to be done on
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the accuracy of the estimation of ground roughmesameters in the different locations. In
the calculation of the average error, an errorrmugd roughness coefficient estimation in a
measured location has a weight considerably higher the same error in another location.
Therefore, a negative average error would suggastitind speed tend to be underestimated,
S0 an excessive ground roughness was considerehlatolocation. This would suggest also

that in MS 3 the ground roughness was underestaratd that a higher value should be used.
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Figure 24: Wind speed, comparison between calculateand measured values for MS 1, MS 3, MS 4 and MS(Blockwise) in the period 07-

13/12/2008
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In Figure 25, where the error probability densityndtion and cumulative density
function for wind speed calculation in MS 2 areaegd, it is possible to see that the mode
tends to correspond with the average and it issdosero, as the average error value of -0.3

m/s reported in Table 6 suggests.

Table 6: Wind speed, error average and standard déation

MS1 MS2 MS3 MS4 MS5

Err. Average [m/s] 0.0 -0.3 1.8 -0.8 -0.8
Err. St. Dev. [m/s] 0.9 1.4 15 1.3 1.3
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Figure 25: Wind speed, error PDF and CDF

In Table 7 the correlation between the error indvépeed calculation in each of the five
measurement points and the value of wind speedukither four measurement points used as
inputs for the calculation are reported. It is etpd that this crossed comparison will allow
conclusions to be drawn on the sensitivity for wepeed calculation of one location on the
others. In doing so, it is necessary also to camsile conclusions drawn from Table 6.

Firstly, it is possible to notice that the line m@sponding to MS 3 (horizontal highlighted
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row) is the only presenting positive values. Inttivee there are also the highest values of the
column, because of the highest error measuredanltication. On the contrary when the
influence of this measurement point on the othensidered (vertical highlighted column),
the correlation parameter is the lowest of the eash

This is because, wind speed measurements in Mi§eBed with the ground roughness
coefficient, gives values that are the less aceurhthe whole series. It is possible to see that
in general the correlation parameter tend to bldrifor measurement locations that are next

to each other, as for example MS 1 and MS2.

Table 7: Correlation between wind speed calculatioerror and wind speed measurement in the other

locations
Ws 1 Ws 2 Ws 3 Ws 4 Ws 5
Ws 1 -0,31 -0,08 -0,11 0,12
Ws 2 |-0,39 -0,27 -0,24 -0,02
Ws 3 (0,61 0,57 0,61 0,58
Ws 4 |-0,37 -0,34 -0,32 -0,37
Ws 5 |-0,25 -0,19 -0,16 -0,38

6.2.2.2 Wind direction

The ability of the inverse distance interpolationcalculate wind direction was tested
with the same technique used for wind speed cdlonlavalidation. A first qualitative
analysis can be done analysing Figure 26 whereiledézl wind direction values for the first
week in location MS 2 are compared with wind dittreadings in the same location.
Figure 26 shows that values calculated with thelige interpolation technique can represent
a good approximation of real conditions and caro dtdlow very rapid wind direction
changes, like on 13/12/2008. On the other handurEi®z6 shows also periods with

considerable error, like on 09-10/12/2008, wheteuations produced a considerable error in
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correspondence of a relatively constant measureu wirection. No measurement errors
were identified in the other meteorological stasi@md in the same period, considerable error
was measured also for wind speed calculation (sped-23).This suggests that there is room

for improving the model used for air flow calcudati
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Figure 26: Wind direction, comparison between caldated and measured values

The comparison between wind direction measuremamiswind direction calculation

for the other four measurement points is reponteéigure 27.
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Figure 27: Wind direction, comparison between caldated and measured values for MS 1, MS 3, MS 4 anddS 5 (clockwise)in the period 07-
13/12/2008
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A quantitative analysis of wind direction calcudati validation is given in Table 8
where the error average and standard deviatiotiveléo the whole validation period are
reported for each measurement location. The avesage absolute value is below 15 degrees
in each location except MS 5, and the error stahdawiation range between 39 degrees in
MS 2 and 54 degrees in MS 1. In Figure 28 the eprobability density function and
cumulative density function for MS 2 are reporteigihlighting the considerable spread of the
results. Considering that the effect of wind dii@tton conductor rating described in

Equation 26 has a period of 90 degrees, error saleported in Table 8 and Figure 28 are

excessive.
Table 8: Wind direction, error average and standarddeviation
MS1 MS2 MS3 MS4 MS5
Err. Average [deg] 8 3 -7 12 -23
Err. St. Dev. [deq] 54 39 47 51 46
1 r 0,03
0,8 - 0,02
I
" 0,6 - 0,02 g
8 =
0,4 001 O
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Figure 28: Wind direction, error probability density function and CDF
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The correlation between the error in wind directmaiculation in each location and
wind direction measurement in the other locatioseduas inputs is reported in Table 9.
Considering the high value for error standard dexia the correlation parameter tends to be
low in most of the cases. An exception is represgetty MS 4, which presents the highest
values for the correlation parameters, especiallgference to MS 1 and MS 2. On the other
hand, MS 5 has very low correlation parameter valompared to the other measurement
points. But because of the considerable average eeported in Table 8 this must be
attributed to the fact that in that location winidedtion tends to be less correlated with wind
direction compared to other locations. Another idadive feature is the fact that the
correlation parameters in the column of MS 1 and2i8nd to have the same absolute value
but sometimes with different sign. Even if thignsst likely not a coincidence, an explication

for this phenomenon was not found.

Table 9: Correlation between wind direction calculéion error and wind direction measurement in the
other locations

wd 1 Wd 2 wd 3 Wd 4 Wd 5

wd 1 0,34 0,08 0,47 0,17
wd2 |0,26 0,03 -0,47 0,02
wd 3 |-0,10 0,10 0,18 0,09
wd4 0,32 -0,33 0,11 -0,15
wd5 |0,26 0,26 0,23 0,11

6.2.2.3 Air temperature

The application to air temperature calculationtd inverse distance interpolation was
carried out as described in Section 6.1. From thaitative analysis of Figure 29 where
calculated values for MS 2 over the first week eoepared with measured values, it is

possible to see a good agreement between the m® deries. The main error here is
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represented by conservative assumptions made byald@ithm in correspondence of

measurement or communication failures. This phemamés particularly clear on thé"and

the 12" of December 2008.
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Figure 29: Air temperature, comparison between caldlated and measured values

The comparison between air temperature measurerardtair temperature calculation

for the other four measurement points is reponteeigure 30.
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A quantitative analysis of the results is reporiied’able 10, where the error average
and standard deviation for air temperature estonaéire shown for the five measurement
points. The model produces the most accurate agaiserresults in MS 2 and MS 4 while in
MS 1 and MS 5 the greatest average error and staodard deviation are recorded. When
these error values are compared with air temperatange in Table 3, air temperature
calculation results the one with the smallest nadaerror. In Figure 31 error probability
density function and cumulative density functioe aeported for air temperature estimation

in MS 2, highlighting the tight error spread forstiparameter.

Table 10: Air temperature, error average and standed deviation

MS1 MS2 MS3 MS4 MS5
Err. Average [°C] 0.8 0.2 0.9 -0.3 0.4
Err. St. Dev. [°C] 15 1.4 1.8 1.6 2.0

1 r 0,70
——CDF
- 0,60
0,8 ......... PDF
- 0,50
0,6 I ®)
" 040 &
@) LL
- 0,30 &
0,4 a
- 0,20
0,2
- 0,10
0 0,00
3 2 1 0 1 2 3 4 5

Error [ °C]

Figure 31: Air temperature, error PDF and CDF
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Finally, in Table 11 the correlation parametersaeein air temperature calculation in
each measurement location and the value of air destyre readings in the other
measurement locations used as input is reportegeneral, there is little correlation between
these parameters. On the other hand cells relédvielS 1 and MS 5, the measurement
locations with the lowest accuracy and precisiotoading to Table 10, presents particularly
high or low values. This is probably due to thet famat they are at the boundaries of the
measurement area and the interpolation techniqued ugduces its accuracy when
extrapolating data. This observation could be useduture when studying the optimal

placement of meteorological stations.

Table 11: Correlation between air temperature calclation error and air temperature measurements in
the other locations

Tal Ta? Ta 3 Ta4 Tas

Tal 0,05 0,07 0,07 0,03
Ta2 0,79 -0,13 -0,11 -0,09
Ta3 (0,79 -0,11 -0,11 -0,07
Ta4 |0,83 0,08 0,07 0,00
Ta5 |0,76 0,48 0,47 0,42

6.2.2.4 Solar radiation

The application to solar radiation calculation loé inverse distance interpolation was
carried out as described in Section 3.2. From thaitgtive analysis of Figure 32, where
calculated values for MS 2 over the first week @mpared with measured values, there is a
considerable difference between estimated and meghsiata. This is due to local cloud
coverage or other local conditions such as localrsfiection not taken into account in the

model described in Section 3.2.
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Figure 32: Solar radiation, comparison between caldated and measured values

The comparison between solar radiation measurenaentsvind speed calculation for

the other four measurement points is reportedgurei 33
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The considerable error can be seen in Table 12emMmer error average and standard
deviation relative to the whole observation perm@ reported for the five measurement
points. In location MS 2, the highest error averaged the lowest error standard deviation are
recorded. In this case, the observation of thereggrobability density function shown in
Figure 34 along with error cumulative density fuoet provides valuable information. The
probability density function in Figure 34 can bensimered as composed by two different
probability density functions: the main one has auerage close to zero and a reduced
standard deviation, the second has the averagendr60 W/nf and a larger standard
deviation. The presence of this second “componehtthe error suggests the existence of

another phenomenon not considered in the model.

Table 12: Solar radiation, error average and standad deviation

MS1 MS2 MS3 MS4 MS5

Err. Average [W/m? | -10 21 20 -11 -7
Err. St. Dev. [W/im? | 44 27 43 39 42

1 - 0,04
- 0,03
0.8
- 0,03
, 06 002 2
Q E
0.4 0,02 L
o
- 0,01
0,2
- 0,01
0 0,00
50 0 50 100 150

Error [W/m 2]

Figure 34: Solar radiation, error PDF and CDF
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Finally, the analysis of the correlation betweettwation error in each measurement
point and the value of measured solar radiatiortha other four measurement points is
reported in Table 13. Correlations parametersedlad MS 1 are the ones with the highest

absolute values and the ones related to MS 5 aviewest absolute values of the table.

Table 13: Correlation between solar radiation calclation error and solar radiation measurement in the
other locations

Sr1 Sr2 Sr3 Sr4 Srb5

Srl -0,32 0,02 -0,54 -0,39
Sr2 10,52 -0,13 -0,02 -0,07
Sr3 10,20 -0,17 -0,14 -0,11
Sr4 1-0,37 -0,17 -0,09 -0,06
Sr51-0,21 0,16 0,09 0,08

6.3 State estimation validation

The Monte Carlo based state estimation algorithetmeed in Chapter 4 was tested as
described in Section 6.1: conductor temperaturesaah of the five locations, estimated with
the method described in Section 4.2, were comparddmeasured conductor temperatures.
Figure 35 shows the comparison between estimateductor temperature and measured
conductor temperature in location MS 2 during thet fweek of simulations. This chart
displays strong similarities with Figure 20. Howevéhe main differences in estimated
conductor temperatures arise from missing data &tiM3, 4 and 5. At these points in time
the algorithm makes conservative assumptions oétiveronmental conditions local to MS 2

and therefore the predicted conductor operatingpézature is higher.
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Figure 35: Conductor temperature estimation, compaison between estimated and measured values
for MS2 in the period 07-13/12/2008

The same data can be represented also through pl@tpyas in Figure 36, where the
minimum, first quartile of the error, error medidahird quartile of the error and maximum
error for each hour are shown. The chart show lgidavw the error is within a band of
around 5°C through all the day, except than inghening, when it rises suddenly. From a
comparison between Figure 35 and Figure 36, thisesponds to the moment where the
algorithm produces a single estimate consideralgenr than the measured temperature

value, probably in consequence of the presencadfdata. The phenomenon is highlighted

in the two charts.
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Figure 36: Conductor temperature estimation and eror in MS2 for the day 09/12/2008

The comparison between conductor temperature meEasmts and conductor
temperature estimation for the other four measunéipeints is reported in Figure 37.

A guantitative analysis of the parameters describegection 6.1.1 is reported in Table
14 for the five measurement points. Particulamaitte@ was given to reducing the estimation
computational-time, and in all the five exampld® average computational-time is between
2.16 and 2.24 seconds. This simulation was caoigdiusing a 0.625GHz processor and the
computational-time can be considerably reducedbgseasing the parametey, currently set
at 5% for every parameter. Regarding the estimati@mage error, its value is in line with the
model average error reported in Table 4 but thedstal deviation tends to be higher. The
estimation standard deviation is also comparedchéo standard deviation of the measured

temperature over a period of 30 minutes.
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An optimal value for the estimation standard deeratvould be similar to the measured
standard deviation but here it is roughly one thirdis can be explained in two ways: Firstly,
the steady state model used for conductor temperataiculation does not take into account
the dynamic behaviour of the conductor, producingss variable estimation, as seen in
Figure 35. Secondly, this parameter is influencedhe number of simulations carried out,
but this number is voluntarily kept low in orderreduce the computational-time because of

the use of this algorithm in an online controller.

Table 14: Conductor temperature estimation, averageomputational-time, error average and standard
deviation, estimation average standard deviation

MS 1 MS 2 MS 3 MS 4 MS 5

Time [s] 2.24 2.16 2.23 2.21 2.23
Error Average [°C] -2.2 -1.9 -1.2 -1.9 1.4
Error St.Dev. [°C] 2.2 2.4 2.3 1.9 1.9

Estimated St.Dev. [°C] 0.118 0.120 0.121 0.119 0.121
Measured St.Dev. [°C] 0.355 0.355 0.355 0.447 0.447

The behaviour of the state estimation algorithmrfegasurement and communication
failure was studied at location MS 2 by introducagariable percentage of missing data into
the input parameters of MS 1, 3, 4 and 5. Figursl88vs changes in estimation average error
and estimation standard deviation for differentcpatages of missing data. The meaningful
observation occurs when 1% or more of the dataissing. Considering the average error in
the region of 1% to 5% of data missing, the estiomaaverage error increases linearly from
2.6°C to 5.4°C. Considering the standard deviatiadhe region of 1% to 5% of data missing,
a similar linear behaviour is displayed and thendséad deviation of conductor temperature

estimates increases from 0.12 °C to 0.14 °C.
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6.4 Discussion

Considering that, at present, distribution netwoplerators have limited knowledge of
the actual operating temperatures of overhead onesluctors, the results presented in this
thesis are very encouraging and demonstrate thenialt for the adoption of sophisticated
state estimation algorithms in future network opera In order to reduce the risk of a
localised hotspot, when making an assessment ofdalktime thermal rating for a long
overhead line circuit, the overhead line can bédéi into sections to represent the variation
of external parameters such as line orientaticspdmroughness.

The section of overhead line with the lowest ratiagresents the weakest point of the
overhead line system and therefore this lowestgatan be adopted as the real-time rating for
the entire overhead line. The simulation resulored in Section 6.3 confirms that the
thermal state estimation algorithm developed i€ ablestimate conductor temperature, and
therefore line rating, with a good degree of accyur&onsidering that typical overhead line
design operating temperature in UK ranges from 5@°¢5°C, the maximum average error
measured (-2.2°C) represents maximum average afoess4% and -2.9% for the respective
conductor operating temperatures.

Furthermore, the extensive tests carried out omligparithm allow sources of error to be
identified. In light of this, the following suggésihs for estimation error reduction are made.
Regarding environmental conditions, the interpolatmethod used has proven efficient for
air temperature estimation. However, it was legeassful in estimating wind speed and wind
direction in all operating conditions. A more aaer estimation of the soil roughness
parameters used in Equation 55 (they have beemadsti observing satellite images) and a

more complex wind flow modelling algorithm with cpuoitational fluid dynamics is likely to
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increase the accuracy of environmental conditicimmesions. Commercial or open source
software packages such as the ones used for winddasign could easily be integrated in
the algorithm, although this solution would be manputationally intensive. Since this
state estimation algorithm was developed to infamonline control algorithm for the power
output of distributed generation, computationaiceghcy was one of the main priorities.
Regarding solar radiation estimation, the modeppsed does not consider the effect of
cloud coverage or local environmental factors saglheflection from surfaces in proximity to
the meteorological station. Regarding conductor penature, a correct measurement of
conductor parameters and in particular of conduasistance and line direction, would help
to increase the accuracy of the model. Work is orggat Durham University for improving
the quality of the estimation produced by the thdrstate estimation algorithm in light of

these findings.

6.5 Conclusion

The real-time rating estimation algorithm develoged the project “active network
management based on components thermal propenssextensively tested with field data
in order to assess its performance in terms of racgy precision, computational-time and
behaviour toward measurement and communicatioar&ill his was considered an important
step in anticipation of the open and closed lodgistrexpected to conclude the project in
2010. A methodology for quantifying the qualitatiparameters describing the performance
of the algorithm was developed and described inti@e®.1. Environmental conditions
recorded in five points on the test network whéeedctive network management system will

be deployed were used for the validation, alondhwaerhead line conductor temperature
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measured at the same points. The time series osed a period of 71 days, from 07/12/2008
to 18/02/2009. Unfortunately, the data sets usedmdit included measurement of power
transformers hot spot temperature and load, or mnedf buried electric cable temperature
along with surrounding soil temperature and therrasistivity. This prevented testing of the
rating estimation performance for these other fumelstal components of the electric
network. An average error of —2.2°C, -1.9°C, -1.2°€.9°C, and 1.4 °C was measured for
the estimation of conductor temperature in the fa@ations when comparing estimates to
measured results. The main source of error wasbascto the physical models used for
describing overhead line conductor thermal behayimouparticular the use of a steady state
model. Uncertainty in weather stations installatioformation and on estimated values for
parameters such as ground roughness were alsafietbrds potential sources of error.

Finally, suggestions on possible future developntéat could lead to improvements in

algorithm performance were given, identifying fuatlesearch areas.
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Chapter 7 Real-time rating impact

guantification

The aim of this study is to provide quantitativelenation of real-time rating potential.
Simulations were carried out calculating, for eambmponent location, environmental
condition values, as described in Section 3.2. @hedues were then used for calculating
component real-time ratings using the models desdrin Section 3.1. Results were analysed
to investigate the influence of environmental ctéinds on overhead lines, electric cables and
power transformer ratings. Simulation results waralysed in three different ways: (i)
comparing the rating cumulative probabilities offetent component types against one
another within the same network and environmentalditions, (i) comparing the GWh
headroom of four different overhead line types satgd to four different UK climates and
(iif) assessing the increased energy throughput il that may be accommodated by using

real-time ratings, as opposed to seasonal ratiogs, single overhead line.
7.1 Datasets

MetOffice datasets were used, referring to foutishiairports: Bishopton (Glasgow),

Valley (Anglesey), Woodford (Manchester) and Heathr(London). The data comprised
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hourly averages of wind speed, wind direction, teimperature, solar radiation and soil
temperature throughout the calendar year 2005.

In Figure 40 it is possible to observe the différgie characteristics for the wind speed:
Valley, on the west coast of Wales, is the windasta with the highest maximum wind speed
values and a probability distribution (PD) with tlogvest peak. Heathrow, which is located in
an urban environment, has wind speeds that araaBnewer and more concentrated in the
range between 2-7 m/s. As seen in Figure 41, aipéeature appears to be the least variable
parameter. Different sites may be differentiatecalsgrage temperature values. In Figure 42,
the behaviour of the soil temperature is illusiaté/hereas the air temperature shows a
variation with one peak across the year, soil taatpee appears to vary with multiple peaks.
Regarding wind direction, the presence of prevalents from the West and the North-West
in the range 180360° was noted for all areas. Some areas also exhilsitedspecific
prevalent wind directions, for example from the ®eWest in Woodford and from North-
North-West in Bishopton. Regarding solar radiating, significant differences between the

four sites were found.
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Figure 40: Wind speed probability distribution
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Figure 42: Soil temperature probability distribution

In order to simulate in a rigorous manner the ieffice of environmental conditions on
power system ratings, three network models wergtadarom the United Kingdom Generic
Distribution Systems (UKGDSs) (143), each of whmintain the three component types
considered in this thesis. Moreover, a portion bé tScottishPower EnergyNetworks

distribution network was included in simulations, this will be instrumented in the near
145



future for real-time rating validation purposes.ltdge levels in the four networks studied
vary from 6.6kV to 132kV. The ScottishPower EnergyiMorks Site network is shown in
Figure 43 and has a meshed topology, with a preealef Lynx 175mrhoverhead lines.

The network also has eleven electric cable circoitd50mni at the 33kV level and
thirteen power transformers rated at 45MVA, 60M\VBYMVA and 240MVA. UKGDS A,
shown in Figure 44, has six overhead line circuiith Zebra and Lynx conductors rated at
50°C, 65°C and 75C, twelve electric cables circuits with 150feamd 240mrh conductors,
and sixteen transformers with ratings from 14MVA@DOMVA. UKGDS B, shown in Figure
45, consists of six overhead lines with Zebra ayaixLconductors, eight electric cable circuits
with 150 mnf conductors and thirteen power transformers, witmgs from of 21MVA and
500MVA. UKGDS C, shown in Figure 46, is charactedzy a prevalence of electric cable
circuits and power transformers. It comprises twerbead lines with Zebra conductors,
twelve electric cable circuits with 150mMnand 240mrh conductors and eighteen power
transformers with ratings from 14MVA to 500MVA. Eleical parameters for modelling the
UKGDSs may be found in (143) and technical chareties for the overhead lines may be

found in (121).
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Figure 43: Site trial
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Finally, a summary of the components present ih @atwork is provided in Table 15.

Table 15: Network components

Network Component Number of
components
SITE Overhead line (Lynx 50) 11
SITE Electric cable (150mfh 11
SITE Power transformer (OFAF 240)
SITE Power transformer (ONAN 45)
SITE Power transformer (ONAN 60)
SITE Power transformer (ONAN 90)

UKGDS_A  Overhead line (Lynx 50)
UKGDS A  Overhead line (Lynx 65)
UKGDS_A  Overhead line (Zebra 75)
UKGDS_A  Electric cable (150mfh
UKGDS_A  Electric cable (240mfh
UKGDS_A  Power transformer (ODAF 500)
UKGDS_ A  Power transformer (ONAN 23)
UKGDS_A  Power transformer (ONAN 60)
UKGDS A  Power transformer (ONAN 90)
UKGDS A  Power transformer (ONAN 14)
UKGDS B  Overhead line (Lynx 65)
UKGDS B  Overhead line (Zebra 75)
UKGDS_B  Electric cable (150nfh
UKGDS_B  Electric cable (240nfn
UKGDS B  Power transformer (ODAF 500)
UKGDS B  Power transformer (ONAN 100)
UKGDS B  Power transformer (ONAN 21)
UKGDS B  Power transformer (ONAN 23)
UKGDS B  Power transformer (ONAN 45)
UKGDS B  Power transformer (ONAN 90)
UKGDS C  Overhead line (Zebra 50)
UKGDS_C  Electric cable (150nfin
UKGDS_C  Electric cable (240nfin
UKGDS _C  Power transformer (ODAF 500)
UKGDS _C  Power transformer (ONAN 60)
UKGDS C  Power transformer (ONAN 14)
UKGDS _C  Power transformer (ONAN 23)
UKGDS C  Power transformer (ONAN 60)
UKGDS _C  Power transformer (ONAN 14)
UKGDS C  Power transformer (ONAN 23)
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7.2 Results

In order to quantify the influence of environmertahditions on power system ratings,
simulations were carried out on the networks dbsdrin Section 7.1 subjected to a range of
UK climatic conditions. For each scenario, the miaim, maximum and average rating values
together with additional potential annual energptighput (in GWh) were calculated and the
results are tabulated in Table 16. This data maguinemarised as follows: The average rating
of overhead lines ranged from 1.70 to 2.53 times shatic rating with minimum and
maximum ratings of 0.81 and 4.23 respectively. &herage rating of electric cables ranged
from 1.00 to 1.06 times the static rating with moim and maximum ratings of 0.88 and 1.23
respectively. The average rating of power transéwsnranged from 1.06 to 1.10 times the

static rating with minimum and maximum ratings d@@and 1.22 respectively.

Table 16: Simulation results, component ratings andheoretical headroom

St:_:ltic RTR Av RTR RTR RTR
Component rating [MVA] ’ Min. Max. Headroom

[MVA] [MVA] [MVA] [GWhlyear]
Overhead line (Lynx 50) 89 213 84 419 988.48
Overhead line (Lynx 65) 108 220 94 390 898.94
Overhead line (Zebra 50) 154 328 125 595 1359.66
Overhead line (Zebra 75) 206 402 178 731 1576.20
Electric cable (150mf) 21 21 18 25 2.94
Electric cable (240mM) 30 32 27 37 13.33
Power transformer (ODAF 500) 500 532 469 580 282.41
Power transformer (OFAF 240) 240 258 223 284 154.75
Power transformer (ONAN 100) 100 108 92 120 70.80
Power transformer (ONAN 90) 90 97 83 108 63.72
Power transformer (ONAN 60) 60 65 55 72 42.48
Power transformer (ONAN 45) 45 49 41 54 31.87
Power transformer (ONAN 23) 23 25 21 28 16.28
Power transformer (ONAN 21) 21 23 19 25 14.87
Power transformer (ONAN 14) 14 15 13 17 10.80
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7.2.1 Rating comparison of different component types

In Table 17, the simulation results for the Sitéwwek exposed to the Valley climatic
scenario are given. For each component type, tege, minimum and maximum real-time
rating is given, and the additional headroom thizakly obtainable with real-time ratings (as
opposed to seasonal ratings) is quantified. Thetiaddl headroom was calculated by
summing the difference between the real-time raéind the seasonal ratings across the year

in hourly intervals.

Table 17: Simulation results for SITE network compments exposed to the Valley climatic scenario

Static RTR RTR rRTR  Additional
i . RTR

Component rating Average Min Max headroom

[MVA] [MVA] [MVA] [MVA] [GWhiyear]
Electric cable (150mm 21 21 19 23 1.83
Power transformer (ONAN 45) 45 48 44 52 30.7
Power transformer (OFAN 240) 240 257 235 276 149.1
Overhead line (Lynx 50) 89 253 107 419 1342

For overhead lines, the seasonal ratings repontéti2il) were used for this calculation.
In Figure 47, the rating cumulative probabilities the four components described in Table
17 are shown. Real-time ratings have been nornthlimeng the static component rating.
From inspection of Figure 47 it is evident that tv&ad lines show the greatest potential for
rating exploitation. As seen in Table 16, electable and power transformer ratings have a
limited variability. This is because soil temperatu soil thermal resistivity and air
temperature are much less variable than wind sl direction and it is these latter
parameters that greatly influence the rating ofrloead lines. By representing component
ratings as cumulative probabilities, the potent@inparison with power transfer duty (PTD)

curves is facilitated. Moreover, distribution netwoperators are able to specify a probability
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with which they are comfortable to operate a paticcomponent and an assessment of the

corresponding rating may be made.
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Figure 47: Rating cumulative probability for SITE network components exposed to the Valley climatic
scenario

151



1.2 ~

=
=
1

RTR : Static rating .

[N

—&— 150mm*;
—— |[EC ON 45
—>— |EC OF 240

09 ¢ . . . . .
0.00 0.20 0.40 0.60 0.80 1.00
Cumulative probability

Figure 48: Magnified rating cumulative probability for SITE network components exposed to the Valley
climatic scenario

7.2.2 Rating comparison of overhead line types

It was shown in Section 7.2.1 that overhead lindshit the greatest potential for real-
time rating exploitation. Therefore, in Figure 4@ taverage headroom for different overhead
line types, exposed to different climatic scengrisscompared. For each case, the average
headroom is given along with the minimum and maximheadroom. Headroom variations
exist since differences in component orientation @omponent location result in rating
variations. Variation bars are representative efpbssible headroom ranges simulated. The
size of the variation band is determined by the Ibemof components existing within each

case study network. A large variation band reprssaifrequently occurring component.
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By inspecting the position of the lower variatioani, it is evident that the additional
headroom is greater for conductors with a greatdral static rating, and this effect is
accentuated by conductor rated temperature. THi®éause the conductor temperature rise
above ambient temperature multiplies the heat exga&oefficient as seen in Equation (6).
Regarding the influence of the climates, Valley ibikh the highest average wind speed
values and Bishopton the lowest average tempesmfseseen in Figure 40 and Figure 41.
Since overhead line ratings are more sensitiveinol wpeed than air temperature, the climate
of Valley leads to the greatest overhead line potsemsfer headroom. Clearly, from this
evidence the value of adopting a real-time ratigygtesn is dependent on geographical

location.
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Figure 49: Influence of different UK climates on oerhead lines power transfer headroom

Therefore, any utility interested in deploying alreme rating system should conduct a
site specific study to assess the value of read-tiatings as the output varies according to
climate, and therefore the economic value is dffier Furthermore, the quantification

assessment presented in Section 7.2 allows a c@tiser approach to be adopted in
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developing real-time rating systems since an iroresiay choose to utilise the rating seen at

the bottom of the variation band.

7.2.3 Power transfer accommodation assessment

This section presents a methodology for quantifyiing practically exploitable
headroom for the specific case of a 132kV Lynx bead line conductor with a maximum
operating temperature of 8D subjected to the Valley climate in the Site nekwdlhis
location was selected since it is an area attrad¢tvyprospective wind farm development. The
practically exploitable headroom was quantifiedf@kws: Meteorological wind data from
the Valley site was used together with the GE 3.6MMiId turbine power curve (144) to
assess the power generated throughout the yeatramsferred through the overhead line
conductor.

Clearly, the exposure of the overhead line conduct@nvironmental conditions varies
as a function of line orientation and ground rougg® Therefore when making an assessment
of the real-time thermal rating, the overhead hves divided into sections to represent the
variation in these parameters. The section of maaiHine with the lowest rating represents
the weakest point of the overhead line system hacefore this lowest rating was adopted as
the real-time rating for the entire overhead liBg.comparing the power transfer across the
year with the overhead line rating, for both seats@md real-time rating regimes, the wind
farm installed capacity was sized to correspond tme cumulative overload probability of

Y1000 (8.76 hours/annum).
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Results are summarized in Figure 50, where the fgw-time rating cumulative
probability, along with the inverse cumulative pabbity for two different power transfer
duties, seasonal and switchgear ratings are regiggselhe cumulative probability curve (the
real-time rating distribution) may be interpreteyg $electing an acceptable probability at
which the component may be operated, for exampl€1®%). This corresponds to a rating of
149 MVA. Therefore there is the probability of 1G%at during the course of the year the
rating is less than or equal to 149 MVA (converdélre is a 90% probability that the rating
is greater than 149 MVA). Similarly, the inversenulative probability (curves 1 and 2) may
be interpreted by selecting a power transfer datye;, for example 76 MVA on the power
transfer duty 2 curve. This corresponds to a pritibalof 10%. Therefore, there is a
probability of 10% that during the course of tharypower transfer duty 2 is greater than or
equal to 76 MVA (conversely there is a 90% probgbthat the power transfer duty is less
than 76 MVA).

For the seasonal rating regime an installed capatiB9 MW (25 turbines) could be
accommodated and an annual energy yield from thd fairm of 245 GWh could be attained.
For the real-time rating regime, an installed cagacf 137 MW (38 turbines) could be
accommodated and an annual energy yield from thd feirm of 377 GWh could be attained.
This represents an increase in installed capacity annual energy yield of 54% which is
specific to the weather data used, the type of gctod, the risk at which the distribution
network operator is prepared to operate the asgktlee type of turbine selected. An annual
energy yield increase of 54% would significanthhance the revenue stream of a wind farm
developer, demonstrating the value of a real-tiatmg approach. However, this is only 10%
of the theoretical average additional headroom tfes type of overhead line conductor

exposed to the Valley climate, as seen in Figure 49
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Installing a larger capacity of distributed geniemattogether with the adoption of an
online power output controller (145) could allowgeeater percentage of the theoretical
average additional headroom to be realised whilhtaining an acceptable level of risk to
the distribution network operator. An estimationtloé losses associated with the two PTD
curves was carried out in the following way: Frame taverage environmental conditions at
the Valley site and from the average value of tbevgr transfer, the average conductor
temperature was calculated. From this, the avetagductor resistance was calculated and,
using the hourly values of the power transfer,asvwossible to obtain the losses arising from
Joule effect for the whole year. Loss values o2%land 0.19% of the entire annual energy

throughput were obtained for PTD 1 and PTD 2 retsypely.

500 -
450 -
— Real-time Rating
<>i 400 -
s | PTD1
3 3501 —PTD2
[} .
E 300 wm?er
= spring/autumn
]
g 250 - summer
= switchgear
T 200 g
©
o
£ 150 -
g
1004 S~
50 CTTtee—. .. T
0 T T T T \A—‘;Aﬂwf“f‘ T T

0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00

Cumulative probability

Figure 50: Cumulative probability comparison for aLynx conductor in the Valley scenario
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7.2.4 Impact of different control strategies

This last case was analysed in greater detailderdio assess the economical advantage
of the implementation of a real-time rating-baséstributed generation control respect of a
static-rating-based distributed generation contmotraditional network reinforcement. This
was done in a joint research with S. C. E. Jupepther PhD student in Durham working on
the same projects, and these results have beershpedblin (145). The simulation results
presented in this section considers a 150 MW offrestwind farm connected to the 7 km
overhead line described above in order to creaentitessity of a constraint. A degree of
conservatism was added considering daily minimumga instead of the hourly ratings used
for the study in Section 7.2.3. The other casesidened were: the use of the minimum static
seasonal rating (89 MVA) of the existing line thgbuhe year, the use of continuous seasonal
ratings on the existing line (89, 103 and 111 MWk summer, spring/autumn and winter
respectively), and the construction of a new linnvan UPAS conductor (summer rating 176
MVA).
The five solutions for controlling the distributggneration output considered in this
analysis are:
1) Tripping based on static yearly rating
2) Tripping based on static seasonal ratings
3) Control based on static seasonal ratings and leathdd
4) Control based on real-time ratings and load demand
5) Network reinforcement for unconstrained connection
The tripping solution implemented in the cases #l @i consists of reducing the

distributed generator output to a value correspanth the rating of the line (static yearly or
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seasonal) plus the base load of an eventual loedl [This solution, particularly simple, does
not require excessive measurement or communicatfaastructure and the cost of the local
relay necessary to carry out the operation is esdich at £10k. The control solution,
implemented in the cases 3 and 4, consists of @nstg the distributed generator with a
more complex system taking into account real-tiowml demand and, respectively in case 3
and 4, static seasonal or real-time rating, appnaid here with the daily minimum. The
estimated cost for the monitoring and regulationiggent used in case 3 is estimated at
£50k, and the cost of the demand-following disti@ougenerator output control based on real-
time ratings is estimated at £100k. Finally, theecaf network reinforcement able to remove
any thermal constraints to the generator is siredlatith the construction of a new overhead
line equipped with 300mMUPAS conductors with a maximum operating tempeeatf
75°C and with a minimum summer rating of 176 MVAelcost of this reinforcement is
estimated at £2M.

The annual energy yield at the DG connection buslzar calculated for each solution,
by integrating the real power output of the DG sebecross the year in 30 minute intervals.
The per unit electrical losses®Rl) resulting from each solution implementation were
calculated using the current flowing in the overhéae with per unit resistances of 0.0070
and 0.0041 for the ‘Lynx’ and ‘UPAS’ conductors pestively. These were then summated
across the year on a half-hourly basis to prodaoei@ energy loss figures. For each solution
the net annual revenue was calculated by multiglyihe annual energy yield at the
distributed generator connection bus by £101.43/M@$2.15/MWh wholesale electricity
price (146) + £49.28/MWh ‘Renewables Obligation t@ieate’ sale price (147)) and making
an adjustment for the cost of the losses incurgettansferring this energy to the slack busbar

(calculated as the annual energy losses multipljeithe wholesale electricity price).

158



The basic tripping scheme based on summer statitgsa(Case 1) was taken as the
datum solution with a capital cost of £10k and aehual revenue of £42.35M (based an
energy yield at the DG connection busbar of 418.17GMId 1.3 MWh lost through power
transfer to the slack bus). The estimated margionats (due to additional network costs),
predicted marginal revenues (due to additional ggngreld) and marginal losses (resulting
from electrical power transfer to the slack buséad changes in electrical resistance of the
line) were compared to this solution. This allovetlasic Net Present Value comparison of
the alternative solutions, based on their relatiagginal costs and marginal revenues. A 10%
discount rate and 20 year economic life was assyfR).

The capital cost of the wind farm itself was netgecas this would be constant across
each solution. Furthermore, because the wind faroomnected at via a single overhead line,
any faults or scheduled maintenance on this linkecause it to shut down. Since such events
have an equal constraint on the energy yield oh eatution this effect was neglected. All
the costs within the financial evaluations areneates of equipment costs, based on the most
appropriate data available at the time of considara

The results from the quantification methodology summarised in Table 18.

Table 18: Quantification methodology results

Solution 1 2 3 4 5
Marginal Cost [£k] 0 0 40 90 1990
Marginal Annual Energy
Yield [%] 0 4.93 5.24 10.75 10.76
Marginal Annual Energy
Losses [%] 0 18.41 18.99 43.39 -16.31
Marginal Net Annual
Revenue [EM] 0 2.08 2.21 4.53 4.58
Marginal 20 Year NPV

0 17.71 18.76  38.46  36.97

at 10% dcf [EM]
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For this case study, it appears that controlling @®out to follow load demand based
on a single summer static rating (Case 3) yield=atgr revenue for the developer than
switching ratings on a seasonal basis and trippiGgas a result (Case 2). DG tripping based
on seasonal thermal ratings (Case 2) requires erlontial investment, however, the risk on
the part of the DNO is greater if seasonal ratagsutilised. This is due to the possibility of
an anomalous hot day occurring when ratings haee belaxed. This risk may be mitigated
by investment in a dynamic thermal ratings systenprovide accurate knowledge of the
current thermal status of the network.

Economically, the most attractive solution to theveloper is the CCM based on
component dynamic thermal ratings and load dem@ad€ 4). The annual revenue of the
project is increased by £4.53M and shows the highnesginal net present value at £38.46M.
For this case study, this solution appears to beenwitractive than the alternative
reinforcement option (Case 5). This provides aooustrained energy yield (and hence
maximum annual revenue) but would require an exapital investment of £1.99M to
upgrade the overhead line. Network reinforcemerds@C5) would reduce network losses
relative to the other solutions since the largarssfsectional area of the conductor would
reduce the electrical resistance to power flow. Elsv, despite increasing electrical losses
through implementing the constrained connectionagament solution described in case 4,
the cost of capital for the DG developer is liketymake the active management solutions,

with lower upfront costs, a more attractive invesiitn
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7.3 Conclusion

In this study, it was found that overhead linesileixlthe greatest potential real-time
rating exploitation since they exhibit the greatasing variability. Furthermore, it was found
that power transformers and electric cables hdwevar real-time rating exploitation potential
relative to overhead lines. The analysis showed the average rating of overhead lines,
electric cables and power transformers ranged ftof@ to 2.53, 1.00 to 1.06 and 1.06 to 1.10
times the static rating, respectively. The valueadbpting a real-time rating system is
dependent on geographical location, with the aweragngs for the networks exposed to the
climate of Valley and Glasgow exceeding the averagj@g of the networks exposed to the
climates of Woodford and Heathrow. Therefore, atiljtyinterested in deploying a real-time
rating system should conduct a site specific stiodgissess the value of real-time ratings as
the output varies according to climate, and theesfbe economic value is different.

The increase in power transfer from DG that cowddabbcommodated through a real-
time thermal rating system implementation was itigaged. For a Lynx overhead line
conductor with a maximum operating temperature G3€C5it was found that a GWh energy
throughput increase of 54% could be accommodatedpeyating the line with a real-time
rating regime as opposed to a seasonal rating eegimwas also demonstrated that a
constrained connection manager informed by dynaimeemal ratings was the most cost
effective solution for facilitating wind generaticaccess to the case study network when
compared to alternative solutions. In particulavats found that in the case considered, a real-
time rating system would allow a power transfer pamable with the one of a new line with a
rating equal or greater than the wind farm capabity with a front investment twenty times

smaller.
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Chapter 8 Discussion

This work describes the real-time thermal statémedion system for power system
components of the distribution network realisedatham University. This was developed
within the framework of the project “Active netwonkanagement based on component
thermal properties”, partially funded by the Depeseht for Business Innovation and Skills
and involving Durham University, ScottishPower Ejyetworks, AREVA-T&D, PB Power
and Imass.

The system is developed for estimating, in reaktinthe rating of overhead line
conductors, electric cables and power transfornoges a wide geographical area from a
minimum number of meteorological stations locatadthe same geographical area. The
system automatically identifies thermal bottlene@tsd for each circuit in the network
provides a real-time rating based on the ratindgsahost vulnerable component. Furthermore,
the algorithm follows a probabilistic approach ating calculation, integrating environmental
condition variability and measurement uncertaintyorder to provide a range of ratings
characterised by their own probability. This allowse distribution network operator to
operate the network at a selected risk level amulodeice in real-time the probabilistic
approach already used for power system compontaiis seasonal rating. The description of
the real-time rating algorithm is followed by a qtiication of the potential advantages
arising from the installation of a real-time ratisgstem on a portion of distribution network.

This helped to quantify the potential exploitabéatroom of each power system component
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type and to quantify the actual extra amount of @othiat it could be possible to transfer on
an overhead line connecting a wind farm. The wdsk presents a validation of the algorithm
developed and of the models used for environmeaotaiditions interpolation and for

component rating against field data.

8.1 Real-time rating system

8.1.1 Modelling

Component thermal models widely used both in imguahd in academia have been
used for describing power system components thebmlahviour. Behind this choice, there
was the desire of building the rest of the researtisolid bases, building confidence on the
suitability of the system developed in this reskafor field tests and facilitating the
development of commercial applications.

The model used for overhead lines conductor rasngased on the IEC standard (21)
for overhead conductors rating, enriched by thedwdirection correction proposed by the
CIGRE Working Group 12 (22). The flexible algorithstructure, allows manufacturers to
apply the rating model preferred by each particalestomer or even to implement their own
model. Between the three models considered, theREI&odel is more detailed but it was
discarded because of the greater number of paresmeteessary, while the IEEE (20) model
was not used because UK overhead lines ratingsisdoan the IEC method. Also for electric
cables, available industrial standards were usédh©two considered rating methods, the
IEC (46) and the ENA (47) one, the second was c¢hémea practical implementation in the
code. The IEC standard requires an excessive nuafbsable construction parameters that
were difficult to identify for the old componentsually installed on the UK distribution

network. Therefore the less detailed method basethlbulated rating values and tabulated
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correction coefficients for the different environmi& conditions described in (47) was
preferred. The procedure of comparing differenhdséad models for component rating and
then selecting the most suitable was followed &s@ower transformers. The three models
considered were the IEC loading guide (71), theBHBRading guide (72) and the ENA
loading guide (125). Very little difference existstween these three documents and the IEC
method was chosen also in this case becauseusdeatfor transformer rating in the UK and in
the network used for validation.

Regarding environmental conditions modelling thare no standard methods already
used by the electric transmission and distribuimatustry that could be easily applied in this
project. Furthermore, the complexity of the physiphenomena behind environmental
conditions variation is often very complex, nonin@and chaotic, requiring often considerable
computational resources. Considering these twot@nss, but also the fact that currently
any method is officially used for environmental ddion calculation for conductor rating
calculation in the electricity distribution indugtrthe following approach was adopted. The
value of each parameter is interpolated in eachpom@nt location from the values measured
in meteorological stations of known location andrections, which consider aspects of the
natural phenomenon described, are applied whersijes Wind speed and directions are
strictly correlated parameters since they are udesedlescribing the air flow and for this
reason they are interpolated separately in therighhgo. Wind speed interpolation is corrected
for taking into account the effect of soil surfaceighness, both on wind speed measurement
at the meteorological stations and in each conddotation. This adds a possible source of
error in the estimation of soil surface roughnemsameters, but it is expected that this error is
limited in comparison with the error of the simpigerpolation. Wind direction is simply

interpolated and it was explained in Section 3.& tize error generated by the algorithm for
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particular sets of data has a reduced effect odwainr temperature calculation and hence on
conductor rating calculation. An alternative sajatiwvould have been to convert the wind
description given in polar coordinates (wind spewdl wind direction) to a Cartesian
coordinates (latitudinal and longitudinal wind sgeeThese values would then have been
interpolated for calculating again in each condutdoation the absolute value of wind speed
and the angle relative to the conductor. This waisdone in order not to influence wind
direction calculation with the potential error geated by wrong soil surface roughness
coefficient estimation.

Air temperature and solar radiation calculations based on simple inverse distance
interpolation without additional correction. Thepmptunity of introducing altitude correction
for air temperature was considered but a praciicgllementation in the algorithm was
discarded. The presence of little altitude excursio the test area would not have made a
rigorous test possible, and the correction couldehaecome an additional non-measurable
source of error. For the same reason the solaanmeadiis simply interpolated and no
additional correction for local factors that coybdtentially modify readings value were
implemented in the algorithm. Furthermore, air tenapure is dependent also on wind
direction, since winds from different directions wl@ bring in an area air from areas with
potentially different environmental conditions. Anample could be a costal area, where a
change in wind direction could expose the netwarkair from the sea, with different a
different temperature from the air from the mainlanother example could be that in
general in the UK southern winds tend to be warim@&n northern winds.

Regarding soil environmental conditions, influercelectric cables rating, additional
calculations where necessary in order to calcutaenecessary parameters values. Initially

only soil temperature readings at 5cms of depthramdoil thermal resistivity readings were
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available. Therefore, a complex soil dynamic models developed for calculating soil

temperature at electric cables burial depth andtlsermal resistivity from rainfall readings.

Later, the test site was instrumented with a sailstare sensor (linearly dependent with soil
thermal resistivity) and a soil temperature senptaiced at cables burial depth. The
interpolation of these values is expected to predacreduced error with respect to the
dynamic soil behaviour model developed in the fatt of the project.

In conclusion, it is necessary to highlight thaesth models have been developed and
tested considering a network area of a typicali®ritural network supplied by a substation.
This was estimated in an average of 406, kmughly equivalent to a square with an edge of
20 km. The flexible structure of the algorithm msakeossible to increase the number of
meteorological stations, both to increase the derefi measurement on the area, and to
increase the area observed. Therefore it would &8y €0 increase the scale of the are
monitored, although it is reasonable to expect thiatonsiderably larger areas more refined

meteorological models would be necessary.

8.1.2 Thermal state estimation

In order to make an appropriate use of the modessribed in Chapter 3, a suitable
estimation technique was studied. The developmeancestimation technique for the real-
time rating of power system components is a cormsepi of the interest in developing a
system able to deal with input uncertainty and mesament and communication failures, with
the ability of estimating the thermal state of alevinetwork area. A first analysis of the
problem shows that the considerable number of neati relations between the different
parameters which influence power system componatihgs, suggests that traditional
estimation techniques based on linear algebra woatithave been suitable for this problem.
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After a comparison of estimation techniques presfiputested for power system
components thermal rating, the Monte Carlo methed W#nally selected and appropriate
methodologies were defined for each part of thehotkt The Monte Carlo method is a
methodology with a series of steps, but differgograaches and techniques can be adopted at
each step and for linking the different passagesimgle probability density function, the
Beta distribution, was used for describing the piolity density of all of the variable
parameters of the problem. This decision was takemder to reduce the complication of the
algorithm in provision of its use by third partyvééopers.

Attention was given also to the selection of aahlé variate generation method, in
order to have precise and fast sampling of diffeqggrameters probability distributions.
Finally, the inverse transform method was seledirding the development of the research,
possible improvements were identified and Secti@gnd&scribe the ones that have not been
implemented because they would have required aaditistudies or because their possible

positive outcomes where not clearly defined.

8.1.3 Software design and development

In order to produce real-time rating estimation fbe power system components
comprised in a wide network area, an algorithmgragng static and dynamically updated
databases and the models described in Chapter € deseloped. The development process
started with the definition of fundamental requiests of the algorithm, along with the
definition of the expected output and the availahfguts. The algorithm for power system
component real-time rating was written in the laaggi VB.Net and is composed by: a web

service, the actual code and three databases.
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The web service acts as an interface with othegraros. The code is written according
to the object oriented programming paradigm andddiV into six classes describing the
methods and the data structure of the problem. ddiabases are used for storing static
information, such as network components and getigabrelated data, and dynamic data,
such as real-time environment conditions readihgsal algorithm requirements have been
satisfied, a simplified version of the algorithminstalled in two relays in the test network,
where open and closed loop tests must be carriecard the whole algorithm is being
implemented in commercial products by AREVA, a aotism partner. A critical part of the
development was represented by the necessity oficgrout the rating estimation in a period
of time compatible with the exigencies of the aetidistributed generator power output
controller.

The controller calculates distributed generators m@nts with a frequency of 30
minutes, therefore the estimation time should Hasen a fraction of this time. Currently, as
shown in 6.3, the estimation time for a single comgnt is in the range of 2.3 seconds, a
period that would allow the rating of a circuit neaof 10 components in less than 30 seconds,
and the rating of the 10 most thermally vulnerabtenponents in less than 3 minutes.
Therefore the computational-time satisfy the ihitiaquirements. This performance was
obtained thanks to the general structure of therdhgn, the optimization of the code in
particularly critical functions and to the choicetlee precision accepted for the Monte Carlo
simulation.

This last parameter can be customised, and indudpplications of the code it will be
possible to increase estimation precision at theeese of computational-time or vice versa.
In order to assure the possibility of improving ateleloping additional applications based

on the code, the algorithm was written followingclaar object oriented approach, with a
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dynamic structure of the algorithm, made of diffeérinctions calling each other. This allows
improvements to be made in single parts of the cattbout influencing other parts. Finally,
in order to allow third party applications to uke tlgorithm, a web service was developed to
act as an interface. Web services are designedpjoost interoperable machine-to-machine
interaction over a network. During the developmagit the code, several possible

improvements were identified. They are reporte8eaction 8.5.

8.1.4 Validation and impact quantification

The validation, described in Chapter 5 was onlyiedrout on overhead line conductors
because of the lack of available data for eleatalbles and power transformer temperatures.
Furthermore, because of the impossibility to meadhe conductor rating directly for a
particular conductor maximum operating temperatilne component thermal model was used
for calculating the conductor temperature corredpan to the measured current. The
comparison showed good agreement between calculabeld measured overhead line
conductor temperatures, with an average errorHerfive points considered from 0°C to -
2.4°C and an error standard deviation from 0.9°Q.65C, over a period of 71 days. This
error value is considered encouraging and it ieetqul that a revision of the thermal model
used, especially regarding the values of constases for heat exchange calculation, would
improve these values considerably.

The validation described in Chapter 5 was carried for the four atmospheric
environmental condition considered: wind speed,dwdlirection, air temperature and solar
radiation. Soil parameters such as soil temperandesoil thermal resistance have not been
validated because the network area was not instrtedevith sensors for these environmental

conditions.
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Regarding wind speed calculation, the comparisdawd®n measured values in each
meteorological station location with wind speedcuatdted with the interpolation of wind
speed measurements from the other four meteoralogtations presents an average error
range between -0.8 m/s and 1.8 m/s and the avetagdard deviation ranges from 0.9 m/s to
1.5 m/s. These values are considered satisfactorthé use in the real-time rating system
developed, although an improved airflow model andbetter knowledge of local
environmental conditions, such as surface soil moegs, are expected to reduce the
calculation error. Regarding wind direction, thengarison between calculated and measured
data presents good agreement. As explained indBe8tR, the algorithm used produces a
result shift of about 180° in correspondence olitnyalues corresponding to winds from the
north. Although this is reflected in the considéeabominal average errors, which ranges
from -23° to 12° and in the considerable averager etandard deviation, which ranges from
39° to 54°, its influence in conductor temperatesgmation is considerably smaller.

Conductor temperature is influenced by wind-conducelative angle and not by the
absolute wind direction, and this parameter hasra@ of 180°. Regarding air temperature,
the comparison between measured and calculate@ssatuthe five meteorological stations
presents an average error ranging from -0.3°C @8Q.with an average error standard
deviation ranging from 1.4°C to 2.0°C. These valaes considered satisfying and it is not
expected to considerably reduce these error vahidsout considerably increasing the
number of meteorological stations. Finally, regagdsolar radiation, the validation of the
inverse distance interpolation technique calcutatisith measured data presents mixed
results. The average error ranges from -11¥Mo20W/nf, with an error standard deviation,
which ranges from 27W/Mmto 44Wi/nf. These errors are presumably caused by local

conditions, such as shading or reflection from ll#&faces not taken into account in the
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model. In particular since the meteorological stati used for validation were mounted on
overhead line towers, if they are not facing thatlsat is probable that the solar radiation
sensor is shaded for part of the day, alteringhis tvay both the initial data used for
simulation and the readings used for comparison.

The validation presented in Chapter 5 represergsaatification of the ability of the
real-time state estimation algorithm to produceusate, precise, reliable and fast component
rating estimations. As for the component modeldadlon it was not possible to directly
measure the real-time rating, conductor temperatateulated considering the measured
current flowing in the conductor was compared witie conductor measured temperature.
From a quantitative point of view average erroigeafrom -2.2°C to 1.4°C and average error
standard deviation range from 1.9°C to 2.4°C inrespondence of the five temperature
measurement points. These values are in line wathponent model errors, this means that
additional errors introduced with the environmergahditions estimation does not have an
particularly negative impact on the final condudimperature (and hence conductor rating)
estimation.

The real-time rating algorithm validation also sisothat the algorithm is able to carry
out the temperature estimation for a conductor ipedod between 2.16s and 2.24s. This
means that the algorithm can rate an overheadcimait divided in 10 sections in less than
30s, a result in line with the requirements ofal-tene controller. Considering that the Monte
Carlo based system developed provides a confideacge for the results, its standard
deviation at every rating was compared with the suead conductor temperature standard
deviation relative to the same time period. Thisiparison shows that the estimated standard

deviation ranges between the 27% and the 33% oh#asured standard deviation.
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The reason for this difference must be found instinecture of the Monte Carlo method
and in particular in the method used for asseg$iegimulation precision: In order to reduce
the computational-time, this was set to a fixedugabf 5% for every parameter, both for
environmental conditions estimation and in condutdmperature estimation. However, since
these two estimations are in series, the erromd¢seasing. This value was chosen as a
compromise between estimation precision and coripotd-time. This was done
considering also that improved precision would daeErsbly increase the number of
necessary simulations and that extreme resultemres the “tale” of the distribution are
likely to represent volatile conditions not repmasgive of the state of the conductor over the
period of 30 minutes considered.

On the other hand, the comparison between the atmonl standard deviation,
influenced by input variability, and the simulatierror, influenced by model’s errors, shows
that the errors in the models used for environnierdadition and conductor temperature
calculation represent the main source of errorhim algorithm. In the following section, a
possible methodology for taking into account moelebrs is suggested. The real-time rating
algorithm validation measured also expected perdoice degradation in correspondence of
missing data relative to measurement or commumoicdilures. The test shows that rating
accuracy and precision decrease linearly with @alirincrease of the percentage of missing
inputs. This is in line with the requirements of tieal-time state estimation algorithm.

Finally, studies were also carried out in ordeassess the possible outcomes in term of
increased network transmission capacity arisinmftbe implementation of a real-time rating
system. The study confirmed that overhead linesbéxhe greatest potential real-time rating
exploitation since they exhibit the greatest ratiagiability and that power transformers and

electric cables have a slight real-time rating eitption potential relative to overhead lines. It
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was confirmed that the value of adopting a reaktimating system is dependent on
geographical location. Therefore, any utility irtsted in deploying a real-time rating system
should conduct a site specific study to asseswvdhee of real-time ratings with respect to
climate variation.

The increase in power transfer from DG that cowddabbcommodated through a real-
time thermal rating system implementation was itigaged. For a Lynx overhead line
conductor with a maximum operating temperature G3€C5it was found that a GWh energy
throughput increase of 54% could be accommodatedpeyating the line with a real-time
rating regime as opposed to a seasonal rating eegimwas also demonstrated that a
constrained connection manager informed by dynaimeemal ratings was the most cost
effective solution for facilitating wind generaticaccess to the case study network when
compared to alternative solutions.

Validation results are clearly influenced by thesttesite location and by the
measurement timeframe. The test location, on tin moast of Wales and close to wind farm
perspective areas is characterised by high winddgpel'he meteorological station of Valley
is in fact the one with the highest average winelespband lowest average air temperature of
the four meteorological stations used in Chaptérig.reasonable to expect that the same test
real time rating system would have behaved in femdint way if deployed in a site close to
the weather station of Heathrow, with the higheatrage temperature and lowest average
wind speed. However, it is also reasonable to expget the different behaviour of the
thermal state estimation algorithm would not haltered the measured performance in terms
of estimation accuracy and precision. These twarpaters in fact do not depends on
macroscopic yearly meteorological site characiesstbut on meteorological parameters

behaviour in a timeframe of about half hour. Thet &gte and timeframe anyway, do not allow
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reproducing a complete series of conditions to virathermal state estimation algorithm can
be faced. High air temperature and low wind dagsrat included, as they are not included
periods with high power flows in the circuits. Agesult conductor temperature was often

considerably below the maximum design operatingoeature.

8.2 Real-time rating system for distributed generationcontrol

A description of the distributed generation outmeintrol informed by component
thermal properties developed in parallel with thalitime rating algorithm is described in this
section.

The controller aims to maximise the power outputlistributed generators taking into
account the real-time ratings of the network ardeer® the generators are connected and
dispatching real and reactive power set pointsaithegenerator. This involves solving two
problems: to identify the generators contributimgthe thermal overload of a particular
network component and to curtail them according &uitable scheme. The controller must
also to keep voltages within their operating limiésd consider measurement and
communication failures for providing a graceful aocdnservative degradation in control
performance.

The control methodology developed in order to mas@épower output from multiple
distributed generators schemes considering re&@-ttmmponent rating is summarised in
Figure 51. The real-time control is based on aipte/network analysis, which assesses the
power flow sensitivity of each component relative gach generator. A list of the most
thermally vulnerable components is then realisetl sed for establishing the priority of the
circuits to monitor. The priority list is also uséd reduce the number of components for what
IS necessary to estimate a real-time rating. Tre¢ fitep of the algorithm is to check the
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integrity of the network through the analysis ot tposition of the switchgears. If the
algorithm identifies the presence of outages, gafelues for distributed generators set points
are applied.

Once this security check is passed, the algoritims a power flow simulation and calls
the real-time rating estimations for the componeessilting overloaded. At this point, if the
control identify thermal overloads, necessary awaimsts are calculated according to the
selected curtailment strategy. Otherwise, the @lgorverifies the possibility to relax existing

constraints if additional capacity became available
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Figure 51: Control algorithm flowchart

Different strategies have been studied in thisqmiofor curtailing single or multiple
schemes of distributed generator in presence amtleoverloads in their proximity or in
other areas of the network. Regarding multipleritisted generation schemes, the following
strategies have been studied for possible implestient all based on the power flow
sensitivity factor methodology, in order to soldeertmal problems occurring in network
locations far from the generation connection:

— Last in first off curtailment
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— Egalitarian curtailment
— Technically most appropriate curtailment
The first approach consists of curtailing distrédigenerators schemes in reverse order
respect to their connection to the network. In thég/, the generator installed first, will not be
constrained because of the excessive power flovergead by another generator installed
later in time. This solution can be applied witmple contractual agreements between
distribution network operators and generator dgy&i®. Two other methodologies have been
studied in order to maximise multiple generatompotit The egalitarian approach consists of
reducing of a similar percentage, the output oftedl generators involved in the creation of a
thermal overload. This approach has the advantagerdadcast a single signal to all the
generators, and since a reduction in percentagestés given, generators producing more
power and for this reason contributing more tottilegmal overload, are constrained more.
Finally, in the technically most appropriate apmtgagenerators are ranked according
to their sensitivity factor with respect to thecciit experiencing the thermal overload and are
constrained in this order. In this way, the gerwrat the position to contribute more directly
to the solution of the problem is called to solvérst. It is important to note that, although
particularly interesting from a technical and eawoizal point of view, the last two
approaches, would need a compensation scheme tmsbwited amongst the different
generators connected to the network, in order topemsate the generators with the highest

priority connection of the eventual losses in pidhn.

8.3 Real-time rating system site trial

In Figure 52 an overview of the real-time ratingteyn developed is reported, and the
figures from Figure 53 to Figure 55 show particudapects of the practical implementation.
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Figure 52: Schematic representation of the real-tim rating system developed

A portion of ScottishPower EnergyNetworks distribat network (a) where thermal
overloads are expected in consequence of the cbomexf new wind farms was used for
installing and testing the equipment. In two sutiets (b ) a kit (c) composed of a
meteorological station (¥ and a control relay £ with a simple rating algorithm installed.
Thanks to a modem {cthe relay is able to communicate through theringe (d) with a
remote server (e) (currently located in AREVA-T&D&boratories (f)). In the remote server,
there is a more complex real-time rating estimatdgorithm (which is the result of the
research described in this work) and a distribyfederator power output control algorithm,
which can send optimized set-points to a remotedwisrm (h). The server can also
communicate information regarding the thermal stdtéhe distribution network through an
internal network (i) or the public internet to dep only screen (j) in control rooms or to an

operator (k).
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As previously mentioned the distributed generatwgr output control informed by the
real-time thermal rating algorithm is installed ihe delocalised server. This algorithm
considers the inputs from the meteorological statinstalled in the two substations and
calculate real-time ratings for different sectiafseach line, in order to identify potential
thermal bottlenecks. Furthermore, the algorithmvigles a range of possible component
ratings, each one characterised by its own proibab8electing a defined probability allows
the operator to quantify and maintain network openal risk within accepted values.

The two relays installed in the substations hawe rible of final protection for the
equipment of the network and they are not relatethé¢ distributed generation power output
control. A simpler version of the real-time ratialgorithm is installed in the substation relays
and the ratings calculated in the delocalised seare compared in real-time with the
calculations that consider the readings from a Isingeteorological station. A rating
calculated in this way is more variable and typicdligher than a rating calculated by the
server, which interpolates environmental conditionerder to identify local hot-spots on the
network. If for some reason the rating calculatedthe relay is lower than the rating
calculated by the server, or there is no signainfitbe server, the control relay takes the
necessary measures in order to prevent damages tastalled network components.

The following figures show different characteristiof the solution implemented in the
test site. Figure 53 shows the meteorological@tat one of the two substations (a) and the
three visible sensors (b) for wind speed and doectsolar radiation and pressure. Wind
speed and direction are measured with a two axessahic anemometer: a solution without
moving parts and thus reduced maintenance costsaifltemperature sensor is in the main
body of the station. Two other sensors, for somhgerature and soil thermal resistivity

measurement, are not visible and are buried irgtband in the proximity of the monitored
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electric cable. In Figure S#he user interface of the control relay is dispthged inFigure 55
the inputeutput doors are shi. Figure 55a) shows the connections with the environme
condition sensors anBigure 55 (b) shows the modem used for the connection with
outside world. The system developed makes wideofisgisting technologies such as rem
controlled meteorological stations, flash memorysRd existing telephone lines (usu
avaiable in a substation environment and interchangealith GPRS). This considerak
reducedthe installation co, focusingresources on the algorithmic and experimental qi

the project. Finally, ifFigure56 a portion of overhead line in the test area is sh

Figure 53: Meteorological station in a distribution substationand particular. a) pressure sensor, b) sola
radiation sensor, c)wind speed and direction sensor
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Figure 55: Substation relay: a) input from meteorological staion (Figure 1). b) modem for communicatior
to the outside world

Figure 56: 132kV overhead line in the site trial area
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Chapter 9 Conclusion and Further
Work

9.1 Conclusion

This work described the real-time thermal statenegion system for distribution
network power system components realised at Durbiwersity in the framework of a
partially Government-funded research and developmenect. The system involves the use
of a limited number of meteorological stations,eaiess of analytical models for estimating
component ratings and a Monte Carlo based algorithims takes into account input

uncertainty and provides safe estimations in caseeasurement or communication failure.

The system was realised for meeting fundamentaluisggs identified after
consultations with distribution network operatorslalesign and protection engineers from
different firms of the research consortium. Thesguisites have been listed in Section 1.5

and particulars of their implementation are repbriethe list below.

— Cost-effective installation and maintenance is ioleth thanks to the system
structure, based on a limited number of meteoroldgtations. The cost of the
whole active network management solution was estichan the region of
£100k.

— Maintenance of statutory clearings is satisfiedn@aning conductor operating
temperature below the line design maximum operdgnperature, as explained

in section 3.1.1. The error in conductor tempermtestimation identified in
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Chapter 6 must be taken into account in furtheretitgpments preceding a
commercial application.

— In order to not inflict permanent damage to the ponents, the system prevent
the temperature of each part of each componeneohetwork to exceed it's
maximum continuous operating temperature.

— Maintaining component operating temperature withasign limits prevent also
to reduce significantly its operating life. On thiner hand the study shown that
increased power flows are likely to increase elealtr cable and power
transformer insulation ageing speed but this carsden as a sign of a more
efficient asset’s utilisation.

— Safe estimation in case of measurement or commiioncéailures is provided
thanks to a series of filters applied to input dafhe extensive algorithm
validation described in Chapter 6 shown how algamit performance
degradation, in terms of accuracy and precisiovaackes linearly with the
proportion of missing or corrupted data and withaut sudden fall in
performance.

A series of possible dangerous situations weretiitksh in section 1.5 and the solutions

identified are here listed.

— In order to prevent that a sudden drop in wind dpgeuld leave an overhead
line with a power flow greater than its real tinsimg, rating estimation time
was reduced in order to allow more frequent esionatto be carried out. An
appropriate interface with the power flow controheme is also necessary for

this cope.
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— A non secure network operation due to inadequatevamk thermal state
estimation is prevented thanks to the extensiveda@bn carried out and
described in Chapter 6. The test showed an avesage between -2.2°C to
1.4°C in overhead line conductor temperature esiimaover a period of 71
days and identified in component thermal model (sedating calculation the
main source of error.

— To prevent the case of thermal overloads not retidvecause of the temporal or
the spatial resolution of the real-time rating eyst a series of approaches have
been developed. Firstly, component thermal statsmason time vas reduced to
an average of 2.16-2.24 seconds. Secondly, in todslow the system to detect
local hotspot in a circuit, each circuit was diwdénto several sections
characterised by uniform line direction and envinemt. The rating of each
section is then calculated separately and the gatinthe most constrained
component is used as the rating of the whole dircui

— The event of a thermal overload on a non-monitarechponents is avoided
thanks to the system architecture based on thea&stin of component rating,
and not on direct component thermal measurement.

The development of the real-time rating system s supported by studies
highlighting potential benefits and issues aridmogn a practical implementation. A summary
of the point that the researched answered is pedvid the list below.

— Previous project on power system thermal monitohiage been identified and

discussed in Section 2.4. The most relevant wenetified in (6) and (9).
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— A suitable architecture for the real-time ratingteyn able to satisfy the points
identified in the research objectives listed in tec 1.5 was identified. The
solution proposed is described in detail in Chapter

— The impact of the implementation of a real-timangtsystem on renewable
energy integration was studied and the resultsrgperted in Chapter 7. The
research showed that, in the case of a wind famm atditional annual energy
yield from distributed generation that could potalily be accommodated
through deployment of a real-time thermal ratingtegn was found to be 54% of
the line static summer rating for the case conseidler

— Situations where real-time ratings could be appded should not be applied
have been identifiedNot heavily loaded circuits where limited hourstieérmal
overloads are expected belong to the first categorgl the presence of a power
flow control scheme was found essential for thdiagpon of real-time ratings.

— The increased component rating (in MVA) and theéeased power transmission
capacity (in MWh) obtainable with the use of reald rating was also
quantified as described in section 7.2. It was ébtimt the average rating of
overhead lines, electric cables and power transgsmanged from 1.70 to 2.53,
1.00 to 1.06 and 1.06 to 1.10 times the statimgatrespectively. It was also
fount that, considering the minimum rating uplifeasured for each component
type, the implementation of a real-time rating sgstcould increase the energy
transferred through overhead lines, undergrountéesand power transformers
by the 70%, 0% and 6% respectively.

Although this research can be considered conclual@dimber of further research areas

have been identified and described in the followsagtion.
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9.2 Further work

9.2.1 Modelling

The validation described in Chapter 5 proved tHs thermal model used for
calculating overhead line conductor temperature hedce conductor rating represents a
source of error. Although this error was consideaedeptable, further studies correlating
environmental condition and conductor temperature@asurements could lead to
improvements in the rating algorithm increasingaitsuracy. Unfortunately, the dataset used
for the real-time rating algorithm validation didotncomprised buried electric cables
temperatures and soil parameters measurementseféresr a similar study should be
undertaken also for buried electric cables. As dlactric cables, the power transforming
rating model was not tested in the validation & thal-time rating algorithm. In addition, an
extended validation of the thermal model used viglal data would be useful.

Although these results are referred only to oveltieee conductors, the assessment of
the potential of a real-time rating system descrilmeSection 7.2.1 shown that overhead line
conductors, being the most exposed power systempaoemt type, present the largest
possible headroom. Electric cables and power toamsfrs, with their higher insulation and
thermal capacitance, would present more accuratdtsewith the use of dynamic models.
Regarding wind speed and direction modelling, tiger&ghm realised could be improved in
several ways.

Firstly, the direct interpolation of wind directiggroduces errors for a reduced inputs
dataset. Although it is explained how the conseqgegrof this error are reduced, it could be
removed with a numerical data pre-processing. &ustd interpolating separately wind speed

and direction, it is possible to decompose the windits longitudinal and latitudinal
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components. These two components can then be atged in the component location and
there used again for calculating wind speed anelction on the conductor. Computational
fluid dynamics techniques could be also used foprowing wind speed and direction
estimation in overhead lines conductor locations.

Although this method is more computationally inigasthan the interpolation
technique used and it would not be possible to ituseith the Monte Carlo estimation
algorithm, the improved accuracy could justify @edculation of few samples. This can be
done with a computational fluid dynamic algorithpesifically written for the real-time state
estimation algorithm, or integrating commercialtgaire packages.

Regarding air temperature, it could be possiblat@duce an altitude correction factor
to take into account the variation of air tempematat different altitudes. This would be
necessary in a mountain region where componentseaplaced at considerably different
altitudes. Regarding solar radiation, the interpofa used in the algorithm produced
considerable errors in the estimation of peak \alltas therefore necessary first to carry out
a site visit in order to assess the presence a@lishpdrom trees or other obstacles on the solar
radiation sensor. Then it is necessary to imprénenodel for taking into account shading
and reflection from local surfaces with differeaflection coefficients. The system of models
used for describing soil dynamic behaviour and detimating soil temperature at cables
burial depth and soil thermal resistance have remnbtested against field data as for
atmospheric parameters. Therefore, an extendedawi@n such as the one carried out for
wind speed, wind direction, air temperature andwsmdiation estimation should be carried
out in order to assess the accuracy of the moddis is a necessary step for a future

deployment of the real-time rating algorithm fobleasystems extended over large areas.
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Finally, considering the similarities between th&erpolation method used and a neuron
of an artificial neural network, it would be wortly investigate the possible use of a neural
network for estimating all the environmental comis in each component location. Such
system would calculate first the optimal weightfog estimating environmental conditions in
meteorological station locations for particular utg datasets, for interpolating them in a
second step to the component location. This is @ergdeto improve environmental condition

estimation accuracy.

9.2.2 Estimation technique

Possible improvements identified during this researegarding the estimation
technique adopted have been implemented during/tine. The Beta distribution used in the
algorithm proved to be as flexible as expected escdbing the probability distribution of
different phenomena and it was not felt necessandt additional distributions, also in order
not to increase the algorithm complexity. Additibeudies could be carried out on “extreme

values theory” and its application for improvindiestion performance.

9.2.3 Software design and development

A potential improvement identified during the aligiom validation described in Chapter
5 is the real-time rating accuracy and precisidhassessment. This consists of comparing in
real-time meteorological stations readings aga@nsironmental conditions estimated in the
meteorological station location without the usetloé readings from that meteorological
station in order to assess in real-time the emtsoduced by the models. The error calculated
at every meteorological station can then be infatpd and used for correcting environmental

condition estimation in other component locatiofifie same can be done comparing
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conductor temperature estimation with measured wctod temperature, taking into account
the error given by the thermal model used for datmg the real-time rating. This is expected
to improve considerably the accuracy of the albarit correcting in particular models’

inaccuracies or errors.

9.2.4 Validation and impact quantification

Regarding the validation of the real-time ratingtsyn, further work should be carried
out for testing the performance of the algorithm dtectric cables and power transformers
rating. The use of the system only for overheadsliconductor real-time rating does not
allow exploiting fully the potential of the reahie state estimation developed, which allows
network operators to monitor the thermal state @fide network area. Although overhead
lines are the most critical component because @f #xposure to environmental condition
and their rating dependence to the considerabliabibity of wind speed and direction, it is
believed that tests should be carried out befatsiag the algorithm on circuits comprising
electric cables and power transformers.

Furthermore, the whole system is still in test apdn- and closed- loop trials will take
place in 2010. These tests would allow validatibthe combined behaviour of the real-time
rating system and the distributed generator poweput controller, identifying possible
improvements and further research areas. Additisrmak could also be carried out in the
area of the quantification of the impact of reatdi rating systems on the distribution
network. In particular, it would be necessary tmgsider the effect of additional constraints
such as voltage rise and fault level rise that &qudtentially limit the benefits described in
Section 7.2.3. Finally, a study was carried outtlom combined us of real-time rating and
distributed generators power output control, budl-tene rating can also be applied in
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combination with other active network managemerthnejues, such as demand side

management or energy storage.

9.2.5 Off-line planning tool

The primary application for the algorithm developedhis research, is for calculating
real-time ratings to be used in the active distedugenerators control algorithm described in
Section 8.2. However, it is felt that the work damuld be used in applications regarding
other aspects of the interaction between the peysem and the environment.

The algorithm developed can be used with little rications for carrying out real-time
rating feasibility studies. This will be necesshgfore the installation of any real-time rating
system, both based on component temperature mimgitand on environmental condition
monitoring. An off-line planning tool based on tleal-time rating algorithm could be used in
several scenarios. A simple case, similar to the amalysed in Section 7.2.3 and Section
7.2.4, consists of the connection of a single wiadm on an existing line and in the
estimation of the expected curtailment experienogdhe wind farm before and after the
installation of a real-time rating system. In amotlsituation, it is possible to imagine a
distribution network operator planning the condiarc of a new line for connecting a zone
with new wind farms developments to the existintyuoek.

Future connected generation can only be estimateghty, since different wind farm
developers could not be able or interested in cetimg the generation plant. In these cases,
low estimates could prevent the potential of am&oebe completely exploited. Alternatively,
high estimates could result in assets underuiitisa preliminary study assessing the impact

of a real-time rating system would allow the dlsition network operator to plan a
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connection for a reasonable expected generationg ladle at the same time to offer further
non firm connections contracts based on the linktmme rating.

This kind of planning studies can be carried ouhbwith the use of historical-time
series of environmental data and with the use & WMonte Carlo method already
implemented in the code or a combination of the, taszording o the availability of existing
data. In this case, the Monte Carlo method wouldubed with estimated probability
distributions in the case of parameters for whstdnical-time series are difficult to find or are
particularly corrupted. This could also be usedssist network operations during planned
outages. The installation of a real-time ratingteys could unlock additional capacity in a
network area stressed by the presence of work glube capacity of particular circuits.

This would allow more flexible planning and if nesary, longer outages.

9.2.6 Rating forecast

Another possible implementation of the work carriedt in this research is the
development of a tool able to forecast componetibhgs with different time horizons. A
similar application would be useful in an activeatroller similar to the one developed in this
research project, or as an information tool fora¢betrol room. It is expected that the passage
from a reactive to a predictive control methodolegyuld allow a more secure operation of
the network and moreover an improved managemettieobperating risk. It would not be
difficult to adapt the probabilistic-based dataisture of the algorithm to the wide variation
of weather forecasts, that could be obtained framstiag meteorological offices or though
data series analysis. Figure 57, from the prelinyingtudy reported in (149), shows an
example of rating forecasts for the day 18/09/2G@gresented from the reference time of
midnight.
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Two main considerations arise from the observatibthese results: As expected, the
error increases with the distance of the foreceasinfthe reference time. At 6pm, the
possibility to have a real time rating below théuesof the static seasonal rating is forecasted.
In this case, the minimum forecasted rating inlt#te afternoon corresponds with the daily
peak for the power transfer on the line. If thelirtilization increased because of an increased
connection of distributed generation, this wouldate a problem and the necessity to curtail
part of the generation. On the other hand, thetwald forecast this situation and to quantify
its probability, would allow appropriate decisioigr generation control to be taken.
Considering the different precision found for diéfet time horizons, it is recommended to
take into account this parameter, along with tretagice from the forecast reference time,
when developing control strategies for power floanagement.

Existing load forecast methodologies could be comdbiwith rating forecast in order to
improve network management. Rating forecast coalgdrticularly useful for managing load
growth where this causes the exceeding of the thlecapacity of a line or a transformer for a
reduced number of hours per year. This phenomenamore visible at higher voltage levels
in the distribution network. Different techniquéssld be used for forecasting environmental
conditions and component ratings at different tirogzons.

In particular, time series analysis could be uswdshort range rating forecasting and
commercial meteorological office forecasts can bedufor long term rating forecasts. In
summary, the work carried out in this research ¢dwdve outcomes in other areas of the
power system industry such as the ones mentioneeeabor this reason, in the development
of the real-time rating algorithm an open architeet that would have facilitated the

integration possible future functionalities was ateal.
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Algorithm details

Classes

Component

The class “Component” is designed for describing #tructure and the thermal
behaviour of electric network component. It is tmest complex class of the algorithm,
compose by six sub-classes describing respectavelglectric network, the electric circuit,
the single element of the circuit, the general paters of each element, overhead line
conductors, electric cables and power transformé&he static structure of the class is
described irError! Reference source not found.

The main idea behind the architecture of this cis¢sat a network is modelled as a list
of circuits and a circuit is modelled as a listebéments. Each element can be an overhead
line, an electric cable or a power transformer.statipns can be modelled or as independent
circuits, or the transformer can be considered fthal or initial element of a circuit,

replicating the same transformer for the high avdVoltage circuit.

A2



Component

—

Network

PTR

Circuit

UuGC

OHL

Element

General_Param...

Figure A - 1: Component_Class static diagram

Component.Network
Error! Reference source not found.shows the graphical representation for the sub-

class “Network”. This class has only two attributes
— Name
— Network_Circuits
Whilst the name is a single string, the list ofcuait is an array of instances of the
“Circuit” class. The class has also two functions:
— Load_Data
— Find_Circuits_in_Network
The method “Load_Data” takes the network name patiand returns an instance of

the “Network” class populated with the parametezadrinto the database. The method
A3



“Find_Circuits_in_Network” return a list of the nas of the circuits belonging to the

network, and it is used in the method “Load_Data”

Table A - 1: Component.Network class

Component.Network

Name String
Circuit_Components Component.Circuit()
Load_Data(Name, Configuration) Component.Network
Find_Circuits_in_Network(Name, Configuration) String()

Component.Circuit
The “Circuit” class has two attributes and threghnods. The two attributes are:

— Name
— Circuit_Components
In this case too, the name is a string, whilst €¢Gir Components” is an array of
instances of the class “Element”, described |atke three methods of the class are:
— Load_Data
— Find_Components_in_Circuit
— Circuit_Rating
The method “Load_Data” uses the circuit name astiapd returns an instance of the
“Circuit” class populated with the parameters reedio the database. The method
“Find_Components_in_Circuit” return a list of thames of the elements belonging to the
circuit, and it is used in the method “Load_DatfBlie method Circuit_Rating takes as input a
Circuit object and the time, for returning a vabfethe rating of the circuit, calculated as the
rating of the component with the lowest rating lwe tircuit. Error! Reference source not

found. shows the representation for the sub-class “Gitcui
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Table A - 2: Component.Circuit class

Component.Circuit

Name String String
Circuit_Components Component.Element()
Load_Data(Name, Configuration) Component.Circuit
Find_Components_in_Circuit(Name, Configuration) String()
Circuit_Rating(Name, Configuration) Single

Component.Element
The “Element” class has four attributes and sixhods. The four attributes are:

General_Parameters
— OHL_Parameters

— UGC_Parameters

PTR_Parameters
These attributes are instances of classes spdgifidasigned for describing electric
network component thermal properties and they aseribed later in this section. The six
methods of the class are:
— Calculate_Rating_ MVA
— Calculate_Static_Rating_ MVA
— Get_Power_Flow
— Calculate_Temperature
— Get_Component_Type
— Load_Data
The method “Calculate_Rating_MVA” returns a singédue for the rating in MVA of
the single component, whilst the method “Calcul&tatic_Rating_MVA” returns a single
value corresponding to the static seasonal ratiog that component in the period
corresponding to the time of the request. Thisefaftinction is not longer used in the
algorithm but was kept for possible future improests. The function
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“Calculate_Temperature” returns the temperaturehef component. It makes use of the
method “Get_Power”’Flow” which obtains current reay$ from the observation database. If
component power flow is not measured, the functeiorns the component rated maximum
temperature. The method “Get_Component_Type” retdine type of component (between
overhead lines, electric cables and power trangmsjnand is used in several parts of the
algorithm for selecting the right method correspongdo the component type described by
the object. Finally the function “Load_Data” retarthe instance of the “Element” class
corresponding to the component’s name. A representaf the “Element” class is shown in

Error! Reference source not found.

Table A - 3: Component.Element class

Component.Element

General_Parameters Component.General_Parameters
OHL_Parameters Component.OHL
UGC_Parameters Component.UGC
PTR_Parameters Component.PTR
Calculate_Rating_ MVA(Component, Environme qéingle
Configuration)

Calculate_Static_Rating_ MVA(Component, TimeSingle
Configuration)

Get_PowerFlow(Element, Date, Configuration) Single
Calculate_Temperature(Load, Component, Environmesgingle
Configuration)

Load_Data(Name, Configuration) Component.Element
Get_Component_Type(Name, Configuration) String

Component.General_Parameters
The class “General_Parameters” has no methodshameen attributes. The attributes

are:
— Name
— Type

— Type_Specification
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— Circuit

— Network

— Rating_MVA

— Rated_Voltage

— Real_Time_Rating

— Spring_Rating_ MVA

— Summer_Rating_ MVA

— Autumn_Rating_ MVA

— Winter_Rating_MVA

— Place

These attributes represents a list of the attrébofeevery element independently from

their type. The attributes “Name”, “Circuit” and &Wvork” are strings for the storage of the
component’'s name and the names of the circuit hadnetwork to which it belongs. The
attributes “Type” and “Type_Specification” are uded storing respectively the component
type (overhead line, electric cable or power tramser) and an additional description relative
to the component. The latter attribute is not usetd/ely in the algorithm but was added for
facilitating the offline data analysis. The attribsl “Real_Time_Rating” and “Rating_ MVA”
are used for storing the real-time rating in Ampdfepplicable (not for power transformers)
and in MVA, whilst “Rated_Voltage” stores a valuerresponding the component rated
voltage (in this case too, not for power transfashp@nd is used for calculating the rating in
MVA for the component. Component seasonal statilga are stored in the attributes
“Spring_Rating_MVA”, “Summer_Rating_MVA”, “Autumn_=&ing_MVA”, and
“Winter_Rating_MVA”. Although spring and autumn irag are currently the same, it was

decided to leave an additional attribute in cas&utfre modifications of the static rating or
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the use of the algorithm in countries with differeegulations. Finally the attribute “Place” is
an instance of the class “Environment.Place” coimagi all the geographical information
relative to the component location such as latitlmiegitude or soil roughness.

A representation of the “General_Parameters” classhown inError! Reference

source not found.

Table A - 4; Component.General_Parameters

Component.General_Parameters

Name String
Type -
Type_Specification -
Circuit -
Network Single
Rating_ MVA -
Rated_Voltage -
Winter_Rating_ MVA -
Spring_Rating_ MVA -
Summer_Rating_ MVA -
Autumn_Rating_ MVA -
RealTime_Rating -
Place Environment.Place

Component.OHL
The class “Component.OHL” (OHL is an acronym forv&Head Line”) provides a

representation of the thermal behavior of an owethine conductor. The class has nine
attributes and thirteen methods used mainly focutating the component real-time rating.

The nine attributes are:

Conductor_Code

Line_Dir_Nord

Height

Rated_Temperature
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— Emissivity

— Absorbivity

— Diameter

— Resistance20

— Th_Res_Coeff

The attribute “Conductor_Code” is used for desaogbithe type of conductor.
“Line_Dir_Nord” describe the clockwise angle in degs between the axis of the component
and the north, “Height” describes the height of tbenductor from the soil and
“Rated_Temperature” is used for storing the valuthe maximum design rated temperature.
The attributes “Emissivity” and “Absorbivity” aresad to store the value for the conductor’s
surface emissivity and absorbivity factor useddalculating the radiative heat exchange and
the solar gain. The attribute “Diameter” is usedtire the value of the conductor’s diameter
used in all heat exchange formulae. Finally theribattes “Resistance20” and
“Th_Res_Coeff” represents respectively the condigtlectrical resistance at 20°C and the
conductor’s electrical resistance rate of chandh thie themperature.
The methods of the class “Component.OHL” are:

— Calculate_Rating_MVA

— Calculate_Static_Rating

— Calculate_Current

— Calculate_Component_Temperature

— Calculate_Resistance

— Calculate_Solar_Radiation

— Calculate_Radiative_Heat_Hexchange

— Calculate_Convective_Heat_Hexchange
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— Calculate_Corrected_Convective_Heat Hexchange
— Calculate_Nusselt_Forced
— Calculate_Nusselt_Natural
— Calculate_Angle_Correction
— Load_Data
These methods are mainly developed for calculatogductor rating, except for
“Load_Data” and “Caclulate_Component_Temperatuiidie first return an instance of the
class “Component.OHL” populated with the data reathe static parameters database and
corresponding to the component named in the inpie second returns component
temperature, and can be used only if the curremtifig in the conductor is monitored locally.
The method “Calculate_Static_Rating” return thetistaeasonal rating of the conductor
corresponding to the season, whilst the methodcl@ale Rating  MVA” returns the real-
time rating in MVA. Because of the importance ofstimethod in the whole algorithm,
particular attention is given in its descriptiorheTmethod “Calculate_Rating_MVA” has for
input one instance of the class “Component.OHL” amde instance of the class
“Environment.Environment_for_Rating” and returns asitput a single viue for the
component rating. It makes use of the method “CarepbOHL.Calculate_Component_
_Current” and then converts the value in Amper gilg this method in MVA thanks to

the component rated voltage stored in the attril@@mponent.OHL.Rated_Voltage”.
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Table A - 5: Component.OHL class

Component.OHL

Conductor_Code String
Conductor_Old_Code -
Line_Dir_Nord Single
Height -
Rated_Temperature -
Emissivity -
Absorbivity -
Resistance20 -
Diameter -
Th_Res_Coeff -

Calculate_Rating_ MVA(Component, Environmentsingle
Configuration)

Calculate_Static_Rating(Component, Time, Configargt
Calculate_Current(Component, Environment, Configora

Calculate_Component_Temperature(Recorded,
Component,Environment,Configuration)

Calculate_Resistance(Component,Environment, Terhpera

Configuration)

Calculate_Solar_Radiation(Component, Environment,
Configuration)
Calculate_Radiative_Heat_Exchange(Component, Emnwiemnt,
Configuration)

Calculate_Convective_Heat Exchange(Component,
Environment, Configuration)

Calculate_Corrected_Convective_Heat_Exchange(Cosamipn
Environment, Configuration)

Convective_Nusselt_Forced(Component, Environment,
Configuration)
Convective_Nusselt_Natural(Component, Environment,
Configuration)

Convective_Angle_Correction(Wind_Direction,
Line_Direction,Configuration)

Load_Data(Name, Configuration) Component.Element

The method “Component.OHL.Calculate_Component_@tiirevhich uses the same
inputs of the method “Component.OHL.Calculate_ RatMVA”, calculates component
rating with the energy balance described in Sect®hf.l and calls the methods
“Calculate_Resistance”, “Calculate_Solar_Radiatjon”

“Calculate_Radiative_Heat Hexchange”, and “Calaulat
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_Corrected_Convective_Heat_Hexchange” for calauatirespectively conductor
electrical resistance, solar radiation gain, rakatheat exchange and convective heat
exchange. The method “Calculate_Corrected_Conwedteat Hexchange” calls in turn the
methods “Calculate_Nusselt_Forced”, “Calculate_Mlisdlatural” and “Calculate_Angle

_Correction”.

Component.UGC
The class Component.UGC is designed for descritheghermal behaviour of electric

cables. UGC is an acronym for UnderGround Cablefinition used in the first part of the
project for defining insulated electric cable, ipposition with the bare conductors used in
overhead lines. Lately the more common terminoltagctric cable” was adopted, but the
acronym UGC survived in this part of the code.

The class has twenty attributes and five methodstignused for calculating the real-
time conductor rating. The twenty one attributethefclass are:

— Code

Laying

— Configuration
— Bonding

— Drying_Out

— Area

— Rated_Current

Corr(i)_(K) (i=1,4 — K=A,C)
The attribute “Code” describes cable charactesstiod is used as a key for retrieving
information from the database. The attribute “Layinescribed the laying condition of the

cable and is a string with three possible valugsr Bdirectly buried in the ground), BDu
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(buried in duct), Air (laid in air). The attribut&€€onfiguration” describes the geometrical
configuration of the cable system and is a striridp Wwo possible values. Tr (trefoil) and Fl
(flat). The attribute “Bonding” describes the bamglito earth of the metallic insulation, is a
string with two possible values: S (single boundad)l B (bounded at both ends) although
more possibilities could be considered. The attalfdrying_Out” describes if it is admitted
a drying out of the soil surrounding the cable ot, mnd it has two possible values: Y (yes)
and N (no). The attribute Area represents in squardimeters the conductor cross sectional
area. The “Code” is composed by the series of thdues of the fields “Area”,
“Configuration”, “Laying”, “Bonding” and “Drying_Otl; for example a cable with a
150mnf conductor, laid directly in the ground in flat diguration, bounded at both sides and
with no drying out allowed would be representedhs/code “150BGrFIBN”.

Finally the attributes “Cort]_(K)” wherei can assume the integer values from 1 to 4
and K can assume the values A, B or C, represkatsdefficients of the cubic interpolation
of the dependence between cable rating and regplgc({for each value of the index i) soill
temperature, soil thermal resistivity, air temperatand soar radiation.

The five methods of the class are:

Calculate_Rating_MVA

Calculate_Static_Rating

Calculate_Current

Calculate_Component_Temperature
— Load_Data
The method “Calculate_Rating_MVA” returns a singédue of the component rating in
MVA. In order to do this, it calls the method “Calate_Current”, which calculates conductor

rating considering the cubic interpolation of thepdndence between rating and external
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conditions summarised in the coefficients Corrf)) &nd the external conditions described in
the object “environment” given as input. The methi@alculate_Static_Rating” returns the
conductor seasonal static rating and the methoddL®ata” returns an instance of the object
“Component.Element” populated with the parameteasitin the database.

A representation of the class “Component.UGC” aditwy to the unified modeling

language is shown in Table A - 6.

Table A - 6: Component.UGC class

Component.UGC

Code String
Laying -
Configuration -
Bonding -
Drying_Out -
Area Single
Rated_Current -
Corr(i)_(K) (i=1,4 — K=A,C) -

Calculate_Rating_ MVA(Component, Environment, Coufaion)
Calculate_Static_Rating(Component, Environment,figaration) -
Calculate_Current(Component, Environment, Confiorn
Calculate_Component_Temperature(Component, EnvieatnConfiguration) -
Load_Data(Name, Configuration) -
Component.Element

Component.PTR
Power transformer thermal behaviour is modelletheaclass “Component.PTR” (PTR

is an acronym for “Power TRansformer”), charactatisdby sixteen attributes and five
methods. The sixteen attributes are:

— Code

Voltage Ratio

Cooling

Oil_Exponent
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The attribute “Component.PTR.Code” is used to diesdhe type of transformer, with
information regarding the size and the cooling eystwhilst “Voltage Ratio” represent the
voltage ratio at the ends of the transformers. attrébute “Cooling” is used for storing values
regarding transformer cooling method and can haueValues, according to (71) ON: for oil
immersed transformers with natural convection, @foifl immersed transformers with forced
convection, OD for oil immersed transformers witredt convection and finally ONAN for
small (<20MVA) oil immersed transformers with naliconvection. The other attributes

describe parameters cited in (71) and necessaryrdonsformer thermal rating. Their value

Loss_Ratio
Hot_Spot_Temperature
Hot_Spot_Factor
Oil_Time_Constant
Rated_Ambient_Temperature
Hot_Spot_Rise

Average Winding_Rise
HotSpot_TopOil_Gradient
Average Oi_Rise
TopOfWinding_Oil_Rise

Bottom_OQil_Rise

can be found in (71).

The five methods of the class “component.PTR” are:

Calculate_Rating_MVA

Calculate_Static_Rating

Calculte_Hot_Spot_Temperature
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— Calculate_Load_on_Temperature
— Load_Data
The method “Component.PTR.Calculate_Rating_MVA’Ures a single value for the

component rating in MVA using one instance of ti@othponent.PTR” class and one
instance of the “Environment.Environment_for_Rati@¢ass” as input. In order to calculate
transformer real-time rating, the method “Compori&hR.Calculate_Rating_MVA” calls the
method “Component.PTR.Load_on_Temperature”, whetlarns a dimensionless value for
the transformer rating that must be multiplied bg transformer static rating. Since in (71) a
model for calculating transformer hot spot tempemidepending on external condition and
load is provided, this method finds a solution sajviteratively the equation provided in
Section 3.1.3 calling the method “Component.PTR.@ate Hot_Spot Temperature”. The
method “Component.PTR.Calculate_Static_Rating” rretu the static rating of the
transformer. Finally the method “Component.PTR.Ldadta” returns a instance of the
“Component.Element” class populated with the patamseread on the static database and
corresponding to the component name taken as input.

A visual representation of the class “Component.PAigRhown in Table A - 7.
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Table A - 7: Component.PTR class

Component.PTR

Code String
Voltage_ Ratio -
Cooling -
Oil_Exponent Single
Winding_Exponent -
Loss_Ratio -
HotSpot_Temperature -
HotSpot_Factor -
Oil_Time_Constant -
Rated_Ambient_Temperature -
HotSpot_Rise -
Average_Winding_Rise -
HotSpot_TopOil_Gradient -
Average_Oil_Rise -
TopOfWinding_Oil_Rise -
Bottom_Oil_Rise -

Calculate_HotSpotTemperature(Component, Environn@onfiguration) Single
Load_on_Temperature(Component, Environment, Corditpn) -
Calculate_Rating_ MVA(Component, Environment, Coufagion) -
Calculate_Static_Rating(Component, Environment,fl@anation) -
Calculate_Component_Temperature(Component, EnvieatbnConfiguration) -
Load Data(Name, Configuration) Component.Element

Environment

The class “Environment”, shown tarror! Reference source not found.andError!
Reference source not found.is designed for modelling environmental conditiéor
component rating. It has no attributes, six methara$three sub-classes, designed to describe
and to be appropriate data structure for the enment read in weather stations, the
environment necessary for calculating componermigaand the geographical location. The
static structure of the class is describe#iror! Reference source not found.

The decision of creating two different sub-clasf$es the representation of the
environment read in weather stations (Environmenifenment_for_Observation) and the

environment use for component rating (Environmantibnment_for_Observation) was
Al7



taken after the following consideration: Compontr@rmal models are already developed
and describe clearly the environmental parametecessary for the rating of each component
type. On the other hand environmental conditioas #ne not directly involved in component
rating can influence other environmental conditthrectly responsible for component rating
changes. An example of this is the use of the adlifdr calculating soil thermal resistivity, or
air pressure could be used for improving wind spadl direction calculation. Therefore, in
order to facilitate further developments of theoaihm it was decided to create to separate
the “Environment_for_Observation” class from the nifenment _for Rating” class,
facilitating the future increasing of the numbemnuéasured parameters.

For practical reasons, The sub-class “Environma@m@nent_Reading”, containing
the data structure describing component electrécal electrical parameters readings and
necessary for conductor temperature estimation usetie code validation process, was
created in the class “Environment” instead thancthes “Component”. This is due to the fact
that even if it is referred to an electrical com@on its structure and its behaviour are much
more similar to the class “Environment.Environméat_Observation”. Furthermore the
methods of this class are used to read in thetireal-database and therefore they are called
together with the methods of the class “Environntamtironment_for_Observation”.
Therefore it was decided to create the sub-clasamjibnent Reading” inside the class

“Environment”.

A 18



Environment

—

Environment_for_ Environment_for_
Ohservation Hating

Place

Figure A - 2: Environment class static structure

The six methods of the class “Environment” are:

Search_Data

— Environment_Parameter_Estimation

— Find_Environmental_Readings

— Inverse_Distance_Interpolation_Fun

— Distance

— Refine_Wind_Speed

The methods “Search_Data” returns an array of fmtibadistributions and is used

directly by the class Thermal State Estimation.otder to read data from the weather
stations, it calls the function “Find_Environmentakadings” and converts the array of single
values of this function in a probability distriboi thanks to the method
“Montecarlo_Method.MCM_Populate_ PDF” for each eomimental condition. The method

“Environmental_Parameter_Estimation” returns a lsingple for the estimated value of a
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single environmental condition in the desired lawat It makes use of the method
“Inverse_Distance_Interpolation_Fun” which in tumekes use of the methods “Distance”
and “Refine_Wind_Speed”. This last method is caNeden the environmental condition
interpolated is the wind speed. Thanks to the &iracof the program, it is possible modify
the model used for environmental condition calcofatat the level of the method

“Environmental_Parameter_Estimation”, changing iheut structure, and the methods

called.

Table A - 8: Environment class

Environment

Search_Data(Time, Configuration) PDE.B
Environment_Parameter_Estimation(Name, Parameterséitude(), Longitude(), Place, ~ ° eta()
Configuration) Single

Find_Environmental_Readings(Station_Name, Paranitane, Time_Min, Time_Max,
Configuration) Single()
Inverse_Distance_Interpolation_Fun(Parameter() Latitude(), Longitude(), Place,
Configuration) -
Distance(Lat1, Long1, Lat2, Long2) Single
Refine_Wind_Speed(Wind_Speed 1, Height 1, Referdtherght, Ground_Type| -
Configuration)

Environment_for_Rating
The sub-class “Environment.Environment_for_ Ratingfepresented in Error!

Reference source not found.is designed for representing the environment sesngy for
calculating component ratings. It has six attrisuéed two methods, although it is mainly
used in the algorithm for its attributes.
The six attributes of the class are:
— Wind_Speed
— Wind_Direction

— Air_Temperature
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Solar_Radiation

Soil_Temperature

Soil_Thermal_Resistivity
— Place
Their names are descriptive of their function anelytare all single values except the
attribute “Place” that is an instance of the cl&svironment.Place”.
The two methods of the class are:
— Calculate_Environment_for_Rating
— Season_for_Rating
The method “Calculate_Environment_for_Rating” reags/ironmental readings in
weather stations and returns an instance of theif@&mment.Environment_for_Rating” class
with the calculated environmental condition in tbemponent location. The difference
between this method and the method “EnvironmentiRBata” described in Section 0 is that
the one belonging to this class reads and retastantaneous values of weather readings, no
probability distributions based on a period of iegd. For this reason it is not used in the
thermal state estimation: it was created to perfofiaine simulations and it is maintained for
future development of the algorithm as an off-lexealysis tool. In order not to generate
confusion this method is placed in this sub-classeiad than the more general Environment
class with other similar methods. The method “Seafw_Rating” return a string with the
name of the season corresponding to the time gasennput. This method is used for

calculating component static seasonal rating.
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Table A - 9: Environment.Environment_for_Rating class

Environment.Environment_for_ Rating

Wind_Speed Single
Wind_Direction -
Air_Temperature -
Solar_Radiation -
Soil_Temperature -
Soil_Thermal_Resistivity -

Place Environment.Place
. , ) Environment.Environment
Calculate_Environment_for_Rating(Observation_Aryay( Place, for_Rating

Configuration)
Season_for_Rating(Time)

String

Environment_for_Observation
The sub-class “Environment.Environment_for_Obséovdt represented inError!

Reference source not found.is designed for representing the environmentirgyigrom
meteorological stations observations. It has emglributes and three methods. The Eight
attributes of the class are:

— Station_Name

— Wind_Speed

— Wind_Direction

— Air_Temperature

— Solar_Radiation

— Soil_Temperature

— Soil_Thermal_Resistivity

— Place

Their names are descriptive of the parametersthiegt represent and they are all single

values except the attribute “Place” that is anansé of the class “Environment.Place” and
the attribute “Station_Name” that is a string. Theee methods of the class are:

— Read_Environment_in_Station
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— Find_Observations
— Load_Weather_Station_Data
These three functions are strictly linked betweaoheother and work together in the

following way: firstly the method “Load Weather_fta Data” is called. The method
returns an array of instances of the class “Enwremnt.Environment_for_Observation”
populated only with the attributes “Station_NametadPlace”. This array is then passed to
the method “Find_Observations” which calls, for leagement of the array, the method
“Read_Environment_in_Station”. This method read time database values for the
environmental condition for a given period of tigsed populates the instance of the instance

with the messing data relative to the weather.

Table A - 10: Environment.Environment_for_Observatin

Environment.Environment_for Observation

Station_Name String
Wind_Speed Single
Wind_Direction -
Air_Temperature -
Solar_Radiation -
Soil_Temperature -
Soil_Thermal_Resistivity -

Place Environment.Place
Read_Environment_in_Station(Observation, Time, @umétion) | Environment.Environment_for_Observatio
Find_Observations(Time, Observation_Array(), Comfajion) Environment.Environment_for_Observation()

Load Weather_ Station Data(Configuration) -

Place
The sub-class “Environment.Place” is designed épreésenting geographical locations

for components and meteorological stations. Itfivasattributes and one method.
The five attributes are:
— GeolD

— Ground_Type_Turbulence
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— Latitude
— Longitude
— Altitude
The attribute “GeolD” is a string defining the geapghical location with an
identification used as key to read information le tgeographical database. The attribute
“Ground_Type_Turbulence” is a string defining thmughness class of the soil used for
refining the wind speed. The attributes “Latitud&’pngitude” and “Altitude” represents the
geographical coordinates of the location. “Latituded “Longitude” can be expressed in
whatever Cartesian reference system but they nausbherent with the system used in the
whole database.
The only method of the class “Environment.Place” is
— Find_Place_Coordinates
This method returns an instance of the “Environnidate” class populated with data
read in the database and corresponding to thedocspecified by the field “geolD”.
A representation of the class “Environment.Place’provided inError! Reference

source not found.

Table A - 11: Environment.Place cass

Environment.Place

GeolD String
Ground_Type_Turbulence -
Latitude Single
Longitude -
Altitude -

Find_Place Coordinates(GeolD, Configuration) Environment.Place
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Monte Carlo Method

The class Monte_Carlo_Method contains the metheaessary for performing the
Monte Carlo simulation for environmental parameteterpolation and component rating.
The methodology adopted is aimed at allowing tlger@thm to be fast but at the same time
applicable easily to any model. The methodologlofeéd is described here:

Firstly, an array of probability distributions dfe model’s input is generated. Since the
array is a linear structure but model’s inputs bancontained in different objects, a specific
function for creating the array for each particutawdel is necessary. The array is then passed
to the Monte Carlo simulation function which, fordafined number of times, calculates a
single value for each parameter from the probabdistributions and then run the specific
model. Since the Monte Carlo simulation reason \aitlays but the single model reason with
objects, an intermediate function for converting tist of values to the objects used in the
models is necessary. When a fixed number of sinonigtare performed, the variance of the
results is analysed and the necessary number aflaion necessary for achieving the
expected precision of the simulation is calculaidte previous steps are then repeated for the
calculated number of times. Finally, the resulteath simulation, stored in an array of single
numbers are used for calculating the probabilistrdiution of the Monte Carlo simulation
returned as the output of the method.

In order to perform this simulation, the class “N®rCarlo_Method” has eleven
methods but no attributes. The methods of the e@eess

— MCM_Simulation
— MCM_Cicle
— MCM_Generate Variate

— MCM_Model_Output
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— MCM_Random_Number_Generator

— MCM_Iteration_Number

— MCM_Populate_ PDF

— MCM_Environment_Fun

— MCM_Component_Fun

— Prepare_Input_for_Environment_ MCS

— Prepare_Input_for_Component_MCS

The method “MCM_Simulation” is the front-end methisponsible for coordinating
the whole Monte Carlo simulation. It returns antamge of the PDF.Beta class with the
probability distribution of the results using apumts an array of instances of the PDF.Beta
class representing the probability distributionstlod inputs, the name of the model with
which to carry out the simulation, and the precisierror accepted. The method
“MCM_Simulation” calls the method “MCM_Cicle”, “MCMliteration_Number” and
“MCM_Populate_ PDF”. The method *“MCM_Cicle” in turncalls the methods
“MCM_Generate_Variate” and “MCM_Model_Output” and het method
“MCM_Generate_Variate” calls the method “MCM_Randdwumber_Generator”. In
“MCM_Generate_Variate” each component of the inguiay of probability distributions is
analysed for extracting a single value which isduepopulate another array of probability
distributions but with single values.
This is done because of the flexibility of the slaBDF.Beta which can contain

probability distributions but also strings or siaglalues for representing textual and constant
inputs. For this reason each element is firstlyneed to identify to which type it belongs

(text, constant number, probability distributiothen it simply pass constant numbers and
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textual values to the output. If the element is@bpbility distribution the method firstly calls
the method “MCM_Random_Number_Generator” and themtethod “PDF.Beta.Calculate

_Inverse_CD” which inverts the cumulative probabildistribution and returns the
value of the variable corresponding to the selectpbbability. The method
“MCM_Random_Number_Generator” makes use of thetdmilvisual basic function for
returning random numbers. But this function, whistbased on the processor’s clock, can
return a different random number only every onelisetond. This was not acceptable
considering the number of parameters that must@eepsed in every simulation, the number
of simulations to carry out and the real-time natof the application designed. For this
reason the seed of the random number generatoreaed with a combination of the
processor’s clock time and a number updated ewery that a function is called and passed
by the Configuration object present in every fumctand method.

These methods represent the core of the Monte Garlalation, but other ancillary
functions have been created to facilitate and statize the input-output process. The method
“MCM_Populate_PDF” returns a structured instance tlé PDF.Beta class populated
according to the input. The particularity of thism€tion is that it can recognise the type of
input and to perform the necessary operationsamiqular it automatically calculates Beta
PDF parameters for a generic array of single valgaen as input. The methods
“Prepare_Input_for_Environment_ MCS” and *“Prepar@uinfor Component MCS” are
used for converting the objects containing infoliorahecessary to run the models into arrays
of probability distributions. Their structure isfluenced by the information structure
available in the class “Thermal_State Estimationfrom where the function

“MCM_Simulation” is called. Similarly the methodsMCM_Environment_Fun” and
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“MCM_Component_Fun” are used for converting theagrresulting from the method
“MCM_Generate_Variate” into the objects used byrémpective models.
A representation of the class “Monte_Carlo_Metha&l’shown inError! Reference

source not found.

Table A - 12: Monte_Carlo_Method class

Monte Carlo Method

MCM_Simulation(Input_Array(), Model_Name, Err, Cagfration) PDF.Beta
MCM_Cicle(Input_Array(), Model_Name, Configuration) Single
MCM_Generate_Variate(Input_Array(), Configuration) PDF.Beta
MCM_Model_Output(Variate(), Model_Name, Configuoat) Single
MCM_Random_Number_Generator(Configuration) -
MCM_Iteration_Number(Data_Array(), err, Configurat) Integer
MCM_Populate_ PDF(Name, Type, Value, Configuration) PDF.Beta
MCM_Environment_Fun(Variate(), Configuration) Single
MCM_Component_Fun(Variate(), Configuration) -
Prepare_Input_for_Environment_ MCS(Parameter_Name, nvirehment_Observation(),  PlacePDF.Beta()
Configuration)

Prepare_Input_for_Component_ MCS(Environment(), Coment, Configuration) -

Thermal State Estimation

The “TSE” class (TSE is an acronym for “Thermal tS&t&stimation”) contains the
methods necessary for carrying out the thermag sstimation of power system networks. It
has no attributes and nine methods. The nine tirewe:

— Network_Thermal_State_Estimation

— Circuit_Thermal_State_ Estimation

— Component_Thermal_State Estimation
— Get_Circuit_Data

— Get_Component_Data

— Get_Environmental_Data

— Calculate_Environmental_Parameters_PDF
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— Calculate_Component_Rating_PDF
— Calculate_Circuit_Rating
— Add_PDF_Obj_to_PDF_Array

The methods “Network Thermal_State Estimation”,
“Circuit_Thermal_State Estimation”, and “Componértiermal_State Estimation”
coordinate the other methods for estimating resgygt the rating of each circuit in the
network, the rating of a single circuit and theimatof a single component. The method
“Network Thermal_State Estimation” calls iteratiyel the method
“Circuit_Thermal_State Estimation”. But the meth&@ircuit_ Thermal State Estimation”
does not calls the method “Component_Thermal_State

_Estimation” but uses autonomously the same funstio order to reduce repetitive
executions of the same calculations and to reduceitcestimation computational-time. This
is because the active distribution generation dutfmntroller developed in this research
project in parallel with the thermal state estimatoll ask selectively for the rating of
potentially vulnerable circuits.

Both “Circuit_Thermal_State Estimation” and
“Component_Thermal_State_Estimation” return an ans¢ of the PDF.Beta class
corresponding to the rating of the circuit or tlemponent specified at the time specified.
Even if the algorithm could autonomously identifye tcurrent time and find the most updated
environmental condition readings, it was decidedetahe user to specify the time for two
reasons:

— The user can specify a time in the past, in thig th& algorithm would
search in the database for historical values of @&myironmental

parameters and the algorithm can be used for méfdnalysis.
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— The user can specify a time in the future, andatgerithm would provide
a forecast of circuit rating. Rating forecast asglisluring the research as
an interesting possible further research field dod this reason the
algorithm was developed for facilitating the intootion of this
improvement. Currently if a date for what they dat exist records is
given, the algorithm returns a conservative anticstalue for the rating,
that can be considered valid also for the future.

Both methods make use of the methods “Get_EnviromaheData” and respectively of
the methods “Get_Circuit_Data” and “Get_Componemtta The first method returns an
array of instances of the class “PDF.Beta” correspty to the information necessary to
perform the environmental condition estimation wiite Monte Carlo method. This function
is called only one time in the method “Circuit_Timal_State Estimation” and its output is
used for the environment state estimation in th&tjpm of each component. This is done in
order to reduce the number of queries to the datatieat can result particularly expensive in
time. The other two methods return an instanceecsly of the class “Component.Circuit”
and “Component.Element”, used for the componemtgatstimation.

The method “Calculate_Environmental _Parameters_RB&irns an array of instances
of the class “PDF.Beta” that is used for compon@ing estimation and has already the
structure necessary for the Monte Carlo simulatidre method “Calculate_Circuit_Rating”
and "Calculate_Component_Rating” manage the diffehenctions necessary for estimating
circuit and component thermal rating respectiviythe method “Calculate_Circuit_Rating”
in particular, the array of probability distributi® of the components of the circuit is scanned
for calculating the minimum rating correspondinget@ch probability. The results are then

summarised in a final probability distribution repentative of the rating of the whole circuit.
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Finally the method “Add_PDF_Obj_to_PDF_Array” isnglly used for facilitating the

creation of array of probability distributions, tausture widely used in the algorithm.

A representation of the class “TSE” is reporte&iror! Reference source not found.

Table A - 13: Thermal State Estimation class

TSE

Network_Thermal_State_Estimation(Name, Time, Canfigjon)
Circuit_Thermal_State Estimation(Name, Time, Caunfigion)
Component_Thermal_State_Estimation(Name, Time, iGorgtion)
Get_Circuit_Data(Name, Configuration)
Get_Component_Data(Name, Configuration)

PDF.Beta()
PDF.Beta
Component.Circuit
Component.Element

Get_Environmental_Data(Time, Configuration) PDF.Beta()
Calculate_Environmental_Parameters_PDF(Environjient( PDF.Beta()
place, Configuration) PDF.Beta
Calculate_Component_Rating_PDF(Environment(),Corepb&onfiguration) PDF.Beta
Calculate_Circuit_Rating(Component_Rating(), Comfagion) PDF.Beta
Add PDF_Obj to PDF Array(PDF_ Obj, Array(), Configtion) PDF.Beta()

Probability Density Function

The class “PDF” (PDF is an acronym for Probabiltgnsity Function) is designed for

describing data probability density function sturess, with the necessary parameters and the
functions necessary for creating and extractingdésdred data from this non-standard type of
data. Since probability distributions are widelyedsn the state estimation this class has a

particular importance in the structure of the alfpon. The class is conceived as a container

of sub classes representing different probabilisgridbutions, as shown i&rror! Reference

source not found.

During the development of the program, the use single, well chosen probability

distribution proved to give acceptable results #ra development of other distribution was
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suspended. The structure of the class was not mdddnd the development of new

distribution can be seen as a possible furtherldpugent of the work with low priority.

PDF

Beta

S —

Figure A - 3: PDF class static structure

As said above, the algorithm uses exclusively tewBprobability distribution, encoded
in the class “PDF.Beta”. The class has 10 attrbated five methods. Since only the Beta
PDF is used, this class is conceived for describisg different types of data such as string
and constant values. The ten attributes are:

— Name

— Type

— String_Value
— Min

— Max

— Alpha

— Beta

— Mean

— Variance

— Static_Value

A 32



The attribute “Name” is a string used for storihg hame of the variable described by
the PDF. The attribute “Type” is a string and canéthree values: “Name”, “Constant” and
“Range”, used respectively for describing textuatiables, single numbers or probability
distributions. The attribute “String_Value” is uséor the textual values if the attribute
“Type” value is “Name”, otherwise, this field is @ty. The attribute “Static_Value” is used
for storing the value of the variable when theilatiie “Type” value is “Constant”, otherwise
this field is empty. The attributes “Min”, “Max”, Ban” and “Variance” along with “Alpha”
and “Beta” are used for storing information regagdihe time series corresponding to the
probability distribution and the shape parametéthe distribution. These fields are empty if
the value of the attribute “Type” is not “Range”.

The five methods of the class are:

— Estimate_BetaPDF_Parameters
— Calculate_PD

— Calculate_Beta_Function

— Calculate_CD

— Calculate_Inverse_CD

The method “Estimate_BetaPDF_Parameters” usesran af single numbers as input
for calculating the parameters of the Beta PDF #ratused to populate an instance of the
“PDF.Beta” class returned as output. The methodci@ate PD” calculate the value of the
probability density of a particular PDF corresporydio a given parameter value, calling the
method “Calculate_Beta_Function” during the procd9se method “Calculate_CD” return
the cumulative probability of a probability distufion corresponding to a given parameter
value. Finally the method “Calculate_Inverse_CD'turas the value of the variable

corresponding to the probability given as inputicgliteratively the method “Calculate_CD”.
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A summary of the class “PDF.Beta” is shown in Tablel4.

Table A - 14: PDF.Beta class

PDF.Beta

Name String
Type -
String_Value -
Min Single
Max -

Alpha -
Beta -
Mean -
Variance -
Static_Value -

Estimate_BetaPDF_Parameters(Data_Array()) PDF.Beta
Calculate_PD(Variable, PDF) Single

Calculate_Beta_Function(Variable, PDF) -
Calculate_CD(Variable, PDF) -
Calculate_Inverse CD(Probability, PDF) -

Auxiliary Procedures

The class “Auxiliary_Proceures” has been desigmeadntaining classes and methods
used in the algorithm for data management but mcessary related to the thermal state
estimation. This class is a container of two sass#s: “Auxiliary_Proceures.Configuration”
and “Auxiliary_Procedures.Manage_DB". The first atefine the “Configuration” class as a
list of parameters used in several part of the rdlgo through an instance of this class
created at the beginning of the simulation and gzhss every function. The second one
contains methods for opening, closing and writimg idatabases.

Originally also the function of reading into databsa was present in this class, but in
order to reduce component thermal state estimatiomputational-time, very specific

methods for reading component properties and emwviemtal parameters have been designed
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and included in the most appropriate class. A Vistgpresentation

“Auxiliary_Procedures” and its sub-classes is shawhigure A - 4.

Auxiliary_
Procedures

A

I s

Configuration

Manage_DB

Figure A - 4: Auxiliary_Procedures class static stucture

of the class

The class “Auxilary_Procedures.Configuration” iseddor defining an object which,

present in every step of the algorithm, allows dasiormation to be accessible in any point

of the algorithm. The presence of this object iasidered particularly useful in phases of

software maintenance or upgrading, since wouldwalim easy method for testing new

methods or procedures requiring different inputheut modifying completely the data flow

structure of the whole algorithm. It is recommendedemove additional attributes in the

class after the testing period when not strictlgessary in order to invalidate the future

possibility of software improvements. The class tmasteen attributes and one method. The

fourteen attributes are:
— Component_Connection
— Environment_Connection
— Geo_DB_Connection
— Output_Connection

— Errors_Connection
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— Message_String

— Altitude_Ref for WS _Correction

— Alternative_ WS

— Alternative_ WD

— Alternative_TA

— Alternative_SR

— Alternative_ TS

— Alternative_STR

— Count

The attributes “Component_Connection”, “EnvironméZnnection”,

“Geo_DB_Connection”, “Output_Connection” and “EgoConnection” are connections to
the databases used in by the algorithm. The at&ritMessage_String” is a string and is used
for passing error messages between different msthad particular to the method
“Auxiliary_Class.Manage_DB.Write_Errors”. The atute “Altitude_for WS_Correction”
contains the value for the reference height usedwimd speed correction due to soil
roughness. The attributes “Alternative_ WS”, *“Altative_WD"”, *“Alternative_TA”,
“Alternative_SR”, “Alternative_TS” and “AlternativéeSTR” are used for storing the
emergency values for wind speed, wind directiom, tamperature, solar radiation, soill
temperature and soil thermal resistivity to be ugsedase of errors in data reading or
calculations. Finally the attribute “Count” is anteger that is updated every time that a
function is called and is used for improving thelify of the random number generator. The
only method of the class is:

— Configuration
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This method returns an instance of the class “Aamil Procedures.Configuration”
populated with the necessary parameters. In péaticut calls the method
“Auxiliary_Procedures.Manage_DB.Manage DB” in orderopen the connection with the
databases and to store them in the attributeseah#tance.

A representation of the class “Auxiliary_Procedu@emfiguration” is shown irerror!

Reference source not found.

Table A - 15: Auxiliary_Procedures.Configuration chss

Auxiliary Procedures.Configuration

Component_Connection OleDbConnection
Environment_Connection -
Geo_DB_Connection -
Output_Connection -
Errors_Connection -
Message_String String
Altitude_Ref for WS_Correction Single
Alternative_ WS -
Alternative_ WD -
Alternative_ TA -
Alternative_ SR -
Alternative_TS -
Alternative_ STR -
Count Integer

Auxiliary_Procedures_

Configuration(Action, Configuration) Configuration

The class “Auxiliary_Procedures.Manage DB” is cordahe methods necessary for
opening, closing and writing specific output intargicular databases. The class has no
attribute and three methods:

— Manage_DB
— Write_Ratings_PDF

—  Write_Errors
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The method “Manage DB” open and closes the datalsgeeified in the input
“DB_Name” according to the action specified in tinput “DB_Action”. If the action is
“Open” then the method returns the open connedctiad if the action is “Close” then the
method closes the connection given as input andn®ta closed connection. The method
“Write_Ratings_PDF” is a subroutine specialisedariting in an output database designed
for storing simulation results and used in the athm validation phase. This method was
maintained because of its potential utility whemgsthe algorithm as an off-line planning
tool. The method “Write_Errors” is specialised initimg messages in the database “Errors”
created for storing a log with the descriptioniué error every time that an error arises in the
running of the program. This method was createinduihe algorithm development phase,
but it was not removed for its utility phases oftsare maintenance or improvement. A
representation of the class “Auxiliary_Proceduremiigye DB” is shown inError!

Reference source not found.

Table A - 16: Auxiliary_Procedures.Manage DB class

Auxiliary Procedures.Manage DB

Manage_DB(DB_Name, DB_Action, Connection) OleDbConnection
Write_Ratings_PDF(Time, PDF, Configuration)
Write_Errors(Description, Configuration)

Web Service

The role of the Web Service is to create a stantdetface between the thermal state
estimation algorithm and the distribute generatatpot controller. It allows also the
algorithm to be installed on a server and to besatted by remote applications and websites.
The Web Service developed has two methods:

— NMS_Data
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— TSE_Circuit_Rating_Single_String

The method “NMS_Data” was build for facilitatingettdistributed generation output
controlle access to the MySQL database with read¢-telectrical readings. This algorithm in
fact has no direct access to the database, bas refi this web service. The method returns a
string with the value of the requested paramet&revat the time requested. Both inputs are
passed through textual values, for facilitatingad#&insfer between potentially different
algorithm,  programming languages and operating esyst The method
“TSE_Circuit_Rating_Single_String” returns a stwgh a single value corresponding to the
real-time circuit rating relative to a selected hability, calculated by the thermal state
estimation algorithm. Currelty, in anticipation tbfe distributed generation real-time output
controller open and closed loop tests, the minineincuit rating is returned. Also in this web
method, inputs and outputs are excanged in thedbainstrings. A representation of the web
service “Service” is shown in Table A - 17.

Table A - 17: Web service class

Service

NMS_Data(Time, Parameter)
TSE_Circuit_Rating_Single String(Time, Circuit Ngme

String

A module was created for demonstrating the podsilof accessing remotely to the
thermal state estimation algorithm, arousing cansor partners’ interest in the technology.
The module was installed on a server of Imass, resatium partner, and allowed other
members to consult the algorithm from their officbsilding confidence for the practical
implementation of this technology in practical isthial applications although it is based on

meteorological historical data.
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Databases

The table “Component_General” contains the parametecessary for populating the
attributes of the class “Component.General_Parasied®ed can be accessed using the field
“Component_Name” as key, although an indipendemerical key is provided. The tables
“Components_OHL” and “Components_OHL_Conductor” ased for storing data relative
to the particular overhead line and to the condumtspectively and they can be accessed
using the fields “Name” and “Code” respectively.eTimformation contained in these two
tables is used for populating the attributes ofdlass “Component.OHL".

The tables “Components_UGC” and “Components_UGCleCaye used for storing
data relative to the particular electric cable emthe conductor respectively and they can be
accessed using the fields “Name” and “Code”. THermation contained in these two tables
is used for populating the attributes of the cl&8®mponent.UGC". finally the tables
“Components_PTR” and “Components_PTR_Transformeg”used for storing data relative
to the particular transformer and to the transfartyee respectively and they can be accessed
using the fields “Name” and “Code”. The informatioantained in these two tables is used

for populating the attributes of the class “CompurfeTR”.
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Components_General
7o

Metwork_MName
Circuit_MName
Component_MName
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Type
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¥
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Cooling
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Rated_Current
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L # 1
Code
C1A
C1B
cic
C2A
C2B
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A
3B
G
C4n
C4B
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Figure A - 5: Database_Components tables and relations diagre

Historical environmental condition readings areredtioin the “Environment” databas

As said before, redlme environmental conditions are retrieved from a-line MySQL

database, but this is relative to a part of thgeptonot yet ultimate, therefore here the f

MS Access database is descrikThe database “Environment” has two and plus te

— Info_WS

— WS_(Name,i

A diagram of the relations between the tables efdatabase “Environment” is shoy

in Error! Reference source not found.
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[ Info_ws (ws_acio3
% 1D GeolD
Mame /_‘ DateTime
GeolD — Wind_Speed
\ Wind_Direction WS ACTS )
' Air_Temperature peoee o y GeolD
Sola_ Radiation DateTime
Soil_Temperature Wind_Speed
Soil_Thermal_Resistivity Wind Direction
r T - Air_Temperature
i Solar_Radiance
Genih Soil_Temperature
Hstefime Soil_Thermal_Resistivity
Wind_Speed
Wind_Direction " i
Air_Temperature \\— W5_ACES
Solar_Radiation GeolD
Soil_Temperature DateTime
Soil_Thermal_Resistivity Wind_Speed
Wind_Direction
i W5_ACO3 h Air_Temperature
GeolD Solar_Radiance
DateTime Soil_Temperature
Wwind_Speed 50il_Thermal_Resistivity
Wind_Direction
Air_Temperature
Solar_Radiation
Soil_Temperature
Soil_Thermal_Resistivity

Figure A - 6: Database "Environment" tables and relations diagran

The table “Info_WS” contains a list of the meteoigital stations installed in the ar
whilst the tables “WS_(Name,i)”, one for each mebdémgical station, contains the readir
of each environmental condition, along with a tiraegp for the period when they have b
recorded.

Geographical based information are stored in aragpalatabase, currently a |
Access database, but in future it is expected Ibstgute it with the diabase of a professior

GIS programThe table, called “Coordinates” is showrFigure A - 7
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L " 2 N
Coordinates

¥ ID
GeolD
Latitude
Longitude
Ground_Type_Turbulence
Altitude
Saoil_Thermal_Resistivity
Soil_Thermal_Diffusivity

Figure A - 7: Database "Geo_DB" table"Coordinates” diagram

As said before other two databases have been dréatesoftware maintenance a
validation purposes: the database “Errors” anddditabase “Output”. The database “Errc
has a single table “Errors” used for storing erfogs generated by the algom. Each entry
is characterised by a timestamp and by a stringytior@éng the function where the ern
appeared, the type of error and the decision téketme algorithm. The most common er
recorded is the lack of data in the “Environmerditabase fc a particular time, error that
followed by the forced assumption of conservativatic values for the correspondi
environmental parameter. A visual description @ftdble “Errors” of the database “Errors’

shown in Figure A - 8.

Errors
Time
Description

Figure A - 8: Database "Errors”, table "Errors" diagram

The last database created for the algorithm vadidgirocess is the database “Out],
wherethe ratings for each component of the network aastbred for each timestamp in-

table “Ratings_PDF". This table has a field forrstg the timestamp of the simulated outy
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and all the fields necessary for storing the infation contained in thettributes of the class
“PDF.Beta”. A visual description of the table “Rags_PDF” of the database “Output”

shown in Figure A - 9.

( Ratings_PDF
Time
Mame
Type
String_Value
ir
fax
kean
Variance
Alpha
Beta
Static_ Value

Figure A - 9: Database "Output”, table "Ratings_PDF" diagram

Data Flow

Firstly, it calls the methods “TSE.Get_Circuit_Dat@r loading circuit static data froi
the “Components” database in an instance of the mi@ment.Circuit” class ar
“TSE.Get_Environmental_Data”, for loading the rewdi of environmental conditions in
array of probability density functions objects. &ft this, the metho
“TSE.Circuit_Thermal_State Estimation” calls itévaty the methoc
“TSE.Calculate_Environmen_Parameters_PDF”, “TSE.Calculate_Component_R_

_PDF” and “PDF.Beta.Add_PDF_Obj_to_Array” for eacbmponent in the circui
These methods perform respectively: the estimatbrenvironmental conditions in tt
component location, the estimation of icomponent redaime rating, the insertion of tf

realtime component rating probility distribution in an array.
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Finally, the method “TSE.Calculate_Circuit_Ratingturns the probability distribution
for the whole circuit real-time rating. This obje returned in turn by the method
“TSE.Circuit_Thermal_State_Estimation” to the welethod, which calculates the rating
value corresponding to a selected probability, edohe connections with the databases and
returns the single value as output.

The first two methods are now analysed in detdik Thethod “TSE.Get_Circuit_Data”,
creates a list of the names of the components geigrio the circuit reading in the database
“Components” with the circuit name given as inpgstakey. Then it calls iteratively the
method “Component.Circuit.Load_Data” which readsnponent data into the database
“Components” and populates with the correct values instance of the class
“Component.Element”. The method “TSE.Get Circuittdda calls the method
“Environment.Search_Data” which finds, in the daisd “Enironment”, name nd locations of
the weather stations installed in the area. Thenefach weather station and for each
parameter, creates a PDF object populated withvidaes read in the “Environment”
database, using the methods “Environment.Find_Bnmental_Readings”,
“Montecarlo_Method.MCM_Populate_PDF” and “PDF.Batdd_PDF_Obj_to_Array”.

The methods “TSE.Calculate_Environmental Parame&®&” and “TSE.Calculate

_Component_Rating_PDF” have a similar structure,dne specialised respectively in
environmental condition estimation and componetmgaestimation.

The method “TSE.Calculate_Environmental Parame®i$§” calls iteratively for each
environmental condition the methods
“Montecarlo_Method.Prepare_Input_for_Environment_ $1C'Montecarlo_Method.MCM_

_Simulation” and “PDF.Beta.Add_PDF_Obj_to_Array’hd array of PDF object

generated is given as input to the method “TSEJaie Component_Rating_PDF” which
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calls in turn the methods “Montecarlo_Method.Prep&rput_for Component MCS”, and
“Montecarlo_Method..MCM_Simulation”. The method “Migcarlo_Method.Prepare_Input_

_for_Environment__MCS” and
“Montecarlo_Method.Prepare_Input_for_Component_M@8&fisform their inputs in a list of
probability  distributions that can be used directlypy the method
“Montecarlo_Method.MCM_ Simulation”.

The method “Montecarlo_Method.MCM_Simulation” supses the Monte Carlo
simulation with the particular model selected amel inputs given. Firstly, it calls N times the
method “Montecarlo_Method.MCM_Cicle”, then, with eth  method
“Montecarlo_Method.MCM _Iteration_Number” verifie§ the number of iterations N is
acceptable for the precision requested; if the tmmdif verified the method returns the
solution of the “Montecarlo_ Method.MCM_Cicle”, otliase it calls the method
“Montecarlo_Method.MCM_Cicle” until the conditionsi not verified. The method
“Montecarlo_Method.MCM_Cicle” calls in sequence the methods
“Montecarlo_Method.MCM_Generate_Variate” and “Macdado_Method.MCM _
_Model_Output”.

The first method, transforms the list of probapiliistribution get as input in a list of
constant parameters, whilst the second calls tipeoppate method according to the model
name given as input: for environmental parametets cdalls the method
“Montecarlo_Method.MCM_Environment_Fun” and for angponent, it calls the method
“Montecarlo_Method.MCM_Component_Fun”. The methtddsntecarlo_Method.MCM_

_Environment_Fun” and “Montecarlo_Method.MCM__ Coment_Fun”  call

respectively the methods “Environment.Environmeatafeter Estimation” and
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“Component.Element_Calculate_Rating_MVA” after certing the list of constant values

given as input in the structured objects necedsarihe models.
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Abstract: This article describes research that aims to realize a real-time rating (RTR) system for
power system components. The RTR technology is regarded with interest due to its potential to
unlock network power transfer capacity, improve power flow congestion management flexibi-
lity, and facilitate the connection of distributed generation. The solution described in this work
involves the use of a limited number of meteorological stations and a series of analytical models
for estimating component ratings. The effect of data uncertainty is taken into account by an esti-
mation algorithm based on the Monte Carlo method. Estimations of conductor temperature and
environmental conditions have been validated against measured data in five different network
locations. Average errors of —2.2, —1.9, —1.2, —1.9, and 1.4 °C were found for the five different net-
work locations over a period of 71 days when comparing estimates to measured results. Results
analysis identified that the models used were the main source of error. The estimation of wind
direction and solar radiation was the most sensitive to errors in the models. Therefore, suggestions

are made regarding the improvement of these models and the RTR estimation system.

Keywords: overhead line, real-time, rating, Monte Carlo, validation

1 INTRODUCTION

This article describes a real-time rating (RTR) esti-
mation algorithm for overhead lines developed at
Durham University and its validation against field
data. The solution described in this work involves
the use of a limited number of meteorological sta-
tions and a series of analytical models for estimating
component ratings. The research builds on previous
work [1], which quantified the influence of envi-
ronmental conditions on power system ratings and
identified overhead lines as the power system com-
ponent with the greatest potential for RTR exploita-
tion. Estimated values for conductor temperature and
for the environmental conditions influencing compo-
nent rating are compared with measured values and
the estimation error is then analysed. Environmen-
tal conditions were assessed by processing the data
monitored at five meteorological station locations. The
number and location of the meteorological station

*Corresponding author: School of Engineering, Durham University,
South Road, Durham DH1 3LE, UK.
email: andrea.michiorri@durham.ac.uk

installations were driven by physical constraints of
the particular site. The concept behind RTR is that
power system component ratings are influenced by
environmental conditions such as wind speed, wind
direction, air temperature, and solar radiation and
are therefore continuously varying. Real-time moni-
toring of component temperature or environmental
conditions allows the exploitation of additional head-
room. This headroom is currently neglected by the
prevalent use of conservative static ratings based on
seasonal worst case scenarios. For the purpose of this
research, RTRs are defined as a time-variant rating
that can be practically exploited without damaging
components or reducing their life expectancy. Actual
measurements of environmental conditions are used
as the input to steady-state thermal models. In order
to calculate and exploit the RTR, it is assumed that
a limited number of local environmental condition
measurements are available and that there are no
outages (planned or unplanned) present within the
electrical power system. Short-term transients, taking
into account the thermal capacitance of power sys-
tem components, are not included within the RTR
assessment. It is felt that this would not materially
affect the GWh/annum throughput of energy within
the electrical power system. The research described
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in this article forms part of a UK Government partly
funded project [2] that aims to develop and deploy an
online power output controller for distributed genera-
tion (DG) based on component RTRs. In this project, a
DG power output controller compares RTRs with net-
work power flows and produces set points that are
fed back to the DG operator for implementation. The
research consortium includes ScottishPower Energy-
Networks, AREVA T&D, PB Power, Imass, and Durham
University. The article is structured in the following
way: section 2 provides an overview of relevant work.
In section 3, the estimation algorithm used for com-
ponent RTRs is described. Section 4 describes the
validation of the algorithm estimates against mea-
sured data, and in section 5, conclusions are drawn
from the work carried out and the scope for further
work is identified.

2 RELEVANTWORK

Currently, power system component ratings are based
on conservative assumptions based on historical envi-
ronmental conditions, as described in references [3]
and [4]. A similar approach is described in refer-
ence [5], where a methodology for calculating compo-
nent ratings considering the combination of historical
environmental conditions, loads and expected costs
related to thermal overloads is adopted. This approach
is challenged in research showing the advantages for
distribution network operators (DNOs) arising from
the adoption of an RTR system. A quantitative esti-
mation of the possible headroom unlocked by the
adoption of RTRs for overhead lines, electric cables,
and power transformers is presented in reference [1]
and overhead lines are identified as the component
type with the highest possible gains. The effect of envi-
ronmental condition variability on the rating of power
transformers is studied in reference [6], where it is
shown that the rating of transformers positioned at
the base of wind turbines may at present be oversized
by up to 20 per cent. A similar study described in ref-
erence [7] compares the power flow to the conductor
RTR in an overhead line connecting a wind farm. In
this research, it was highlighted that high-power flows
resulting from wind generation at high wind speeds
could be accommodated since the same wind speed
has a positive effect on the line cooling. This obser-
vation makes the adoption of RTR systems relevant in
applications where strong correlations exist between
the cooling effect of environmental conditions and
electrical power flow transfers. An application of RTR
for wind farm connections in the UK is described
in reference [8], where particular attention is given
to the necessity to combine the RTR system with
devices able to manage the non-firm connection of
DG. The application of an RTR system for the Spanish
transmission grid is described in reference [9]. Here a

minimal number of meteorological stations are used
to gather real-time data. These data are then processed
using a meteorological model based on the Wind Atlas
Analysis and Application Program (WAsP) [10], tak-
ing into account the effect of obstacles and ground
roughness, and finally the rating is calculated. The
experience of the Dutch companies NUON and KEMA
on temperature monitoring of overhead lines, electric
cables, and power transformers is described in refer-
ence [11]. Research on the area of state estimation
techniques for component rating proved the neces-
sity for reliable and accurate environmental condition
monitoring in order to obtain accurate component
rating estimates. In references [12] to [14], the influ-
ence of component thermal model input errors on
the accuracy of RTR systems is studied. The applica-
tion of different state estimation techniques, such as
affine arithmetic, interval arithmetic, and Monte Carlo
simulations, was studied for overhead lines, electric
cables, and power transformers. Errors of up to +20
per cent for an operating point of 75°C, +29 per cent
for an operating point of 60 °C and £15 per cent for an
operating point of 65 °C were found when estimating
the operating temperature of overhead lines, electric
cables, and power transformers, respectively. In order
to reduce this error, the opportunity to use an expert
system for enhancing rating estimation is explored in
reference [15], where electric cable ratings estimated
with physical models are refined with an expert sys-
tem identifying the most suitable model according to
past experience. In reference [16], a system combin-
ing distributed thermal sensing, physical models, and
learning algorithm is used for estimating enhanced
line rating forecasts. Another expert system informed
by short-term RTRs is described in reference [17] along
with its indoor and outdoor test and its possible appli-
cation during outages. The research presented in this
article adds to the work described above by describ-
ing the principles behind a different RTR system and
its validation against field data. The proposed solu-
tion makes use of sophisticated estimation algorithms,
which have threefold benefits: first, the requirements
for alarge number of equipment installations in order
to monitor large network areas are reduced. Second,
the capital cost of the system is reduced. Third, the
estimation algorithm offers a robust solution, which
maintains operational security in the case of mea-
surement or communication failures. Furthermore,
the rigorous test carried out on different components
of the same network for an extended period pro-
vides a detailed description of system behaviour under
different operational conditions.

3 RATING ESTIMATION ALGORITHM

The estimation of the RTR of power system compo-
nents is a problem characterized by non-linear models
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and input uncertainty. Therefore the Monte Carlo
method was considered the most appropriate solution
both for the estimation of environmental conditions
in each component location and for the estimation of
component rating.

3.1 Analytical models

In these sections, the models used for calculating over-
head line ratings and environmental condition values
are described. For safe network operation, the line
design operating temperature must not be exceeded
in order to avoid damaging the component. For over-
head lines in particular, a temperature rise leads to
a reduction in conductor tension and to an increase
in the sag. Typical values for maximum conductor
temperature are between 50 and 90°C. Component
temperature is not a constant value but depends upon
the energy balance between the heat produced inside
the component and the heat exchange on its sur-
face. However, the heat exchange is mainly influenced
by the temperature difference between the cable and
the environment and by other external factors such
as wind speed or solar radiation. By considering the
heat dissipated by the Joule effect (I?R), the heat
exchanged by convection (g.) and radiation (g,), and
the solar radiation (gs), the energy balance for an over-
head line conductor is described in equation (1) taken
from [18]

12R+qs:qc+6Ir (1)

The heat exchange terms in equation (1) are calculated
according to equations (2), (3), and (4)

qs[W/m] = Qabs Sy D (2)

qr[VV/m] = Uem 0SB [Tc4 - T:] 7 D, (3)
 Nu(T.—T,)

q.[W/m] = De pih, 4)

The Nusselt number (Nu) in equation (4) is calculated
according to equation (5), where the Reynolds number
(Re) and the direction correction coefficient (Ky;,) are
calculated as in equations (6) and (7) taken from [19]

Nu = (0.65 Re®? + 0.23 Re"5") Ky;, (5)
T T —1.78

Re = 1.644 x 10° Ws D, ( ;f ) 6)

Kgir = Kqir—1 + Kair—p sin"4r(3) @

Environmental condition values are read in real
time at selected locations in the network area and are
used for estimating environmental conditions in every
component location. For this purpose, the inverse
distance interpolation technique [20] described in
equation (8) is used. At each point (k) in the

geographical area, the value of the parameter (w)
representing the environmental condition can be esti-
mated as a weighted average of the parameter values
known at i points. The weighting factor is a function of
the distance between the points.

2
Wy — Ez[(l/l,‘,kz)wz] ®)
Z(1/0)

This technique is used for the estimation of wind
speed (Ws), wind direction (Wd), air temperature (Ta)
and solar radiation (Sr). For wind speed estimation,
the ground roughness effect is taken into account and
an additional correction, based on the use of the wind
profile power law [21] and described in equation (9),
isused

Kshear, Kshear.
Ws, = Ws, (T) ( : ) )
a ref

The wind speed at two different heights is linked
with the ground roughness through the exponent
Kshear. Values of Kshear for different ground types
may be found in reference [1].

Using equation (9), the anemometer wind speed
(Ws,) at the meteorological station height (h,) is
extrapolated to a reference height (h.), in this case
100 m, to remove ground roughness dependence rep-
resented by the parameter Kshear. The values from
different anemometer locations may then be inter-
polated, using equation (8), to provide a wind speed
estimate at the reference height for a particular geo-
graphical location. The ground roughness at this
location is then taken into account through the coeffi-
cient Kshear, along with the conductor height (h.) in
equation (9) to estimate the wind speed (Ws,) across
the conductor. Regarding wind direction, equation (8)
can be used for wind direction interpolation although
it can provide erroneous values for particular input
datasets, in particular when multiple meteorological
stations record concurrent values of the wind direction
from north-north-west (NNW) and north-north—east
(NNE). In this case, the interpolation may produce
distorted results because averaging wind direction val-
ues in the region of NNW to N (337.5°-360°) together
with values in the region of N to NNE (0°-22.5°) pro-
duces wind direction estimates in the regions SSW
to SSE (157.5°-202.5°), which represents a 180° phase
shift between the real and calculated wind direc-
tions. This does not render equation (8) inappropriate
to use because, due to the angular nature of the
wind direction, a phase shift in wind-conductor angle
of 180° has the same cooling effect as the wind-
conductor angle without the phase shift. Therefore,
an error of 200° in the wind direction has the same
effect on conductor temperature calculation as an
error of +20°.

JPE859

Proc. IMechE Vol. 224 Part A: ]J. Power and Energy



296 A Michiorri, P C Taylor, and S C E Jupe

3.2 The Monte Carlo method

The Monte Carlo method consists of an iterative eval-
uation of results of the deterministic models relative
to randomly selected input values [22]. These inputs
arerandomly generated from probability density func-
tions (PDF) describing parameter probabilistic struc-
ture and the results generated by the deterministic
model in different trials can be represented in turn by
probability distributions. In Fig. 1, a visual represen-
tation of the Monte Carlo-based solution used in this
work is given. The simulation starts collecting param-
eter readings in a period df (a). For each parameter
(x,¥,2), a PDF is calculated from the measured data
(b) as described in section 3.2.1 and the cumulative
density function (CDF) is calculated by integration
from the PDE At this point (c), a random value for
the probability is generated for each parameter, and
inverting the CDE the corresponding parameter value
is selected, as described in section 3.2.2. The random
variates generated are then used (d) for calculating the
output of a model. The different models used in this
research are described in section 3.1. The two steps
(c) and (d) are N repeated times, where N is calcu-
lated as described in section 3.2.3 and the model’s
results are stored (e) for further analysis. Finally, a
PDF for approximating the output is generated (f)
from the N simulation results as in step (b). In an
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Fig.1 Monte Carlo method example

RTR system deployment, the parameter w could be the
wind speed across an overhead line conductor and the
parameters x, y, and z could be the wind speed as mea-
sured by three meteorological stations. Alternatively,
the parameter w could be the conductor temperature
and the parameters x, y, and z could be the wind speed,
wind direction, and air temperature in the conduc-
tor location. For conductor temperature estimation,
the state estimation algorithm is used in two ways:
first, for estimating environmental condition values
in the conductor location from environmental condi-
tion measurements at the meteorological stations, and
Second, for estimating conductor temperature from
the estimated environmental conditions local to the
conductor.

3.2.1 Probability density function

The PDF of a random variable is a function describing
the density of probability at each point in the sample
space. It enables the calculation of the probability of
the random variable falling within a given interval by
calculating the integral, called CDE of the PDF in the
given interval. In the Monte Carlo method, the PDF is
used to describe the probability structure of input and
output variables and to increase the result precision,
allowing a greater number of simulations to be carried
out for the more probable values of each parameter.
The most common PDFs are the constant and the nor-
mal, although in this work the Beta PDF was chosen
because of its flexibility [23]. In equations (10) and
(11), the Beta PDF and the Beta CDF are given. In these
equations, the parameters a and b represent the lower
and upper bounds, while the parameters p and g are
the shape parameters and x is the variable. Accord-
ing to their values the Beta PDF can assume different
shapes, as shown in Fig. 2

PDF;(x; p, g, a, b)[[x]™"]

(x —ay (b —x)7!

= - (10)
(b —ayp+a-1 [[wr=1(1 — w)i-'dw
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Fig.2 Beta PDF for different values of the shape param-
eters
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CDFﬂ(x) p) 5/» a, b) - J' ﬂ(w, pr 6]; a, b)dw

[T(w — a)P~ (b — w)T'dw

= - (11)
(b —ayp+a-1 [[wr=1(1 — w)i-'dw

The shape parameters p and g can be calculated
from data series analysis using equations (12) and (13),
where X and 62 can be calculated as in equations (14)
and (15) and x,,, and o2 are the average and standard
deviation of the data series [23].

N
p:x<¥_1> (12)
s
q=(1—x>(¥—1> 13)
_ Xm — a
X=4— (14)
~2 _ o
o _—(b—a)2 (15)

3.2.2 Variate generation

For each simulation, a random value in the sam-
ple range is selected for each input and is used for
calculating the model’s output. In the algorithm devel-
oped, a pseudorandom linear congruential generator,
described in equation (16) [22], is used for calculating
a probability (P) in the interval [0,1]

Py = (kg1 Py + kgo)mod(kg3) (16)

In equation (16), the multiplier (kz;) and the incre-
ment (kr,) are calculated at each step considering
the time of the processor’s clock and the iteration
number of the general algorithm, while the modu-
lus (kg3) is constant. This was done to improve the
ability of the algorithm to generate uncorrelated ran-
dom numbers. The probability P,.; is then used for
calculating a variate for each input parameter with
the inverse transform method. The CDF described in
equation (11) is inverted in order to find the param-
eter value (x) corresponding to the given probability
(P) as in equation (17). Because of the non-linearity
of equation (11), its inversion is realized through an
iterative algorithm based on the secant method [24]

x = CDF,'(P; p,q,a,b) 17

3.2.3 Calculation of the required number
of simulations

Monte Carlo estimation precision depends on the
number of simulations carried out. A limited number
of simulations would reduce the computational time,
since it is necessary to sample sufficiently the PDF of
every parameter and to consider a sufficient number
of parameter combinations. In this work the simula-
tion number is calculated as in equation (18), which

links together the number of samples (IV), the stan-
dard deviation of the results (o,,) and a selected error
value (ey)

3om

€ =
N Xm »\/Nl'

In the algorithm developed, first an acceptable value
for the error is defined and a fixed number of sim-
ulations (IV, = 50) is carried out and, then, from the
average and standard deviation of the results the nec-
essary number of iterations (V;) is calculated. If N; >
Ny, then it is necessary to carry out N; — N, more
simulations.

(18)

4 VALIDATION

In this section, the methodology used for validating
the algorithm is described and test results are reported
and discussed, analysing the strengths and limitations
of the proposed RTR algorithm.

4.1 Testing strategy

For practical applications, the state estimation
algorithm must produce accurate and precise rating
estimates while being computationally efficient and
robust to measurement and communication failures.
Furthermore, the estimation is strongly influenced
by the models used, which also have to be accu-
rate and precise. Therefore, a testing strategy aimed
at evaluating each one of these characteristics was
developed.

1. Accuracy can be defined as the degree of approxi-
mation of a calculated parameter to its true value;
in this work, accuracy is measured with the average
error between estimated and measured values.

2. Precision can be defined as a measure of agreement
between independent calculations. In this work,
the precision of the estimation is measured with
the estimation standard deviation.

3. Robustness can be defined as the ability of the
algorithm to provide estimates in the case of mea-
surement or communication failures. In this work,
robustness is measured with the change of the
estimation average error and average standard
deviation.

4. Computational efficiency can be defined as the
ability of the algorithm to perform estimations in
a given timeframe. In this work, the speed of the
algorithm is measured with the average time nec-
essary to produce temperature estimations for one
component.

In order to test the analytical models used for
environmental condition estimations, meteorological
readings in each of the five locations were compared
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with values estimated in the same place. In each
case, the simulation was performed without consid-
ering the data for the location studied; and analytical
models were populated with directly measured envi-
ronmental conditions as given in section 3.1, without
using the Monte Carlo state estimation algorithm. For
example, the air temperature atlocation MS 1 was cal-
culated using equation (8) and measured values from
MS 2 to 5. These values were then compared with
data measured in MS 1, the latter measurement being
considered as the true value of the parameters. Com-
ponentratings cannot be directly measured, but rather
calculated from standard-based models. Therefore,
the conductor temperature was used for validation
purposes since conductor operating temperatures can
be directly measured and estimated values can be
directly compared with measured values. In order to
validate the model used for conductor rating, mea-
sured conductor temperatures were compared with
the conductor temperature calculated using the envi-
ronmental conditions recorded in the same location.
Also in this case only the analytical models given in
section 3.1 were used. This process was repeated in
order to validate conductor rating models for each
meteorological station location. For example, the con-
ductor temperature in location MS 1 was calculated
using equation (1) and measured environmental con-
ditions local to MS 1. This value was compared to the
monitored conductor temperature at location MS 1.
An analysis of the model validation studies is given
in section 4.3.1. In order to validate the thermal state
estimation algorithm, estimated conductor tempera-
tures in each of the five locations were compared with
measured conductor temperatures. For example, the
conductor temperature inlocation MS 1 was estimated
using equations (1) and (9) and measured values from
MS 2 to 5 and was compared to the measured con-
ductor temperature at MS 1. An analysis of the state
estimation validation study is given in section 4.3.2. In
this case, the Monte Carlo state estimation algorithm
described in section 3.2 was used.

4.2 Case study

The thermal state estimation algorithm developed
has been validated on measured data from a portion
of ScottishPower network, where five meteorolog-
ical stations and conductor temperature measure-
ment devices were installed. The network is com-
posed of 132kV overhead lines with Lynx conductors
with a maximum operating temperature of 50°C. A
schematic view of the network and a map of the mon-
itored area are given in Fig. 3. The circuits shown in
the map are highlighted in the schematic network
view. The 132 kV network in this area comprises two
circuits: one built in the east-west direction connect-
ing the distribution network to local loads and the

@ 132k

132kV

132 kV @

1326V 132kV

0 ™™ 2km 4

Distributed Generator

D Substation

Grid Supply Point

Meteorological

° Station

— Circuit

Fig.3 Monitored network area

other built in the north-south direction connecting
a local substation and a distributed generator. From
a geographical point of view, the area is characterized
by hills, valleys, and the coast line running in the east—
west direction. The different soil roughnesses of these
areas was estimated by observing satellite images. The
prevailing wind direction is north to south. It is antic-
ipated that this will considerably influence the rating
of the circuits described above in the following man-
ner: over the course of the year, the east-west running
circuit will experience greater cooling than the north-
south circuit. Meteorological measurements for the
period 7 December 2008 to 18 February 2009 were used
for carrying out the validation. For each meteorologi-
cal station, five minute averaged values of wind speed,
wind direction, air temperature, and solar radiation
were available. Furthermore, in each meteorological
station location, five minute averaged readings for
conductor temperature and current were available. A
summary of the environmental conditions recorded
during the observation period is given in Table 1.
Average wind speed is the parameter presenting the
greatest variation in the different locations, passing
from a value of 5.4m/s in MS 5 to a value of 2m/s
in MS 3. The distance between these two meteoro-
logical stations is 11km, but differences in ground
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Table 1 Frequency percentages of measured environmental conditions at the five meteorological stations and
measured current flowing in the conductor in the same locations for the period 7 December 2008 to 18

February 2009
Ws (m/s) 0<Ws <04 0.4 <Ws < 4.6 4.6 <Ws <838 8.8 <Ws <13 13 <Ws < 17.2 172 <Ws < 21.4
MS1 12.6% 61.2% 13.1% 1.4% 0.0% 0.0%
MS 2 8.5% 58.1% 19.0% 0.6% 0.0% 0.0%
MS 3 12.6% 34.2% 4.5% 0.0% 0.0% 0.0%
MS 4 10.0% 57.7% 20.3% 2.9% 0.3% 0.0%
MS 5 1.5% 42.6% 40.9% 9.4% 2.4% 1.2%
wd (°) o<wWd<5 5<Wd<76 76 <Wd < 147 147 <Wd < 218 218 <Wd < 289 289 <Wd < 360
MS1 0.9% 9.2% 26.3% 37.0% 14.7% 11.4%
MS 2 0.5% 4.7% 32.2% 36.0% 14.1% 12.0%
MS 3 0.6% 6.1% 31.2% 26.3% 24.6% 10.8%
MS 4 0.2% 2.8% 43.7% 28.3% 15.2% 9.5%
MS 5 0.4% 4.4% 16.0% 41.7% 25.9% 11.3%
Tq (°C) Tp < -3 -3<T,<05 05<T,<4 4<T, < 7.5 75 <T,<11 11 < T, <145
MS1 1.9% 15.6% 32.1% 33.3% 15.4% 1.0%
MS 2 2.5% 12.7% 29.6% 30.9% 20.4% 3.5%
MS 3 4.2% 15.8% 29.1% 29.9% 17.7% 2.8%
MS 4 1.8% 10.7% 26.4% 33.9% 22.0% 4.7%
MS 5 0.0% 12.6% 33.4% 37.7% 14.9% 1.1%
Sr (W/m?) 0<Sr<5 5<Sr<112 112 < Sr< 219 219 < Sr < 326 326 < Sr< 433 433 < Sr< 541
MS1 2.3% 46.9% 10.2% 4.8% 0.8% 0.1%
MS 2 2.1% 55.2% 6.3% 0.4% 0.0% 0.0%
MS 3 2.1% 57.6% 5.3% 1.0% 0.1% 0.0%
MS 4 1.8% 48.0% 11.0% 4.2% 0.6% 0.1%
MS 5 2.1% 50.3% 9.8% 3.8% 0.6% 0.1%
I(A) 0<1<20 20 <1 <64 64 <1< 108 108 < I < 152 152 <1< 196 196 < I < 240
MS1 1.7% 28.6% 38.8% 21.8% 8.3% 0.4%
MS 2 1.3% 19.9% 38.4% 23.7% 13.1% 3.0%
MS 3 1.6% 26.7% 37.0% 21.1% 8.0% 0.5%
MS 4 14.2% 50.4% 16.4% 13.4% 0.5% 0.0%
MS 5 23.3% 46.5% 22.4% 1.6% 0.0% 0.0%

roughness between the urban and rural environments
of MS 3 and MS 5, respectively, influence wind speed
as described in equation (9).

4.3 Results and discussion

In this section, the results of the simulations carried
out using the system described in section 3.2 are com-
pared with the inputs described in section 4.1. The
results are analysed according to the methodology
described in section 4.1.

4.3.1 Model validation

Environmental condition models and conductor rat-
ing models were tested as described in section 4.1. The
comparison between estimated and measured values
for all the models is shown in Fig. 4 and a quantitative
analysis of the error is shown in Table 2. For illustra-
tive purpose, the data shown in Fig. 4 are relative to
MS 2 and to the limited period 7 December 2008 to
13 December 2008. Regarding wind speed and direc-
tion estimation, there is generally good agreement
between estimated and measured data, but on par-
ticular occasions the interpolation method described
in equation (8) produces a considerable error. This
is shown clearly in Figs 4(a) and (b) in the period
9 November 2008. Regarding the wind direction, the

phase shift in results that potentially occurs when
the interpolation in equation (8) is used may be seen
for estimated values corresponding to measured val-
ues in the region of 360°. Regarding air temperature
estimation, Fig. 4(c) shows good agreement between
estimated and measured data. Here, the effect of
conservative assumptions in the case of missing or
unacceptable data is evident in the estimates pro-
duced for the days 7 December 2008 and 12 December
2008. Regarding solar radiation, there is a considerable
difference between estimated and measured data, as
shown in Fig. 4(d). This is due to local cloud cover-
age or other local conditions such as reflection from
surfaces in proximity to the meteorological station
that are not taken into account. Regarding conductor
temperature, there is good agreement between esti-
mated and measured values, with the greatest error
associated with spikes in the measured conductor
temperature not present in the trace produced by cal-
culation. This is because the model used does not
consider the dynamic behaviour of the conductor,
which increases the error in cases where there is a
response to rapid changes in current. In Table 2, the
average error and the error standard deviation for each
parameter in each location are reported for the period
7 December 2008 to 18 February 2009. Regarding wind
speed, the estimation in location MS 3 presents an
average error considerably higher than the others and
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Fig.4 Comparison between calculated and measured data in the period 7 December 2008 to 13
December 2008 for the location MS 2: (a) wind speed, (b) wind direction, (c) air temperature,
(d) solar radiation, and (e) conductor temperature

error standard deviation is also the highest. This is
expected to be caused by errors in ground parameter
estimation. Imprecise values for conductor parame-
ters such as line orientation or conductor resistance
are expected to be the main causes for the high aver-
age error and high error standard deviation for the
conductors in locations MS 1 and MS 2, respectively.
Errors for the other parameters can only be associated
with imprecision in the model used.

4.3.2 State estimation validation

The Monte Carlo-based state estimation algorithm
described in section 3.2 was tested as described in
section 4.1 and the results are summarized in Table 3.
Particular attention was paid to reducing the estima-
tion computational time, and in all the five exam-
ples, the average computational time is between 2.16
and 2.24s. This simulation was carried out using a

0.625 GHz processor and the computational time can
be considerably reduced by increasing the parameter
ey, currently set at 5 per cent for every parameter.
Regarding the estimation average error, its value is in
line with the model average error reported in Table 2
but the standard deviation tends to be higher. The
estimation standard deviation is also compared to the
standard deviation of the measured temperature over
a period of 30 m. An optimal value for the estimation
standard deviation would be similar to the measured
standard deviation, but here it is roughly one third.
This can be explained in two ways: first the steady-state
model used for conductor temperature calculation
does not take into account the dynamic behaviour of
the conductor, producing a less variable estimation,
as seen in Fig. 4(e). Second this parameter is influ-
enced by the number of simulations carried out, but
this number is voluntarily kept low in order to reduce
the computational time because of the use of this

Proc. IMechE Vol. 224 Part A: J. Power and Energy

JPE859



Overhead line real-time rating estimation algorithm 301

Table 2 Erroraverage and standard deviation for each model and each meteorological station for
the period 7 December 2008 to 18 February 2009. The highest values for each parameter

are highlighted
Parameter Ws (m/s) Wwd (°) Ty (°C) Sr (W/m?) T. (°C)
MS1 Error average 0.0 8 0.8 —10 —2.4
Error standard deviation 0.9 54 1.5 44 2.1
MS 2 Error average —0.3 3 0.2 21 -1.8
Error standard deviation 1.4 39 1.4 27 2.6
MS 3 Error average 1.8 -7 0.9 20 -1.5
Error standard deviation 1.5 47 1.8 43 1.7
MS 4 Error average -0.8 12 -0.3 —11 -1.0
Error standard deviation 1.3 51 1.6 39 0.9
MS5 Error average —0.8 —23 0.4 -7 0.0
Error standard deviation 1.3 46 2.0 42 1.2

Table 3 Conductor temperature state estimation error analysis at the five meteorological
stations for the period 7 December 2008 to 18 February 2009

MS1 MS 2 MS3 MS 4 MS 5
Time (s) 2.24 2.16 2.23 2.21 2.23
Error average (°C) —2.2 -1.9 —-1.2 -1.9 1.4
Error standard deviation (°C) 2.2 2.4 2.3 1.9 1.9
Estimated standard deviation (°C) 0.118 0.120 0.121 0.119 0.121
Measured standard deviation (°C) 0.355 0.355 0.355 0.447 0.447

algorithm in an online controller. Figure 5 shows the
comparison between estimated conductor tempera-
ture and measured conductor temperature at location
MS 2 during the first week of simulations. This chart
displays strong similarities with Fig. 4(e). However,
the main differences in estimated conductor temper-
atures arise from missing data at MS 1, 3, 4, and 5.
At these points in time, the algorithm makes conser-
vative assumptions of the environmental conditions
local to MS 2 and, therefore, the predicted conduc-
tor operating temperature is higher. The behaviour
of the state estimation algorithm for measurement
and communication failure was studied at location
MS 2 by introducing a variable percentage of miss-
ing data into the input parameters of MS 1, 3, 4, and 5.
Figure 6 shows changes in estimation average error

25 4 ~

Conductor temperature [PC
&

and estimation standard deviation for different per-
centages of missing data. The meaningful observation
occurs when 1 per cent or more of the data is miss-
ing. Considering the average error in the region of 1-5
per cent of data missing, the estimation average error
increases linearly from 2.6 to 5.4 °C. Considering the
standard deviation in the region of 1-5 per cent of
data missing, a similar linear behaviour is displayed
and the standard deviation of conductor temperature
estimates increases from 0.12 to 0.14°C. Finally, in
order to give a qualitative and quantitative descrip-
tion of the error, conductor temperature error PDF
and CDF are reported in Fig. 7. This helps us to see
in greater detail the data summarized in Table 3. From
Fig. 7, the error distribution is not symmetrical with
the average lower than the mode. This means that the
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* Measured

0 T
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Fig.5 Comparison between conductor temperature estimation and conductor measured temper-
ature in location MS 2 for the period 7 December 2008 to 13 December 2008
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temperature estimation. Location MS 2, period
7 December 2008 to 18 January 2009

system tends to underestimate conductor tempera-
ture and therefore to overestimate its current-carrying

capacity.
4.3.3 Discussion

Considering that, at present, DNOs have limited
knowledge of the actual operating temperatures of
overhead line conductors, the results presented in this
article are extremely encouraging and demonstrate
the potential for the adoption of sophisticated state
estimation algorithms in future network operation. In
order to reduce the risk of a localized hotspot, when
making an assessment of the real-time thermal rat-
ing for a long overhead line circuit, the overhead line
can be divided into sections to represent the varia-
tion of external parameters such as line orientation or
soil roughness. The section of the overhead line with
the lowest rating represents the weakest point of the
overhead line system and therefore this lowest rating
can be adopted as the RTR for the entire overhead
line. The simulation results reported in sections 4.3.1
and 4.3.2 confirm that the thermal state estimation

algorithm developed is able to estimate the conduc-
tor temperature, and therefore line rating, with a good
degree of accuracy. Considering that the typical over-
head line design operating temperature in UK ranges
from 50 to 75°C, the maximum average error mea-
sured (—2.2°C) represents maximum average errors
of —4.4 per cent and —2.9 per cent for the respec-
tive conductor operating temperatures. Furthermore,
the extensive tests carried out on the algorithm allow
sources of error to be identified. In light of this, the
following suggestions for estimation error reduction
are made. Regarding environmental conditions, the
interpolation method used has proven efficient for air
temperature estimation. However, it was less success-
fulin estimating the wind speed and the wind direction
in all operating conditions. A better estimation of the
soil roughness parameters used in equation (9) and
a more complex wind flow modelling algorithm with
computational fluid dynamics are likely to increase
the accuracy of environmental condition estimations.
Commercial or open source software packages such
as the ones used for wind farm design could easily
be integrated in the algorithm, although this solution
would be more computationally intensive. Since this
state estimation algorithm was developed to inform
an online control algorithm for the power output of
DG, computational efficiency was one of the main
priorities. Regarding solar radiation estimation, the
model proposed does not consider the effect of cloud
coverage or local environmental factors such as reflec-
tion from surfaces in proximity to the meteorological
station. Regarding conductor temperature, a correct
measurement of conductor parameters and, in partic-
ular, of conductor resistance and line direction would
help us to increase the accuracy of the model. Work is
ongoing at Durham University for improving the qual-
ity of the estimation produced by the thermal state
estimation algorithm in light of these findings. Fur-
thermore, in order to enhance the flexibility of the
algorithm, research is carried out for producing rating
forecasts at different time horizons [25].

5 CONCLUSION

This article has described an RTR estimation system
developed at Durham University along with its valida-
tion using field data. The solution proposed consists of
the use of a limited number of meteorological stations
for measuring real-time meteorological information.
These are used in a state estimation algorithm based
on the Monte Carlo method and on physical mod-
els for calculating environmental conditions in every
network component location and component rating.
The estimation error for every environmental condi-
tion and for conductor temperature was measured in
five different locations over a period of 71 days. An
average error of —2.2, —1.9, —1.2, —1.9, and 1.4 °C was
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measured for the estimation of conductor tempera-
ture in the five locations when comparing estimates
to measured results, and the main source of error was
ascribed to the physical models used. Suggestions on
how to further reduce this error were given, along with
the identification of further research areas.
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APPENDIX

Notation
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beta distribution function minimum value
beta distribution function maximum value
conductor diameter (m)

reference height (m)

height of the anemometer (m)

height of the conductor (m)

index

current (A)
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qx
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congruential random number generator,
parameters

direction coefficient

direction coefficient parameters

ground roughness coefficient

distance between location i and k (m)
meteorological station

iteration number

Nusselt number

beta distribution function shape parameter
probability

beta distribution function shape parameter
convective heat exchange (W/m)

radiative heat exchange (W/m)

solar gain (W/m)

conductor resistance per unit length (2/m)
Reynolds number

solar radiation (W/m?)

time (s)

air temperature (°C)

conductor temperature (°C)

conductor temperature (°C)

wd
Ws,

Ws,

Qabs

Qem
€N

pthy

Om
OsB

generic variable

wind direction (°C)

wind speed (m/s)

measured wind speed at the anemometer
(m/s)

calculated wind speed on the conductor
(m/s)

generic variable

beta distribution dimensionless average
beta distribution average

generic variable

generic variable

conductor absorption coefficient
conductor emission coefficient
wind-conductor relative angle (rad)
dimensionless precision

air thermal resistivity (m K/W)

beta distribution dimensionless standard
deviation

beta distribution standard deviation
Stefan-Boltzmann constant (W/m~—2/K*)
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Abstract: This article presents research that seeks to assist distribution network operators in
the adoption of real-time thermal rating (RTR) systems. The exploitation of power system rating
variations is challenging because of the complex nature of environmental conditions such as wind
speed. The adoption of an RTR system may overcome this challenge and offers perceived benefits
such as increased distributed generation (DG) accommodation and avoidance of component
damage or premature ageing. Simulations, using lumped parameter component models, are
used to investigate the influence of environmental conditions on overhead line, electric cable,
and power transformer ratings. Key findings showed that the average rating of overhead lines,
electric cables, and power transformers ranged from 1.70 to 2.53, 1.00 to 1.06, and 1.06 to 1.10
times the static rating, respectively. Since overhead lines were found to have the greatest potential
for rating exploitation, the influence of environmental conditions on four overhead line types was
investigated and it was shown that the value of an RTR system islocation dependent. Furthermore,
the additional annual energy yield from DG that could potentially be accommodated through
deployment of an RTR system was found to be 54 per cent for the case considered.

Keywords: overhead lines, electric cables, power transformers, real-time ratings, distributed

generation

1 INTRODUCTION

This article describes the offline simulation of power
system thermal models populated with historical envi-
ronmental conditions in order to derive real-time
thermal ratings (RTRs). This information is used to
quantify (in GWhs) the exploitable headroom that
may be achieved by implementing an RTR system
within distribution networks. In many cases the cur-
rent carrying capacity of power system components
is limited by a maximum allowable operating temper-
ature. Actual component operating temperatures are
determined by the ability of components to dissipate
to the environment the heat produced by the Joule
effect and by environmental conditions such as ambi-
ent temperature and wind speed, which are continu-
ously varying. As aresult, the current carrying capacity

*Corresponding author: School of Engineering, Durham University,
South Road, Durham, DHI 3LE, UK.
email: andrea.michiorri@durham.ac.uk

of components may be continually assessed and this
is proportional to the RTR in MVA. For the purpose
of this research, RTRs are defined as a time-variant
rating that can be practically exploited without dam-
aging components or reducing their life expectancy.
Actual measurements of environmental conditions are
used as the input to steady-state thermal models. In
order to calculate and exploit the RTR, it is assumed
that local environmental condition measurements are
available and that there are no outages (planned or
unplanned) present within the electrical power sys-
tem. Short term transients, taking into account the
thermal capacitance of power system components,
are not included within the RTR assessment. It is felt
that this would not materially affect the GWh/annum
throughput of energy within the electrical power sys-
tem. The mechanisms of heat exchange underpinning
component ratings are well documented [1-3]. How-
ever, the estimation of component operating tempera-
tures (and thus current carrying limits) is a non-trivial
task. This is because of the complexity of monitor-
ing and modelling environmental conditions. For this
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reason component ratings based on fixed assump-
tions of environmental conditions are often used by
distribution network operators (DNOs). The imple-
mentation of an RTR system has the potential to give
DNOs greater visibility of network operating condi-
tions thus reducing the risk of exceeding the compo-
nent maximum operating temperature. This could be
used both offline, to inform power system planning,
and online, within future operational philosophies, in
order to increase cautiously the utilization of power
system components. However, system implementa-
tion requires a number of challenges to be overcome,
including the measurement, estimation and commu-
nication of real-time component temperatures, and
environmental conditions. At the distribution network
level these are likely to be dispersed over complex
terrains throughout wide geographical areas contain-
ing significant numbers of power system components.
The research described in this article forms part of a
UK Government part-funded project [4] that aims to
develop and deploy an online power output controller
for distributed generation (DG) based on component
RTRs. In this project a DG power output controller
compares RTRs with network power flows and pro-
duces set points that are fed back to the DG operator
for implementation, as shown in Fig. 1. The research
consortium includes ScottishPower EnergyNetworks,
AREVA T&D, PB Power, and Imass and Durham Uni-
versity.

The article is structured in the following way: section
2 provides an overview of relevant work. In section
3, the models developed for network components
and environmental conditions are described. Section
4 describes the component data, the environmen-
tal condition data, and the RTR simulation approach
and, in section 5, simulation results are presented and
discussed.
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KA  Power transformer
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Fig.1 DG power output controller informed by RTRs

2 RELEVANT WORK

Significant research has been carried out at the trans-
mission level for RTR applications. Research tends to
focus on overhead lines, which, because of their expo-
sure to the environment, exhibit the greatest rating
variability. A description of the cost and suitability
of different uprating techniques for overhead lines is
described in reference [5], taking into account differ-
ent operating conditions. This work shows how RTRs
can be a more appropriate solution than network rein-
forcement when connecting new customers to the
network who are able to curtail their generation out-
put or reduce their power demand requirement at
short notice. Similarly, experience regarding thermal
uprating in the UK is reported in reference [6] where
it was suggested that RTRs could give overhead lines
an average uprating of 5 per cent for 50 per cent of
the year. An example of an RTR application for trans-
mission overhead lines of Red Eléctrica de Espafa is
described in reference [7], where a minimal amount
of weather stations are used to gather real-time data.
The data are then processed using a meteorological
model based on the Wind Atlas Analysis and Appli-
cation Program (WAsP) [8], taking into account the
effect of obstacles and ground roughness, and finally
the rating is calculated. A similar system was devel-
oped in the USA by EPRI in the late 1990s, which
considered overhead lines, power transformers, elec-
tric cables, and substation equipment. The system is
described in reference [9] and preliminary results of
field tests are given in reference [10]. A key finding
was that up to 12 h of low wind speeds (<0.76 m/s)
were observed during the field tests, which there-
fore suggests that overhead line RTRs may be lower
than seasonal ratings for extended periods of time.
Furthermore, a strong correlation was found to exist
between independent air temperature measurements
distributed along the lengths of the overhead lines. At
the distribution level, an RTR project carried out by
the Dutch companies NUON and KEMA is described
inreference [11] that demonstrates the operating tem-
perature monitoring of overhead lines, electric cables,
and power transformers.

The advantages of an RTR system for the connec-
tion of DG, especially wind power, are reported in
various sources, each of which considers only sin-
gle power system components. It is demonstrated in
reference [12] that the rating of transformers posi-
tioned at the base of wind turbines may presently
be oversized by up to 20 per cent. Moreover, in ref-
erence [13] the power flowing in an overhead line
close to a wind farm is compared to its RTR using
WASP. In this research, it was highlighted that high
power flows resulting from wind generation at high
wind speeds could be accommodated since the same
wind speed has a positive effect on the line cooling.
This observation makes the adoption of RTR systems
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relevantin applications where strong correlations exist
between the cooling effect of environmental condi-
tions and electrical power flow transfers. Moreover,
in references [14] to [16] the influence of component
thermal model (CTM) input errors on the accuracy of
RTR systems is studied. The application of different
state estimation techniques, such as affine arithmetic,
interval arithmetic, and Montecarlo simulations was
studied for overhead lines, electric cables, and power
transformers. Errors of up to +20 per cent for an
operating point of 75°C, £29 per cent for an operat-
ing point of 60°C and +15 per cent for an operating
point of 65°C were found when estimating the oper-
ating temperature of overhead lines, electric cables,
and power transformers, respectively. This highlights
the necessity to have reliable and accurate environ-
mental condition monitoring. The thermal models,
used to estimate RTRs for different types of power
system components, are fundamental to this research
as the accuracy of the models influences significantly
the accuracy of RTRs obtained. Particular attention
was given to industrial standards because of their
wide application and validation both in industry and
academia. For overhead lines, the model is described
in references [17] and [18] that has been developed
into industrial standards [1, 19, 20] by the IEC, CIGRE,
and IEEE, respectively. Static seasonal ratings for dif-
ferent standard conductors and for calculated risks are
provided by the Electricity Network Association (ENA)
in reference [21]. Thermal model calculation methods
for electric cable ratings are described in reference [22]
and developed into an industrial standard by the IEC
in reference [2]. The same models are used by the
IEEE in reference [23] and the ENA in reference [24]
to produce tables of calculated ratings for particu-
lar operating conditions. Power transformer thermal
behaviour is described in reference [25] with further
models described in the industrial standards [3, 26, 27]
by the IEC, IEEE, and ENA, respectively.

The research presented in this article adds to the
work described above by modelling the influence of
environmental conditions on multiple power system
component types simultaneously. This is of particu-
lar relevance in situations where the increased power
flow resulting from the alleviation of the thermal con-
straint on one power system component may cause
an entirely different component to constrain power
flows. Furthermore, with the expected proliferation
of DG the resulting power flows are likely to affect
many components and it is important to take a holis-
tic view of power system thermal ratings. Since this
research project aims to develop and deploy an eco-
nomically viable real-time system, it is important that
algorithms are developed with fast computational
speeds using a minimal amount of environmental
condition monitoring. Thus an inverse distance inter-
polation technique is used for modelling environ-
mental conditions across a wide geographical area,

which offers faster computational speeds than appli-
cations such as WAsP. Beyond the research described
above, this article also aims to quantify the annual
energy throughput that may be gained through the
deployment of an RTR system.

3 MODELLING APPROACH

3.1 Components

In order to assess, in a consistent manner, component
RTRs because of the influence of environmental con-
ditions, thermal models were developed based on IEC
standards [1-3] for overhead lines, electric cables, and
power transformers, respectively. Where necessary,
refinements were made to the models using [19, 24].
Steady-state models have been used in preference to
dynamic models since this would provide a maximum
allowable rating for long term power system operation.
Moreover, the estimation of final steady-state com-
ponent temperatures after a transient has occurred
is influenced by initial conditions, which must also
be estimated. It is felt that with the resolution of the
available data (comprising hourly averaged environ-
mental conditions) it is extremely difficult to obtain
an acceptable precision for dynamic models, particu-
larly for overhead lines with time constants ofless than
an hour.

3.1.1 Owverhead lines

Overhead line ratings are constrained by a necessity to
maintain statutory clearances between the conductor
and other objects. The temperature rise causes con-
ductor elongation which, in turn, causes an increase
in sag. The line sag S depends on the tension H, the
weight m applied to the conductor inclusive of the
dynamic force of the wind and the length of the span.
The sag can be calculated as a catenary or its parabolic
approximation, as given in equation (1). To calculate
the tension, it is necessary to consider the thermal-
tensional equilibrium of the conductor, as shown in
equation (2). For calculating the conductor operating
temperature at a given current, or the maximum cur-
rent for a given operating temperature, it is necessary
to solve the energy balance between the heat dissi-
pated in the conductor by the current, and the thermal
exchange on its surface, as given in equation (3)

H mgL mgl?

— — |cosh(=2") —1|~ -2 1
S Ing[cos <2H> :| ol 1
mig*L*EA

EAB (Tc,z - Tc,l) + (124—le) - H
25272
_ <—ng L EA) _H, 2)
24H?
Clc+61r=6]s+127 (3)
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The formulae proposed in reference [1] were used
for the calculation of the contribution of solar radi-
ation ¢s, radiative heat exchange ¢, and convective
heat exchange ¢g.. These equations are shown in
equations (4) to (6), respectively

gs = oD Sr 4)
qr = <9crs_B(Té1 — T:)nD (5)
g. = tNur(T, — T,) (6)

The influences of wind direction and natural convec-
tion on convective heat exchange are not considered
in reference [1]. However, in this research these effects
were considered to be important, particularly as a
wind direction perpendicular to the conductor would
maximize the turbulence around the conductor and
hence the heat exchange on its surface whereas a
wind direction parallel to the conductor would reduce
the heat exchange with respect to perpendicular wind
direction. Therefore, the modifications proposed in
reference [19] and given in equations (7) and (10)
were used. It is possible to calculate the Nusselt num-
ber Nu from the Reynolds number Re as shown in
equation (8). The Reynolds number can be calculated
using equation (9)

Kdir = Kdir—l + Kdir—Z SianiFs (Wd) (7)

Nu = Ky, (0.65 Re®? + 0.23 Re®51) (8)
T T —1.78

Re =1.644 x 10° Ws D (%) 9

For null wind speeds, the Nusselt number must be cal-
culated as in equation (10) where Gr is the Grashof
number, calculated as in equation (11), and Pr is the
Prandtl number

Nu = Koo (Gr Pr)foac2 (10)

_ D3(Tc - Ta)g
O = T+ Ty 212 (b

It should be noted that for wind speeds between
0-0.5m/s the larger of the Nusselt numbers resulting
from equations (8) and (10) should be used.

3.1.2 Electric cables

The current carrying capacity of electric cables is lim-
ited by the maximum operating temperature of the
insulation. Sustained high currents may generate tem-
peratures in exceedance of the maximum operating
temperature, causing irreversible damage to the cable.
In extreme cases this may resultin complete insulation
deterioration and cable destruction.

References [2], [22], and [23] were used to model
the conductor temperature in steady-state conditions.
This accounts for the heat balance between the power

dissipated in the conductor by the Joule effect, and
the heat dissipated in the environment through the
thermal resistance Ry of the insulation and the soil as
shown in equation (12). The electrical current rating
may then be calculated, as shown in equation (13)

AT
= &

| AT
I= R (13)

Refinements incorporating dielectric losses ¢qq, eddy
currents and circulating currents in metallic sheaths
(A1), resistance variation with temperature, skin
and proximity effects, and the thermal resistance of
each insulating layer Ry; lead to the more complex
equation (14)

IPr (12)

AT — qql1/2 Ry + n(Rr2 + Rrs + Rra)l
r(T) Ry, + n(l + A1) Rrp
+n(1 + A+ 22)(Rrs + Rra)l

I =

(14)

Thermal resistances for cylindrical layers are calcu-
lated with equation (15) and soil thermal resistance is
modelled with equation (16). Other calculation meth-
ods [2] have to be utilized when operating conditions
differ from those stated above (for example when the
cable is in a duct or in open air)

Ps—T D-d
Ry 1535 = Inf14+2—— 15
T-123 = S n( + d ) (15)
Ps—t 22 2z, \’
Ry 4 = In — — 1 16
T4 = 5 —In—r 4 ( D ) + (16)

The model described above requires detailed knowl-
edge of the electric cable installation. However, this
information may not always be available and there-
fore it is difficult to make practical use of the model. In
these circumstances an alternative model, described
in reference [24] and summarized in equation (17),
may be used. The rated current of electric cables I is
given in tables depending on the standardized cable
cross-sectional area and laying conditions (trefoil, flat
formation; in air, in ducts, or directly buried). The
dependence of the cable ampacity on external tem-
perature and soil thermal resistivity is made linear
through the coefficients &y and &, respectively.

I= IO (A, V» laylng) [gT(Ts - Ts rated)] [%-p (ps,T —PsT rated)]
(17)

Since this research concerns the influence of environ-
mental conditions on component ratings, the effect
of the voltage level V, which influences the dielectric
loss gqq in equation (14) is not considered. The effect
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of the heating given by adjacent components is also
neglected as it is assumed that each cable has already
been de-rated to take this effect into account.

3.1.3 Power transformers

The model described in reference [3] was used to cal-
culate the winding hot spot temperature for power
transformers. This is the most important parameter
since hotspot temperature exceedance can damage
the transformer in two ways. First, a temperature
exceedance of 120-140°C can induce the formation
of bubbles in the coolant oil, which in turn is liable
to cause an insulation breakdown because of the
local reduction of dielectric insulation strength. Sec-
ond, high temperatures increase the ageing rate of
the winding insulation. For this reason the maximum
operating temperature should not exceed the rated
value. The thermal model consists of a heat balance
between the power dissipated in the winding and iron
core, and the heat transferred to the environment
via the refrigerating circuit. Considering the thermal
resistance between the winding and the oil (Rrw),
the thermal resistance between the heat exchanger
and the air (Rryg) and the power dissipated into the
core (I*Tyindings), it is possible to calculate the hot spot
temperature Tys as in equation (18)

Tus = Ta + I*Tindings (Rrw + Rrue) (18)

Equation (18) is discussed in reference [25] leading
to the IEC standard model for rating oil-filled power
transformers as shown in equation (19)

1+ RK?

X
Tus — Tro)KY
1+R>+(HS T0)

19)

Tus = Ta + (Tro — Ta) <

The maximum rating can be obtained by iteration,
once the hot spot temperature has been set, and
tabulated values for the parameters can be found
in reference [3] for transformers with different types
cooling system. Correction factors in reference [3] can
be used to model other operating conditions such
as transformers operating within enclosures. Trans-
former cooling systems are classified with an acronym
summarizing (a) the coolant fluid: oil (O) or air (A);
(b) the convection around the core: natural (N), forced
(F) or direct (D); (c) the external refrigerating fluid:
air (A) or water (W); and (d) the external convection
method: natural (N) or forced (F). Typically distri-
bution transformers have ONAN or ONAF cooling
systems.

3.2 Environmental conditions

This section describes the approach adopted to
estimate, correct, and interpolate environmental

conditions to represent more accurately the actual
environmental operating conditions for sections of the
UK power system in different geographical areas.

3.2.1 Environmental condition interpolation

The inverse distance interpolation technique [28]
allows environmental conditions to be determined
over a wide geographical area using a reduced set of
inputs. This is attractive for situations where a large
amount of installed measurements may be financially
unattractive to the DNO. The technique is also com-
putationally efficient and allows the input locations
to be readily adapted. The wind speed correction pro-
cess is described in section 3.2.2. The soil parameter
correction process is described in section 3.2.3. Wind
direction, air temperature, and solar radiation val-
ues were included within interpolations but did not
require the application of a correction factor. At each
pointin the geographical area k the value of the param-
eter Z representing the environmental condition can
be estimated as a weighted average of the parame-
ter values known at i points. The weighting factor is a
function of the distance between the points as shown
in equation (20)

_ Wiz
> 1/d2,

3.2.2 Wind speed correction

(20)

Ground roughness influences wind speed profiles
and may lead to differences between the wind speed
recorded by anemometers and the actual wind speed
passing across an overhead line, particularly if the
anemometer and overhead line are installed at dif-
ferent heights. This may be corrected using the wind
profile power law given in equation (21). The wind
speed at two different heights is linked with the ground
roughness through the exponent Kshear. Values of
Kshear for different ground types may be found in
reference [29]

Kshear, Kshear.
Z Z
Ws = Ws, (—f> (—) (21)

a Zref

Using equation (21), the anemometer wind speed Ws,
at the weather station height z, is extrapolated to a ref-
erence height z,.¢ (in this case 100 m) to remove ground
roughness dependence represented by the parameter
Kshear,. The values from different anemometer loca-
tions may then be interpolated, using equation (20)
as described in section 3.2.1, to provide a wind speed
estimate at the reference height for a particular geo-
graphical location. The ground roughness at this
location is then taken into account through the coef-
ficient Kshear, along with the conductor height z. in
equation (21) to estimate the wind speed (Ws) across
the overhead line.
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3.2.3 Soil parameter estimation

Electric cable ratings are dependent on soil temper-
ature and soil thermal resistivity, as well as cable
construction, burial layout, and burial depth (which
is typically 0.8-1m). MetOffice [30] datasets con-
tain information regarding soil temperatures at a
depth of 0.3 m. However, no information was avail-
able from this source regarding soil thermal resistivity.
Depth-dependent soil temperature distributions may
be calculated using the Fourier law [31] as shown in
equation (22)

a1, d
dt = dz

dT,
dz

[a”(e) } (22)

Boundary conditions were set up with a constant tem-
perature of 10°C at a depth of 2 m for the lower layer
and MetOffice soil temperature readings for the upper
layer. Soil thermal resistivity p,_t, may be calculated
from equation (23) using the soil thermal diffusivity
8s_1, the dry soil density ps_density, and the soil thermal
capacity Cs_r

Ps—T = (Os—1 /Osfdensitycsz)i1 (23)

Soil thermal diffusivity §;_r and soil thermal capacity
are influenced by soil composition N and water con-
tent 0 and can be calculated using equations (24) and
(25) [32]

8s_1(0) = —14.8+0.209 N + 4.796 (24)
Co_1 = —0.224 —0.00561 N + 0.753 p;_density + 5-8160
(25)

Ground water content may be determined using the
closed form of Richard’s equation [33] as described
in equation (26) after the calculation of the unsat-
urated hydraulic diffusivity §s_,(0) and the unsatu-
rated hydraulic conductivity ks ,(0) as described in
reference [34]

% = % [55-9(9)% + ks—e(e)j| (26)
In order to solve equation (26), boundary and initial
conditions must be specified. A constant water con-
tent equal to the saturation value was set at a depth
of 2.5m, corresponding to the water table. Further-
more, the ground-level water content was linked to
MetOffice rainfall values /; using the model described
in equation (27), where Krain, and Krain, can be
calculated using [35]

do
rrin —Krain, 6t + Krain, Ir (1) 27)

3.2.4 Sensitivity analysis

It can be seen from the work presented above that
there are many diverse parameters that affect the rat-
ing of power system components. These parameters
may be categorized into component properties, geo-
graphical properties, and environmental conditions.
A list of the parameters used in the offline simula-
tions is given in Table 1. For the purposes of the offline
simulations, component properties and geographical
properties were assumed to be constants of the sys-
tem. Therefore, the thermal models presented were
underpinned by an extensive and rigorous sensitiv-
ity analysis that gave an indication of the influence of
environmental conditions on power system compo-
nent ratings. The sensitivity analysis was carried out
such that one parameter was varied at a time while
all other parameters were maintained at their credible
mid range values. A summary of the results of this anal-
ysis is presented in Table 2 and shows the percentage
variation in component rating for a given percentage
variation of environmental conditions from credible
mid-range parameter values. Moreover, in the sensi-
tivity analysis, the soil thermal resistance is assumed
to take into account the effect of rainfall. It can be seen
that the rating of overhead lines is particularly sen-
sitive to the environmental conditions of wind speed,
wind direction, and ambient temperature, and that the
rating of electric cables is particularly sensitive to the
thermal resistance of the surrounding medium.

Furthermore, a series of credible worst case scenar-
ios were selected to give an indication of the minimum
component rating that would potentially result from
the deployment of a real-time rating system. In this
worst case analysis the following values were specified:
Ta = 38.5°C (the maximum temperature registered
in England, August 2003) [30]; Ws = 0,Wd =0, Sr =
0W/m? (from studies carried out at CERL, the high-
est conductor temperature excursions are recorded at
times of low wind speed where there is negligible solar
radiation) [36]; Ts = 20°C [2] and ps_r = 3 Km/W [24].
The resulting rating multipliers of the standard static
component rating were 0.81, 0.86, and 0.78 for over-
head lines, electric cables, and power transformers,
respectively.

4 SIMULATION APPROACH

In Fig. 2, a general description of the simulation
algorithm, with the different software applications, is
provided. The algorithm uses three databases to store
network component data, weather measurement data,
and calculated rating data, respectively. It comprises
two main applications: the environmental condition
processor for simulating weather data, described in
section 3.2 and the CTMs for calculating component
ratings, as described in section 3.1. A third application
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Table 2 Environmental condition sensitivity analysis (parameter variation versus rating variation)

Electric cables Transformers
. Overhead lines (Lynx 50) (150 mm?) (ONAN 45)
Parameter (credible -
mid-range value) Ws (8 m/s) wd (Zrad) T, (15°C) Sr (500W/m?) Rr (1.2WK/m) Ts (10°C) T, (15°C)
Variation from —50% —23.86% —11.38% +10.80% +0.72% +31.46% +3.00% +6.11%
mid-range value  _p59%  _10.73% —4.97% +5.52% +0.36% +12.36% +1.50% +3.09%
—10% —4.07% —1.85% +2.24% +0.15% +6.18% +0.60% +1.24%
10% +3.84% +1.66% —2.29% —0.15% —4.49% —0.60% —-1.25%
25% +9.22% +3.82% —-5.81% —0.36% —8.99% —1.50% —3.16%
50% +17.40% +6.54% —11.96% —-0.73% —16.48% —3.00% —6.40%
Real-time rating algorithm Coordination 0,10 7 Glasgow
Component thermal models L | RTRe
— Valley
Overhead Electric Power .
lines cables ‘ @nsfomem 0,08 8 e Woodford
i . = Rt Heathrow
Processed ‘condmons X
Environmental condition Q a
processor A~
< >
Meteorological Network
measurements component RTRs s 50 T T =
/ data parameters -10 0 10 20 30
Tc [°C]
. . . Fig.4 Air temperature PD
Fig.2 Simulation scheme B p
. . . . 0’ 1 5 1]
(coordination) was added to supervise the simula- —— Glasgow
tion dataflow. The offline simulation algorithm com- o3y A Valley
putes component real-time ratings with a temporal ool [\ A T Woodford
resolution of 1 h. e S O Y & R - Heathrow
— 0,084
A
=9
4.1 Weather 0051
. 0,03
MetOffice datasets were used, referring to four
British airports: Bishopton (Glasgow), Valley (Angle- 0,00 L4 . - .
0 5 10 15 20 25 30

sey), Woodford (Manchester), and Heathrow (Lon-
don). The data comprised hourly averages of wind
speed, wind direction, air temperature, solar radia-
tion, and soil temperature throughout the calendar
year 2005. In Figs 3 to 5, the data from those sites are
summarized and compared.

In Fig. 3, it is possible to observe the different site
characteristics for the wind speed: Valley, on the west
coast of Wales, is the windiest area with the highest

0.25
—— Glasgow
0 - ———-Valley
; \\ --------- Woodford
L
015 e \ —-—-- Heathrow

P.D [s/m]

25

Ws [m/s]

Fig.3 Wind speed PD

Te [°C]

Fig.5 Soil temperature PD

maximum wind speed values and a probability distri-
bution (PD) with the smallest peak. Heathrow, which
is located in an urban environment, has wind speeds
that are generally lower and more concentrated in the
range between 2-7m/s. As seen in Fig. 4, air tem-
perature appears to be the least variable parameter.
Different sites may be differentiated by average tem-
perature values. In Fig. 5, the behaviour of the soil
temperature is illustrated. Whereas the air tempera-
ture shows a variation with one peak across the year,
soil temperature appears to vary with multiple peaks.

Regarding wind direction, the presence of preva-
lent winds from the west and the north-west in the
range 180-360° was noted for all areas. Some areas
also exhibited site-specific prevalent wind directions,
for example from the south-west in Woodford and
from north-north-west in Bishopton. Regarding solar
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radiation, no significant differences between the four
sites were found.

4.2 Networks

In order to simulate in a rigorous manner the influ-
ence of environmental conditions on power system
ratings, three network models were adapted from
the United Kingdom Generic Distribution Systems
(UKGDSs) [37], each of which contain the three com-
ponent types considered in this article. Moreover, a
portion of the ScottishPower EnergyNetworks distri-
bution network was included in simulations as this
will be instrumented in the near future for RTR val-
idation purposes. Voltage levels in the four networks
studied vary from 6.6 to 132 kV.

The ScottishPower EnergyNetworks Site network is
shown in Fig. 6 and has a meshed topology, with a
prevalence of Lynx 175 mm? overhead lines. The net-
work also has eleven electric cable circuits of 150 mm?
at the 33kV level and 13 power transformers rated
at 45 MVA, 60 MVA, 90 MVA, and 240 MVA. Topologi-
cal representations of the UKGDSs can be found in
Appendix 3. Technical characteristics for the overhead
lines may be found in reference [21]. UKGDS_A has six
overhead line circuits with Zebra and Lynx conductors
rated at 50, 65, and 75°C, 12 electric cables circuits
with 150 and 240 mm? conductors, and 16 transform-
erswith ratings from 14 to 500 MVA. UKGDS_B consists
of six overhead lines with Zebra and Lynx conductors,
eight electric cable circuits with 150 mm? conductors
and 13 power transformers, with ratings from of 21 and
500 MVA. UKGDS_Cis characterized by a prevalence of
electric cable circuits and power transformers. It com-
prises two overhead lines with Zebra conductors, 12
electric cable circuits with 150 and 240 mm? conduc-
tors and 18 power transformers with ratings from 14

Fig.6 Site trial

to 500 MVA. Electrical parameters for modelling the
UKGDSs may be found in reference [37].

5 RESULTS AND ANALYSIS

In order to quantify the influence of environmental
conditions on power system ratings, simulations were
carried out on the networks described in section 4.2
subjected to a range of UK climatic conditions. For
each scenario the minimum, maximum, and aver-
age rating values together with additional potential
annual energy throughput (in GWh) were calculated
and the results are tabulated in Appendix 3. These
data may be summarized as follows: the average rat-
ing of overhead lines ranged from 1.70 to 2.53 times
the static rating with minimum and maximum rat-
ings of 0.81 and 4.23, respectively. The average rating
of electric cables ranged from 1.00 to 1.06 times the
static rating with minimum and maximum ratings of
0.88 and 1.23, respectively. The average rating of power
transformers ranged from 1.06 to 1.10 times the static
rating with minimum and maximum ratings of 0.92
and 1.22, respectively.

Simulations results were analysed in three different
ways:

(a) comparing the rating cumulative probabilities of
different component types against one another
within the same network and environmental con-
ditions;

(b) comparing the GWh headroom of four different
overhead line types subjected to four different UK
climates;

(c) assessing the increased energy throughput from
DG that may be accommodated by using RTRs,
as opposed to seasonal ratings, for a single over-
head line.

5.1 Rating comparison of different component

types

In Table 3, the simulation results for the site net-
work exposed to the Valley climatic scenario are given.
For each component type the average, minimum, and
maximum RTRs are given, and the additional head-
room theoretically obtainable with RTRs (as opposed
to seasonal ratings) is quantified. The additional
headroom was calculated by summing the difference

Table 3 Simulation results for SITE network components exposed to the Valley climatic scenario

Additional RTR
Staticrating ~ RTR average RTR minimum RTR maximum  headroom
Component (MVA) (MVA) (MVA) (MVA) (GWh/year)
Electric cable (150 mm?) 21 21 19 23 1.83
Power transformer (ONAN 45) 45 48 44 52 30.7
Power transformer (OFAN 240) 240 257 235 276 149.1
Overhead line (Lynx 50) 89 253 107 419 1342
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between the RTR and the seasonal ratings across the
year in hourly intervals. For overhead lines, the sea-
sonal ratings reported in reference [21] were used
for this calculation. In Fig. 7(a), the rating cumula-
tive probabilities for the four components described
in Table 3 are shown. RTRs have been normalized
using the static component rating. From inspection
of Fig. 7(a) it is evident that overhead lines show the
greatest potential for rating exploitation. As seen in
Fig. 7(b), electric cable and power transformer ratings
have a limited variability. This is because soil temper-
ature, soil thermal resistivity, and air temperature are
much less variable than wind speed and direction and
it is these latter parameters that greatly influence the
rating of overhead lines. This is in agreement with
the analysis in section 4.1. By representing compo-
nent ratings as cumulative probabilities, the potential
comparison with power transfer duty (PTD) curves
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Fig.7 (a) Rating cumulative probability for SITE net-

work components exposed to the Valley cli-
matic scenario and (b) magnified rating cumu-
lative probability for SITE network components
exposed to the Valley climatic scenario

is facilitated. Moreover, DNOs are able to specify a
probability with which they are comfortable to oper-
ate a particular component and an assessment of the
corresponding rating may be made.

5.2 Rating comparison of overhead line types

It was shown in Fig. 7 and Table 3 that overhead lines
exhibit the greatest potential for RTR exploitation.
Therefore, in Fig. 8 the average headroom for different
overhead line types, exposed to different climatic
scenarios, is compared. For each case, the average
headroom is given along with the minimum and max-
imum headroom. Headroom variations exist since
differences in component orientation and component
location result in rating variations. Variation bars are
representative of the possible headroom ranges sim-
ulated. The size of the variation band is determined
by the number of components existing within each
case study network. A large variation band represents
a frequently occurring component. By inspecting the
position of the lower variation band it is evident that
the additional headroom is greater for conductors with
a greater initial static rating, and this effect is accentu-
ated by conductor rated temperature. This is because
the conductor temperature rise above ambient tem-
perature multiplies the heat exchange coefficient as
seen in equation (6).

Regarding the influence of the climates, Valley
exhibits the highest average wind speed values and
Bishopton the lowest average temperatures as seen in
Figs 3 and 4. Since overhead line ratings are more sen-
sitive to wind speed than air temperature the climate of
Valley leads to the greatest overhead line power trans-
fer headroom. Clearly from this evidence the value of
adopting an RTR system is dependent on geographical
location. Therefore, any utility interested in deploying
an RTR system should conduct a site specific study to
assess the value of RTRs as the output varies accord-
ing to climate, and therefore the economic value is
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Fig.8 Influence of different UK climates on overhead
lines power transfer headroom
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different. Furthermore, the quantification assessment
presented in Fig. 8 allows a conservative approach
to be adopted in developing RTR systems since an
investor may choose to utilize the rating seen at the
bottom of the variation band.

5.3 Power transfer accommodation assessment

This section presents a methodology for quantifying
the practically exploitable headroom for the specific
case of a 132kV Lynx overhead line conductor with a
maximum operating temperature of 50 °C subjected
to the Valley climate in the site network. This location
was selected since it is an area attractive to prospective
wind farm development. The practically exploitable
headroom was quantified as follows: meteorological
wind data from the Valley site were used together
with the GE 3.6 MW wind turbine power curve [38]
to assess the power generated throughout the year
and transferred through the overhead line conductor.
Clearly the exposure of the overhead line conductor to
environmental conditions varies as a function of line
orientation and ground roughness. Therefore, when
making an assessment of the RTR, the overhead line
was divided into sections to represent the variation in
these parameters. The section of overhead line with
the lowest rating represents the weakest point of the
overhead line system and therefore this lowest rating
was adopted as the RTR for the entire overhead line.
By comparing the power transfer across the year with
the overhead line rating, for both seasonal and RTR
regimes, the wind farm installed capacity was sized
to correspond to a line cumulative overload probabil-
ity of 1/1000 (8.76 h/annum). Results are summarized
in Fig. 9, where the line RTR cumulative probability,
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S 3509 ------ PTD 2
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2 300 )
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2 .
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2 200
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£ 1504,
S -
=4
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along with the inverse cumulative probability for two
different PTDs, seasonal and switchgear ratings are
represented. The cumulative probability curve (the
RTR distribution) may be interpreted by selecting an
acceptable probability at which the component may
be operated, e.g. 0.1 (10 per cent). This corresponds
to a rating of 149 MVA. Therefore, there is the proba-
bility of 10 per cent that during the course of the year
the rating is <149 MVA (conversely there is a 90 per
cent probability that the rating is >149 MVA). Similarly
the inverse cumulative probability (PTD curves 1 and
2) may be interpreted by selecting a PTD value, e.g.
76 MVA on PTD 2 curve. This corresponds to a proba-
bility of 10 per cent. Therefore there is a probability of
10 per cent that during the course of the year PTD 2 is
>76 MVA (conversely there is a 90 per cent probabil-
ity that the PTD is <76 MVA). For the seasonal rating
regime an installed capacity of 89 MW (25 turbines)
could be accommodated and an annual energy yield
from the wind farm of 245 GWh could be attained.
For the RTR regime, an installed capacity of 137 MW
(38 turbines) could be accommodated and an annual
energy vield from the wind farm of 377 GWh could
be attained. This represents an increase in installed
capacity and annual energy yield of 54 per cent, which
isspecific to the weather data used, the type of conduc-
tor, the risk at which the DNO is prepared to operate
the asset and the type of turbine selected. An annual
energy yield increase of 54 per cent would significantly
enhance the revenue stream of a wind farm devel-
oper, demonstrating the value of an RTR approach.
However, this is only 10 per cent of the theoretical
average additional headroom for this type of over-
head line conductor exposed to the Valley climate,
as seen in Fig. 8. Installing a larger capacity of DG
together with the adoption of an online power output
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0.50 0.60 0.70 0.80 0.90 1.00
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Fig.9 Cumulative probability comparison for a Lynx conductor in the Valley scenario
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controller [39] could allow a greater percentage of the
theoretical average additional headroom to be real-
ized while maintaining an acceptable level of risk to
the DNO.

An estimation of the losses associated with the two
PTD curves was carried out in the following way: from
the average environmental conditions at the Valley site
and from the average value of the power transfer, the
average conductor temperature was calculated. From
this, the average conductor resistance was calculated
and, using the hourly values of the power transfer, it
was possible to obtain the losses arising from Joule
effect for the whole year. Loss values of 0.12 and 0.19
per cent of the entire annual energy throughput were
obtained for PTD 1 and PTD 2, respectively.

6 CONCLUSIONS

This article described the offline simulation of power
system thermal models populated with historical envi-
ronmental conditions in order to derive RTRs. This
information was used to quantify (in GWhs) the
exploitable headroom that may be achieved by imple-
menting an RTR system within distribution networks.
Power system component models were developed
based on IEC standards and environmental condi-
tions were corrected and interpolated to represent, as
closely as possible, actual network operating condi-
tions. Component data and environmental condition
data were used to populate the models in simula-
tion to derive component RTRs. For a wide number of
power system components and environmental condi-
tions the minimum, maximum, and average ratings
were quantified together with the additional power
transfer headroom. This information is likely to be of
use to DNOs in planning and operating future dis-
tribution networks that may be reaching a level of
power transfer saturation. It was found that overhead
lines exhibit the greatest potential RTR exploitation
since they exhibit the greatest rating variability. Fur-
thermore, it was found that power transformers and
electric cables have a slight RTR exploitation poten-
tial relative to overhead lines. The value of adopting
an RTR system is dependent on geographical loca-
tion. Therefore any utility interested in deploying an
RTR system should conduct a site specific study to
assess the value of RTRs as the output varies accord-
ing to climate, and therefore the economic value
is different.

The increase in power transfer from DG that could
be accommodated through an RTR system imple-
mentation was investigated. For a Lynx overhead line
conductor with a maximum operating temperature
of 50°C it was found that a GWh energy through-
put increase of 54 per cent could be accommo-
dated by operating the line with an RTR regime as

opposed to a seasonal rating regime. Work is continu-
ing in this area to realize the potential of RTR system
implementations.
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APPENDIX 1

Notation

A conductor cross-sectional area (m?)

Cy_7 soil thermal capacitance (J/kg/K)

d internal diameter (m)

di_i distance from weather station to
component (m)

D external diameter (m)

E Young’s modulus of conductor (Pa)

g gravitational acceleration (m/s?)

Gr Grashof number

H tension (N)

i index

1 current (A)

I, electric cable rated current (A)

k number of weather stations

ks_o soil unsaturated hydraulic conductivity
(m/s)

K load ratio

Ky wind direction influence coefficient

Kair-123 wind direction coefficient constants

Khat-12 natural convection coefficients

Krain, normalized soil water loss (day!)

Krain, normalized net rainfall coefficient
(day~!/mm)

Kshear , ground roughness factor at the weather
station

Kshear . ground roughness factor at the
conductor

I rainfall (mm)

L span (m)

m mass per unit length (kg/m)

n number of conductors in the cable

N sum of sand and clay percentage

Nu Nusselt number

p real power set point dispatched to
generator (MW)

pPr Prandtl number

g heat exchanged per unit length by
convection (W/m)

qa dielectric loss per length unit (W/m)

qr heat exchanged per unit length by
irradiation (W/m)

gs heat gained per unit length by solar
radiation (W/m)

Q reactive power set point dispatched to

generator (MVAr)
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r conductor resistance per length unit
(2/m)

T'windings transformer windings resistance ($2)

R ratio between windings and core losses

Ry thermal resistance (m K/W)

Rrye transformer heat exchanger thermal
resistance (m K/W)

Rrw windings to oil thermal resistance
(m K/W)

Re Reynolds number

S sag (m)

Sr solar radiation (W/m)

t time (s)

T, air temperature (K)

T, conductor temperature (K)

Ts hot spot temperature (K)

T, soil temperature (K)

Tro top oil temperature (K)

14 voltage (V)

wd wind conductor angle (rad)

Ws wind speed (m/s)

X transformer oil exponent

¥ transformer winding exponent

Zp cable burial depth (m)

Zeref,a conductor, reference, and weather
station heights for wind correction (m)

Zy generic environmental condition
parameter

o absorption coefficient

B conductor thermal expansion
coefficient (K1)

Ss_t soil thermal diffusivity (m?/s)

3s o soil unsaturated hydraulic diffusivity
(m?/s)

AT temperature difference (K)

3 emission coefficient

0 gravimetric water content

A air thermal conductivity (W/m/K)

A2 ratio between metal sheath losses and
total losses

v kinematic viscosity (m?/s)

&r electric cables rating temperature
correction factor (K™!)

£, electric cables rating thermal resistivity
correction factor (W/m/K)

Ps—density dry soil density (kg/m?)

Ps—T soil thermal resistivity (m K/W)

Os_p Stephen-Boltzmann constant
(W/m?/K*)

APPENDIX 2

UKGDS networks

In Figs 10 to 12, a description of the UKGDS networks
used is given.

Slack Bus 400kV

132kV

S
%% B8 BY %é % :

Fig.10 UKGDS_A

Slack Bus 400kV

132kV

33kV

T

11kV

Fig.11 UKGDS_B

TR

Fig.12 UKGDS_C

APPENDIX 3

Simulation results

This section provides a summary of the simulation
results. For each climate and each network, the aver-
age, minimum, and maximum calculated ratings are
given in Table 4, along with the static rating and the
average annual headroom for each component type.
Overhead lines are described with their conductor
codes and rated temperature, electric cables with the
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Table 4 Simulation results, component ratings, and theoretical headroom

Staticrating ~ RTRaverage =~ RTRminimum  RTRmaximum  RTR headroom
Component (MVA) (MVA) (MVA) (MVA) (GWh/year)
Overhead line (Lynx 50) 89 213 84 419 988.48
Overhead line (Lynx 65) 108 220 94 390 898.94
Overhead line (Zebra 50) 154 328 125 595 1359.66
Overhead line (Zebra 75) 206 402 178 731 1576.20
Electric cable (150 mm?) 21 21 18 25 2.94
Electric cable (240 mm?) 30 32 27 37 13.33
Power transformer (ODAF 500) 500 532 469 580 282.41
Power transformer (OFAF 240) 240 258 223 284 154.75
Power transformer (ONAN 100) 100 108 92 120 70.80
Power transformer (ONAN 90) 90 97 83 108 63.72
Power transformer (ONAN 60) 60 65 55 72 42.48
Power transformer (ONAN 45) 45 49 41 54 31.87
Power transformer (ONAN 23) 23 25 21 28 16.28
Power transformer (ONAN 21) 21 23 19 25 14.87
Power transformer (ONAN 14) 14 15 13 17 10.80

conductor cross-sectional area, and power transformers with the cooling method and the rating. In Table 5, a list
of the components within each network is given.

Table 5 Network components

Number of
components

Network Component

SITE Overhead line (Lynx 50)

SITE Electric cable (150 mm?)

SITE Power transformer (OFAF 240)
SITE Power transformer (ONAN 45)
SITE Power transformer (ONAN 60)
SITE Power transformer (ONAN 90)
UKGDS_A Overhead line (Lynx 50)
UKGDS_A Overhead line (Lynx 65)
UKGDS_A Overhead line (Zebra 75)
UKGDS_A Electric cable (150 mm?)
UKGDS_A Electric cable (240 mm?)
UKGDS_A Power transformer (ODAF 500)
UKGDS_A Power transformer (ONAN 23)
UKGDS_A Power transformer (ONAN 60)
UKGDS_A Power transformer (ONAN 90)
UKGDS_A Power transformer (ONAN 14)
UKGDS_B Overhead line (Lynx 65)
UKGDS_B Overhead line (Zebra 75)
UKGDS_B Electric cable (150 mm?)
UKGDS_B Electric cable (240 mm?)
UKGDS_B Power transformer (ODAF 500)
UKGDS_B Power transformer (ONAN 100)
UKGDS_B Power transformer (ONAN 21)
UKGDS_B Power transformer (ONAN 23)
UKGDS_B Power transformer (ONAN 45)
UKGDS_B Power transformer (ONAN 90)
UKGDS_C Overhead line (Zebra 50)
UKGDS_C Electric cable (150 mm?)
UKGDS_C Electric cable (240 mm?)
UKGDS_C Power transformer (ODAF 500)
UKGDS_C Power transformer (ONAN 60)
UKGDS_C Power transformer (ONAN 14)
UKGDS_C Power transformer (ONAN 23)
UKGDS_C Power transformer (ONAN 60)
UKGDS_C Power transformer (ONAN 14)
UKGDS_C Power transformer (ONAN 23)

11
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ABSTRACT

Currently the operators of electrical distribution
networks face a number of challenges, such as load
growth, the proliferation of distributed generation and
ageing infrastructure. This is drawing attention to
techniques which will allow more efficient asset
utilisation and facilitate network dynamic management.
Power system component real-time ratings are a cost
effective solution for increasing network power transfer
capacity. Instantaneous ratings can be used for this
purpose, but distribution network operator decision
making capability regarding network power flow
management would be enhanced by the adoption of
rating forecasts. Therefore this paper presents an
investigation into the technical challenges and potential
benefits of power system component rating forecasts.
Weather forecasts are used with power system component
thermal models and a state estimation technique for
calculating rating forecasts at different time horizons.

1 INTRODUCTION

The rating of power system components is influenced by
external parameters such as wind speed or air
temperature, but the possibility of exploiting any increase
in rating is problematic due to the variability of these
external parameters. The technique referred to as “real-
time ratings” involves real-time measurement of
component temperatures and external parameters, such as
air temperature or wind speed, in order to estimate
component real-time ratings. Durham University is
participating in a collaborative project with AREVA
T&D, Imass, PB Power and ScottishPower
EnergyNetworks, which aims to develop, install and test
a power output control system for distributed generation
informed by dynamic thermal ratings. Within this
research, dynamic thermal ratings are defined as a time-
variant rating which can be practically exploited without
damaging components or reducing their lifetime. Actual
environmental parameter measurements are used as the
input to steady state thermal models and it is assumed
that there are no outages (planned or unplanned) present
within the electrical power system. Previous research [1]
has demonstrated the suitability of real-time ratings for
distributed generation power output control. This paper
describes research with a different approach: weather
forecasts are used for producing rating forecasts for
different time horizons. A number of perceived benefits
are expected to be yielded by this approach: Firstly a
reduction in the number of on-site weather stations would
be possible since the necessary information could be
gathered from meteorological offices. Secondly the
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availability of rating forecasts would enhance the
decision making capability of distribution network
operators regarding network power flow management.
Decisions would be informed by both the instantaneous
ratings as well as rating forecasts for different time
horizons. Another innovation described in this paper is
the utilization of an estimation technique, in order to
assess the error associated with rating forecasts. The
knowledge of the error associated with the use of state
estimation techniques would potentially increase the
distribution network operator’s confidence in real-time
rating systems. This paper is structured in the following
way: Firstly a survey of related work is presented. Then
the methodology used in the research is described and the
data used for the simulations and the case study are
presented and finally simulation results are given and
conclusions are drawn.

2  RELATED WORK

This work aims to combine two different areas of
research: power system component real-time ratings and
forecast techniques. Research has been carried out on the
two topics, but not on their combination. The concept
behind real-time ratings is described in [1]. The
description of an application of a real-time rating system
for the transmission network in the region of Madrid is
provided in [2]. In this case, a low number of weather
stations are used to estimate wind speed and direction
over a wide geographical area and these estimations are
used for calculating the real-time rating of an overhead
line. The Electric Power Research Institute (EPRI)
developed a similar system in the late 1990s considering
overhead lines as well as other power system
components. In [3] and [4] the system and field test
results are reported. It was found that for a complete
network, rating increases of up to 15% of the static value
were possible. Forecast techniques have been applied to
predict energy demand and wind power production. In [5]
different techniques for load demand forecasts such as
ARIMA modelling, adapted exponential smoothing and
weather forecasts were compared and it was found that
the combination of weather forecasts and exponential
smoothing provide a better approximation for load
demand forecasts beyond one hour ahead. Another
approach, described in [6], bases the energy demand
forecast on weather ensemble forecasts- a method which
provides a probability distribution of the possible weather
parameter values. This method is considered for a time
horizon of up to 10 days. Regarding wind power
forecasts, in [7] the system used in the on-line
management of the Spanish transmission system is
described. It makes use of several models and of adaptive
estimation for the parameters. The final prediction is then
obtained as a weighted average of the results of the

Page 1/4



CIRED

20" International Conference on Electricity Distribution

Prague, 8-11 June 2009

Paper 0854-

different models. From the analysis of the research
described above, it is possible to highlight the
requirement for work in the area of components real-time
rating forecasts. This paper aims to suggest a possible
methodology for filling this gap.

3  METHODOLOGY

The research described in this paper adopts the following
approach: Component thermal models available in
literature are used for calculating component rating for
particular weather conditions. A state estimation
technique based on Montecarlo method is used for giving
a more complete description of the possible states of the
system, providing the minimum, maximum, average and
standard deviation of the rating forecasts according to the
possible forecasted weather conditions. Historical
weather forecast data from the National Oceanic and
Atmospheric Administration (NOAA) [8] is used as
inputs to these models.

3.1 State estimation

In this section a description of the algorithm responsible
for the state estimation is given. The aim of this
algorithm is to provide a reliable estimation of circuit
ratings described by an appropriate cumulative
probability function. The circuit has been divided in
several parts, for taking into account different soil
roughness and line orientation. This makes it possible to
calculate descriptors such as the minimum, maximum,
average and standard deviation of the rating estimation.

The algorithm developed is briefly illustrated in Figure 1,

where it is possible to see the following steps:

1. Forecasted weather data is read from an external
source (in this case the database “a”). This data,
comprising the minimum, maximum, average and
standard deviation of each parameter in the given
period, is described in Section 3.3.

2. A set of values for weather parameters is calculated
in the following way: From the data read in “1” the
parameters of a cumulative probability function are
calculated. In this case the Beta probability function
is used. A random value for the probability is
selected and from the cumulative probability function
the corresponding parameter value is found. This is
repeated for each weather parameter.

3. For each component of the circuit the rating is
calculated using the models described in Section
3.2.1. The result is stored temporary in “b”.

4. The circuit rating is calculated selecting the minimum
rating of each component. The results are temporarily
stored in “c”.

5. The steps from 2 to 4 are repeated for a fixed number
of times N.

6. The precision of the result is compared with a
predefined value. If the result is not acceptable, a new
value for N is calculated and the steps from 2 to 5 are
repeated

7. Circuit ratings stored in “c” are analysed in order to
calculate the minimum, maximum, average value and
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standard deviation for each time horizon.

Read weather
forecast

i=0 Generate variate
> for env. <
conditions i=i+1

a

Weather

A 3

b Component Component

ratings / rating

For each component .~ A 4
in the circuit

Circuit rating
¢/ Rati
atings 5
no
es
7 y

6
Analyse results Err<e

yes no

Figure 1: Montecarlo simulation basic flow chart

3.2 Models

3.2.1  Overhead line rating
The fundamental idea behind component ratings is that
the operating temperature limit of the component must
not be exceeded in order to avoid damaging the
component. For overhead lines in particular, a
temperature rise leads to a reduction in conductor tension
and to an increase in the sag. Typical values for
maximum conductor temperature are between 50 °C and
90 °C. Component temperature is not a constant value but
depends upon the energy balance between the heat
produced inside the component and the heat exchange on
its surface. The energy dissipated depends on the load,
however the heat exchange is mainly influenced by the
temperature  difference between cable and the
environment and by other external factors such as wind
speed or solar radiation. Considering the heat dissipated
by the Joule effect (I°R), the heat exchanged by
convection (Q.) and radiation (Q,), and the solar radiation
(Qy), the energy balance for an overhead line conductor is
described in Equation (1).

IPR+Qs=Q.+Qr (1
Different methods have been suggested for the
calculation of each one of these parameters. In this
research the methodology previously described in [1] was
used.
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3.2.2  Environmental condition interpolation

The inverse distance interpolation technique [9] allows
environmental conditions to be determined over a wide
geographical area using a reduced set of inputs. In this
case meteorological inputs are the weather forecasts from
the NOAA at a height of 10m from the ground. Wind
speed is corrected with the method described in Section
3.2.3. Wind direction, air temperature and solar radiation
values were included within interpolations but did not
require the application of a correction factor. At each
point in the geographical area (k) the value of the
parameter (Z) representing the environmental condition
can be estimated as a weighted average of the parameter
values known at i points. The weighting factor is a
function of the distance between the points as shown in

Equation (2).
24 Z
Z, = @)

24
&

3.2.3  Wind speed correction

Ground roughness influences wind speed profiles and
may lead to differences between the wind speed
estimated at a given height and location and the actual
wind speed passing across an overhead line. This may be
corrected using the wind profile power law given in
Equation (3). The wind speed (w,) at two different
heights (z; and z;,) is linked with the ground roughness
through the exponent K. Values of K, for different
ground types may be found in [10].

Kshear
%
W, oz, =W, zZ, | — (3)

4
Using Equation (3) the forecasted wind speed is
extrapolated to a reference height (in this case 100
meters) to remove ground roughness dependence. The
values from different forecast locations may then be
interpolated, using Equation (2), to provide a wind speed
forecast estimate at the reference height for a particular
geographical location. The ground roughness at this
location is then taken into account and Equation (3) is
used to estimate the wind speed across the overhead line.

3.3 Data
For the study described in this paper, weather forecasts
from the NOAA [8] for the test area in Wales with a time
step of 6 hours have been used. Data is described in
Table 1.
Table 1 weather forecast for 18/09/2008 on test area
Time horizon [h]
0 6 12 18 24
Ws [m/s] 1.8 2.5 1.7 1.2 34
Wd [deg] 178 196 189 301 216
Ta [°C] 103 9.8 16.1 129 12
The Montecarlo simulation does not require simple
parameter values, but a description of their probability,

CIRED2009 Session 4

Paper No 0854

with the minimum, maximum, average and standard
deviation. These values can be obtained with ensemble
forecasts or time series analysis. In this study the
precision of the forecast for different time horizons has
been estimated from the precision of the forecast for each
parameter in the period between 08-18/08/2008.

Table 2 Forecast error minimum, maximum average
and standard deviation

Time horizon [h]

[%o] 6 12 18 24
min -2830  -17.78  -30.19  -38.55

g max 13.79 50.00 27.27 83.33
st dev 14.24 21.60 18.17 38.96
min -1.94 -3.33 -2.78 -8.33

; max 15.83 1.67 20.83 23.61

st dev 5.00 1.44 6.70 8.11
min -15.86 -9.93 -20.27  -16.22
£ max 1.57 480  31.07  15.84

st dev 6.07 5.78 12.06 8.51
The network studied is part of the Manweb distribution
network situated in an area attractive to prospective wind
farm development. It is composed of a 132kV Lynx
overhead line conductor with a maximum operating
temperature of 50°C connecting two towns 7 km apart.
The line passes through the two towns in an area
characterised mainly by the presence of grass and
inhabited areas. This is important since the different in
ground roughness influences the value of wind speed as
calculated in Equation (3). In Figure 2 a representation of
the network studied is provided.

Local load
33kV
grass
© '
; °
‘ Local 33kV  132kV
- Generator 132kV
o 132kV  400kV
sea town 33kV
Local load

Figure 2: Network and site schematic representation

4 RESULTS AND DISCUSSIONS

The simulation results are shown in Table 3 and Figure 3,
where the rating forecasts for the whole day are
represented from the reference time of midnight. Two
main considerations arise from the observation of these
results: As expected, the error increases with the distance
of the forecast from the reference time. At 6pm the
possibility to have a real time rating below the value of
the static seasonal rating is forecasted.
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Table 3 Rating forecast in MVA for different time
horizons
Time horizon [h]

[MVA] | 0 6 12 18 24

min 108 109 75 85
max 142 134 141 152
aver 138 133 122 98 130
st dev 9 9 24 17

In this case the minimum forecasted rating in the late
afternoon corresponds with the daily peak for the power
transfer on the line. If the line utilization increased
because of an increased connection of distributed
generation, this would create a problem and the necessity
to curtail part of the generation. On the other hand, the
ability to forecast this situation and to quantify its
probability, would allow appropriate decisions for
generation control to be taken. Considering the different
precision found for different time horizons, it is
recommended to take into account this parameter, along
with the distance from the forecast reference time, when
developing control  strategies for power flow

management.

160 -

. o | \7/ —— Rating-Min

> 4

: 0 —— Rating-Max

: —

£ 100 R '

5 Rating - Average
“ . Summer static
. | | ‘ seasonal rating

. 6 12 18 24

Time horizon [h]

Figure 3: Rating forecast

S CONCLUSION

In this paper a methodology for overhead line rating
forecasts has been presented. This is based on the
research regarding distribution network real-time rating
estimations developed at Durham University. Weather
forecasts were used with component thermal models and
a state estimation technique based on the Montecarlo
method in order to calculate a probability distribution for
each circuit component’s rating for different time
horizons. The results have then been collated for
calculating line rating probability distribution, and
metrics such as minimum, maximum, average and
standard deviation of the rating forecasts. The simulation
highlights that the estimation precision tends to decrease
with the distance from the reference time. It was also
shown how a possible rating lower than the static
secasonal rating was forecasted 18 hours ahead of the
reference time. The work presented in this paper on rating
forecasts is expected to enhance distribution network
operator decision making capabilities regarding network
power flow management. This is because decisions may
be informed not only by instantaneous rating estimates,
but also by the forecasted ratings for different time
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horizons. Work is continuing in this area to realise the
potential of forecasted real-time ratings for electrical
distribution networks.
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For the case study considered, comprising DG with a
ABSTRACT: This paper presents the technical intermittent power output, this paper demonstrétes the
considerations and economics of a number of solstibat  energy yield from the unconstrained reinforcemeitition
would allow a greater installed capacity of disitdd is only slightly more than that delivered by areaiative
generation to be connected to, and managed with&, operational solution utilising dynamic circuit rags. DG
distribution network. The paper describes the weio constrained connection managers (CCMs) are one
solutions and compares their relative energy yietdl  approach that facilitates a greater energy yietnfiDG
economics. It was found that a distributed geimmat schemes based on the available network capacityis |
constrained connection manager informed by dynamicacknowledged that asset ratings are not a static
thermal ratings is the most attractive solution for phenomenon but vary as a result of the prevailing
developers wishing to connect wind generation i®» ¢tase  meteorological conditions throughout the year. hu
study network when compared to alternative solstion increased amounts of electricity can be passedughro
distribution networks if the thermal limits of theetwork
Keywords: Distributed Generation, Dynamic Thermal components are calculated from present conditiattser
Rating, Control, Constrained Connection, Economics. than from a fixed seasonal figure.
For the purpose of this research, dynamic theratalgs
(DTRs) are defined as a time-variant rating whieln be
. INTRODUCTION practically exploited without damaging components o
reducing their lifetime. Actual environmental paeter
measurements are used as the input to steadytistanaal
models. In order to calculate and exploit the DTtRs
assumed that local environmental parameters aritabla
and that there are no outages (planned or unplanned
present within the electrical power system. Shertn
transients, taking into account the thermal capaci of
power system assets are not included within the DTR
assessment. It is felt that this would not afféloe
MWh/annum throughput of energy within the electrica
power system.
The 132kV section of the network presented in plaiger
is a subsection of a wider trial network forminge th
research basis for the ‘Active Control of Distribdt
Generators based on Component Thermal Properfigs’ [
. . : The collaborative project (involving AREVA T&D,
1) t?]%n:;rizltri]ntghias::)zzfcict);Sci‘hgger?e?vtvg;i Elssng('jng:g%% Durham University,. Imass, PB Povyer and ScottishPowe
. EnergyNetworks) aims to develop, install and te&GM
component therm_al ratings. . for DG informed by DTRs.
D s marent TS Paper maes 3 comparion between 2 netork
capacity relnforceme_nt solution, two D_G tripping solutionsdatwo
3) Involve basic ‘ripping’ schemes to manage the DG _CCM solutlons:. Each solution would allow a g_reater
output at times of constraint m_stalled capacity of_ DG to be connected to a enrgjlnt
: within the distribution network. The CCM solutions
increase in sophistication both in the manner inclvithe
DG power output is controlled (demand-following as
opposed to tripping) and by utilising different qooment
rating regimes. By incorporating a backup triptpotion
system into the more sophisticated solutions, thke of
CCM system failure is minimised and thus the séguod
the network is maintained. An energy yield, eliealirloss
and economic evaluation show that, in this cas€CM
informed by DTRs is the most attractive solutiorr fo
facilitating DG developer revenue gains when coregdo
the alternative solutions.

In order to meet the United Kingdom (UK) governnent
environmental targets for 2010, approximately 10@¥V
additional distributed generation (DG) will have be
connected to UK distribution networks [1]. As thiowth
in DG is realised, power flows within distributioetworks
are expected to become increasingly congesteds may
act as a barrier, inhibiting the amount of DG tlcan
connect to the network and may impact on the engiadg
(and hence profitability) of existing schemes aswvoek
capacity becomes saturated. Thus methods to mdhage
connection of DG schemes, in light of power flow
constraints, could be beneficial both in the UK and
internationally. The current practices regardiDg
connections may:

IIl. BACKGROUND



Dynamic Thermal Ratings

Conductor temperature rise is influenced by théitgluf
the component to dissipate to the environment that h

power transformers. The fundamental concept bettiad
component rating is that the temperature limits thod
power component must not be exceeded in order aaav
damaging the component. For overhead lines inqudati,

produced by the Joule effect governed by externak temperature rise leads to a reduction in conduetsion

conditions such as ambient temperature and wineldspe
Due to the extreme variability and unpredictabildf
meteorological conditions, fixed seasonal condgiare

and to an increase in the sag. Typical values faximum
conductor temperature are between 50°C and 90°C.
Component temperature is not a constant value but

used at present to determine the most appropriatdepends upon the energy balance between the heat

component rating.
management consists of estimating or
component temperatures and real current

capacities, in order to allow the utilisation ofwsr system
components to be safely increased but maintaindinvi
continuous design specifications.

A DTR approach to network produced inside the component and the heat exchamge
measuringdts surface. The heat dissipated depends on thurietd
carryingurrent flowing in the conductor as well as thedwctor’s

resistance to the current flow. However, the haahange
is mainly influenced by the temperature differebetween

the conductor and ambient environmental conditi@ms]

Research carried out at Durham University aiming toby other external factors such as wind speed oarsol

develop a DTR system shows, for typical UK climatbat

there is an average exploitable headroom for oweethe

lines, underground cables and power transformerthen

radiation.
Considering the heat dissipated by the Joule efféR),

the heat exchanged by convection)(@nd radiation (Q),

region of 150%, 12% and 15%, respectively, beydr& t and the solar radiation (Q the energy balance for an

static component rating,. This is in agreement wifih
findings described in [3].

The DTR system under development at
stations and temperature measurement devices,dplace
different locations over a wide network area. These
connected to a centralised computer which is resiptan
for estimating the current carrying capacities ok t

network component based on the present meteoralogic
conditions. This information may then be used as a

decision support tool for the secure operation loé t
distribution network.

DG Constrained Connection Managers

Engineering Technical Recommendation (ETR) 124 [4]
presents a number of different solutions that may b

developed to actively manage the power flows aasedi
with the connection of a single DG scheme.
basic systems involve the disconnection of DG :dkent

that the power output from the DG scheme exceeds th

capability of the network (assessed as static ¢gpat
network assets plus the minimum load demand).

solution may be developed further by actively shiitg
between seasonal fixed ratings and adjusting thebeu of
disconnected generators accordingly. More sophistd

Durham
University comprises a number of different weather

Thetmos

This

overhead line conductor is described in Equatign (1

RF+Q=Q+Q, [wm'] (I

The heat gained by solar radiation can be calalilasein
Equation (2) considering solar radiation §\Wconductor
diameter (D) and an absorption coefficieut (
Q, =aW,D (2)

The radiative heat exchange depends on conductor
temperature (J), ambient temperature {T the Stefan-
Boltzman constants) and an emission coefficient)( as
reported in Equation (3).

Q =¢o(T!-T)mD 3)

Finally the convective heat exchange depends on air
thermal conductivityX) and the Nusselt number (Nu)

Q =7NwW(T-T) @)

The Nusselt number can be calculated using a wind

direction correction factor (§&) and the Reynolds number

CCM solutions are developed from the principle of (Re) as in Equation (5).

generation power output control, utilising techrys
such as the pitch control of wind turbine bladesdpture a
desired amount of wind energy.
powers flowing in the critical feeders of the netlware
monitored, taking load demand into account, andpthweer
exported from the DG scheme is controlled to ensluee
capability of the network is not exceeded. Thisyrba
developed as a CCM utilising static asset ratingish
demand-following control of the DG output, or a€&M
utilising asset dynamic thermal ratings, with dethan
following control of the DG output.

[ll. OVERHEAD LINE DYNAMIC RATING

This paper focuses on the application of a DTResydb
overhead lines, but it has also been applied téesadnd

In this approach th

Nu= K,, [{0.65[R&%+ 0.281R¥)  (5)

The wind direction correction factor and the Rewsol
number can, in turn, be calculated using in Equati(6)
and (7), using wind direction (YW wind speed (W and
empirical parameters (A, B, C)

Ky = A+ Bsin® (W) (6)

(@)

-1.78
Re= 1.6441100W, DD(TC ;T)

More information about the overhead line thermatgio
may be found in [5] and [6]. The simulated daijsndmic



thermal rating of a Lynx conductor is given in Rigd for  Statement [8]. The average simulated daily mininRifiR
the calendar year 2005. The simulation used thdemo is also given in Table 1. Offline analysis showhdt a
described in Equations (1) to (7) and historical thermal constraint would be met in this section tioé

meteorological data for the ‘Valley' area of Wald#. network before voltage or fault-level limitations.
As a comparison, the seasonal ratings for the atindare
also plotted in Figure 1. Table 1 - Summary of Ratings Utilised
— - - Seasona—— Daily Conductot Rating Ratin¢ | Rating
1400 Type Conditior (A) (MVA)
12007 Lynx Static 39C 89
:i: 1000 -
2 8004 Lynx Seasonal Summi 39C 89
g % Continuou
4001 Lynx Seasonal Spring 45(C 102
2009 Autumn Continuot
°t . . p 2 z z Lynx Seasonal Winte 48E 111
” = = - < © e Continuou
Time [months] Lynx DTR (Average Daily 69¢ 15¢
Figure 1- Rating variation of Lynx overhead line Minimum )
Upas Static 77C 17¢
IV. CASE STUDY NETWORK
The case study network shown in Figure 2 is derived V. SOLUTION DESCRIPTIONS

from a section of ScottishPower’s distribution neitiw

Although it is not displayed in Figure 2, Engineeri Solution 1: DG tripping based on a static assessment of

Recommendation P2/6 [7] ‘security of supply’ Network availability

requirements are met for the connected load thraagh Solution 2 DG tripping based on component seasonal

underlying meshed 33KV infrastructure. An inswlleind  thermal ratings

capacity of 150MW was selected to create a comstdai Solution 3 DG output control through a CCM based on

connection. component static thermal ratings and load demand
Solution 4 DG output control through a CCM based on
Wind Farm component dynamic thermql ratings and load demz_;md
150 MW Installed Capacity Solution 5 Network reinforcement to provide an
Injecting power at bus at unity power factor unconstrained connection.

of the particular solution, describes the algorithsed to

@ Each section below assesses the strengths and essakn
manage the DG output and gives an approximate afost

the solution installation.
132kV Tripping Solutions
The tripping solution schematic is shown in Fig8rand
LYNX 175 square-mm implements the algorithm given in Equation (8).
ACSR conductor
10 kao??é MVA Tensioned at If: Cur_rent > Rating_ (8)
(44A — 157A) 50 degrees Celsius Then: ‘Trip’ DG to Rating + Base Load
At an average power
factor of 0.97 . , When this algorithm is implemented with the sta#iting
(importing VArs) R+jX 786(112\7/2060165 pu of 390A, the DG output will be tripped to 434A atity
on e power factor (390A rating + 44A base load) if therent
flow in the line exceeds 390A. This correspondghie
132kV (Slack bus) implementation of Solution 1.
Similarly, in a seasonal rating implementation [&]ch
Figure 2 — The 132KV network as Solution 2, the DG output will be tripped to #ezasonal
Analytical Considerations rating plus the base load if line flow exceeds shasonal

rating. These solutions are conservative as theynat

The constrained connection configurations were@ccount for the dynamic nature of the load and they
simulated through an offline analysis of the typibalf-  trip generators off rather than constraining theatkd
hourly regional loading and wind farm output datathe ~ Furthermore, the seasonal rating approach bearttewet
calendar year 2005. risk of an anomalous ‘hot day’ where the prevailing

Table 1 displays the ratings used in the energyd yie meteorologlpal conditions mean that assets mayabedr
guantification analyses. The static and seasortatgea  higher than it should be.
were based on the SP Manweb Long Term Development



Estimated Basic Tripping Relay Cost: Estimated Cost of demand-following DG output contrd
Local tripping relay £10k based on DTRs:
Monitoring and Regulation Equipment: £100k

Static / Seasonal * St.atic/
Ratings Dynamlc' Thermal
DG DG Control Ratings
Algorithm DG
AA
é A A Current
monitoring D
Trip Trip
Backup
q + Current 4
Current monitoring q Current
LOAD monitoring LOAD monitoring
Thermal
monitoring
= Meteorological
monitoring

Figure 4 — The demand-following DG output control

Figure 3 — The DG trip solution with static or seasnal _ . : ) :
solution with static or dynamic thermal ratings

thermal ratings
Constrained Connection Management Solutions Network Reinforcement Solution

The network reinforcement option (Solution 5) would
require a replacement 132kV overhead line to be
constructed and the existing overhead line to be de
commissioned. It is assumed that the replacenieat |
conductor is ‘Upas’ 300mmAAAC. If this conductor is
9) tensioned to maintain statutory ground clearand®3 &t

an operational temperature of°Z5 the rating would be

sufficient to provide an unconstrained annual engigld
from the DG scheme. However, it requires the Istrge
capital investment [11] and could take several y¢arbe
installed due to the lengthy environmental assestmne
planning permission, commissioning and building
processes.

Figure 4 shows the schematic that allows the algorin
Equation (9) to be implemented to control the DGpati
based on static or dynamic network availabilities foad
demand.

If: Current > Rating
Then: Control DG output to
Rating + Load Demand

Control algorithm (9), implemented with a statitimg of
390A, corresponds to Solution 3. The CCM solutians
more sophisticated than the DG trip options andehire
potential to offer energy yield gains by takingoirtccount
the dynamic nature of the load demand. Additiggwier
flow monitoring equipment is required to facilitat
demand-following DG output control regime.

In the case of the DTR-informed system (Solution 4)
additional thermal and meteorological monitoringalso
required. To ensure the safe and secure operafitime
network assets, each CCM solution requires an iauil
trip system, which calculates the same ratingbagontrol
system, to act as a backup in the case of CCM rayste
operation failure.

Estimated Reinforcement Cost:
Installation of up-rated 132kV line (7km) £2M
VI. QUANTIFICATION METHODOLOGY

Weather data from Valley (Wales, UK) was used to
estimate weather parameter values along the lesfgthe
overhead line. These, in conjunction with the model
described previously, were used to calculate aesenf
daily thermal ratings for the studied line. The host
detailed in [5] was used for the overhead line niodg
with the correction for wind direction, as given[&j.

Control algorithms (8) and (9) were applied to tase
study network (with the relevant rating operatigime)
and the necessary constraints were implementehenffl
The annual energy yield at the DG connection buslzar

Estimated cost of demand-following DG output contrb
based on static/seasonal ratings:
Monitoring and Regulation Equipment: £50k



calculated for each solution, by integrating thal igower

output of the DG scheme across the year in 30 minut oY Tg —
intervals. The per unit electrical losseR{l resulting from 3 Tg e e Tg 3 = $3
each solution implementation were calculated udimg c 8 s _‘g a | E § <9 ; ~
current flowing in the overhead line with per unit -2 22| <gc | <2585 | S
resistances of 0.0070 and 0.0041 for the ‘Lynx’ 4yghs’ 2 £EY | B> 2|1 BB | 238 | Bl
conductors respectively. These were then sumnzatexss n = =2 = é = g 14 >
the year on a half-hourly basis to produce annunergy = g E S g w S fEU %
loss figures. For each solution the net annuatnee was wo g

calculated by multiplying the annual energy yieldhe DG

connection bus by £101.43/MWh (552.15/MWh wholesale 1 0 0.0C 0.0C 0.0C 0.0C
electricity price [12] + £49.28/MWh ‘Renewables 2 0 4.97 18.41 2 0¢ 17.71
Obligation Certificate’ sale price [13]) and makiran 3 40 5.2 18.9¢ 221 18.7¢
adjustment for the cost of the losses incurred by —g 90 10.7¢ | 43.3¢ 4.52 38.4¢
transferring this energy to the slack busbar (dated as 5 | 199C 10.7€ | -16.3] 4.5¢ 36.9;

the annual energy losses multiplied by the whotesal

electricity price). VIII. DISCUSSION
The basic tripping scheme based on summer staitigysa
(Solution 1) was taken as the datum solution witlapital For this case study, it appears that controlling @®ut

cost of £10k and net annual revenue of £42.35Meftha®  to follow load demand based on a single summeicstat
energy yield at the DG connection busbar of 418.5GW rating (Solution 3) yields greater revenue for deseloper
and 1.3 MWh lost through power transfer to thelslaus).  than switching ratings on a seasonal basis angimgpDG
The estimated marginal costs (due to additionavolt  as a result (Solution 2). DG tripping based onsseal
costs), predicted marginal revenues (due to additio thermal ratings (Solution 2) requires a lower aditi
energy yield) and marginal losses (resulting frdecteical investment, however, the risk on the part of theIs
power transfer to the slack busbar and changeledatrieal  greater if seasonal ratings are utilised. Thi®islue the
resistance of the line) were compared to this BiutThis  possibility of an anomalous hot day occurring whatmgs
allowed a basic Net Present Value (NPV) comparisbn have been relaxed. This risk may be mitigated by
the alternative solutions, based on their relativarginal  investment in a dynamic thermal ratings systemravige
costs and marginal revenues. A 10% discount rade2@n  accurate knowledge of the current thermal statushef
year economic life was assumed [14]. The capitat o6  network.

the wind farm itself was neglected as this would be Economically, the most attractive solution to the
constant across each solution. Furthermore, bectigse developer is the CCM based on component dynamic
wind farm is connected at via a single overhead, lany  thermal ratings and load demand (Solution 4). dimeual
faults or scheduled maintenance on this line willse itto  revenue of the project is increased by £4.53M dralvs
shut down. Since such events have an equal conistra  the highest marginal NPV at £38.46M. For this cgtaely,

the energy yield of each solution this effect waglected.  this solution appears to be more attractive thae th
All the costs within the financial evaluations @gtimates  alternative reinforcement option (Solution 5).  Fhi
of equipment costs, based on the most appropriate d provides and unconstrained energy yield (and hence

available at the time of consideration. maximum annual revenue) but would require an extra
capital investment of £1.99M to upgrade the ovedHiee.
VII. RESULTS Network reinforcement (Solution 5) would reduce

network losses relative to the other solutions esitice
The results from the quantification methodology arelarger cross-sectional area of the conductor woettlice
summarised in Table 2. the electrical resistance to power flow. Howewsspite
increasing electrical losses through implementinGGiV
solution, the cost of capital for the DG developelikely
Solution T DG tripping based on a static assessment &f make the active management solutions, with lower
network availability upfront costs, a more attractive investment.
Solution 2 DG tripping based on component seasonal IX. CONCLUSION
thermal ratings
Solution 3 DG output regulation through a DGCCM based This paper has presented the technical solutioa$ th
on component static thermal ratings and load demand would allow a greater installed capacity of disftéd
Solution 4 DG output regulation through a DGCCM based@eneration to be connected to, and managed withi,
on component dynamic thermal ratings and load ddman  distribution network. This could be of value inusitions
Solution 5 Network reinforcement to provide anwhere power flows have become congested as a rafsult

unconstrained connection distributed generation proliferation. For eachusoh the
- annual energy yield was quantified and used ass& lha
Table 2 — Quantification Methodology Results compare solutions using an estimate of their nedahlet

Present Value to the distributed generation dewlogt
was demonstrated that a constrained connection geana
informed by dynamic thermal ratings was the mosit co
effective solution for facilitating wind generati@tcess to
the case study network when compared to alternative



solutions. Work is continuing in this area to realthe
potential of constrained connection manager saistio
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