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Abstract

This thesis studies the cosmological theory in which the universe transitions from a

contraction phase into an expansion phase through a big bounce. Primordial fluc-

tuations that seed structure formation in the expansion phase arise from adiabatic

perturbations in the preceding contraction phase. The purpose of this study is to un-

derstand how the properties of the adiabatic perturbations are affected by the bounce.

In particular, a nonsingular type of bounce is considered in which the universe ceases

contraction and reverses to expansion at a finite size, fully described by known the-

ories of classical gravity and effective field theory. Two major aspects of such a

nonsingular bounce are studied – the stability of the bounce against inhomogeneities,

and the power spectrum of adiabatic perturbations after the bounce. Results show

that a class of bouncing models based on ghost condensation are subject to unsta-

ble growth of curvature and anisotropy, which alters the adiabatic perturbations and

disrupts the nonsingular bounce. Another class of models with a ghost field are

shown to have limited instability, though the contraction phase requires fine-tuning;

sufficiently small perturbations can pass through the bounce and maintain a nearly

scale-invariant power spectrum, consistent with observational constraints. Incorpo-

rating features of both models and resolving their problems, an ekpyrotic nonsingular

bounce is proposed to support stable contraction and bouncing phases yet produce

scale-invariant perturbations. Thus the nonsingular bouncing cosmology provides a

possible explanation for the early universe.
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Chapter 1

Introduction

The Universe has been expanding and cooling for the past 14 billion years. The light

from the stars and galaxies that we see in the sky has traveled a long distance and

time to reach us – the further away the stars, the more ancient and red-shifted their

images appear. The first galaxies formed more than 13 billion years ago inside the

clumps of dark matter that condensed under gravitational self-attraction. These dark

matter halos formed in the dense regions of the Universe where the primordial density

fluctuations reached large amplitudes. Therefore, the large scale structure (LSS) of

the galaxies and their clusters observed today reflects the statistical properties of the

primordial fluctuations in the very early Universe.

Further back in time, the Universe was composed of a hot dense plasma of pho-

tons, electrons, and protons that constantly scattered off one another. The primordial

density fluctuations induced small differences in the temperature of the plasma at dif-

ferent locations and angles. The Universe was essentially opaque to electromagnetic

waves until it expanded and cooled to the point when electrons and protons recom-

bined to form neutral hydrogen atoms. Photons then decoupled from matter and

traveled freely through space, with their wavelengths being stretched by the cosmic

expansion. The cosmic microwave background (CMB) that we observe today are the
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photons from the last scattering surface. The small anisotropies in their tempera-

ture and polarization carry important information about the nature of the primordial

density fluctuations.

Current observations of CMB and LSS reveal that our Universe is extremely ho-

mogeneous, flat, and isotropic at large distances ranging from galactic scales to the

entire visible Universe. Moreover, the power spectrum of the primordial density fluc-

tuations on such large scales is measured to be nearly scale-invariant [69, 1]. The

puzzle is, the regions of the Universe that are separated by such large distances be-

came visible to us only very recently after the lights traveled over billions of years.

In the far past, those regions would be way beyond the horizon from one another,

having had no means of interaction to balance the local amplitude of fluctuations

between them. Hence it poses a crucial challenge for models of the early Universe

to explain the extreme homogeneity on the large scales – this is the horizon problem

[126, 143, 113].

The horizon problem, together with the homogeneity, flatness, and isotropy of

the Universe, are first explained by the inflation model [62, 104, 3]. In this scenario,

the Universe went through an exponentially fast expansion phase after the big bang

and before the nucleosynthesis. The fast expansion, i.e. inflation, stretched tiny

regions of the space to enormous sizes that were many numbers of e-folds bigger than

their original sizes. As a result, the local amount of inhomogeneity, curvature, and

anisotropy was effectively smoothed out and became naturally small. The horizon

problem is resolved since the separate regions of the Universe that were thought to be

causally disconnected used to be much closer together and in causal contact before

inflation. In addition, the quantum fluctuations within tiny regions of space smaller

than a horizon size were stretched and amplified during inflation to give rise to the

primordial density fluctuations, which turns out to acquire a nearly scale-invariant

power spectrum that matches the observations [66, 130, 64, 13].
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Despite the above notions that made it an appealing model of the early Universe,

inflation has been found to suffer from serious drawbacks [73]. First, for inflation to

happen, there must be a small patch of the universe that is relatively smooth over the

size of a Hubble radius at the time when the density of the universe is near the Planck

scale [105]. This is a strong assumption, especially for models with scalar fields that

need to start with a large potential energy but a small kinetic energy and spatial

gradient, or otherwise the kinetic energy and spatial gradient would grow faster and

dominate over the potential energy to block inflation from happening [58]. A second

problem is that almost all inflation models lead to eternal inflation which creates a

whole spectrum of bubble universes with different physical properties [134, 140]. In

such a multiverse, “everything happens an infinite number of times” [63], rendering

the theory completely unpredictive since a meaningful measure has yet to be found

despite many unsuccessful attempts [49]. Moreover, each single patch of the universe

must exit the inflation process after an appropriate amount of time in order for the

standard expansion phase to start. The amount of inflation predicted by a generic

model is biased and disfavors the amount required to fit observations [50, 57, 2, 73].

All these problems would defy the inflation model as a complete solution to the puzzles

of the early Universe.

Yet another issue about the early Universe that begs the question is whether the

big bang is the beginning of time. In the standard big bang cosmology, the Universe

is assumed to emerge from a big bang explosion, which is considered as a singularity

of the spacetime. Inflation, as a modification to the timeline of the Universe between

the big bang and the nucleosynthesis, does not change the assumption about the

singularity [22]. Therefore it does not address the question about the beginning of

time. Besides, restricting models of the early Universe to the period after the big

bang is limiting the scope of possibilities.
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The logical alternative, then, is to consider a scenario in which the Universe existed

even before the big bang. In particular, the big bang may represent a transition from a

preceding cosmic contraction phase to the current expansion phase – a “big bounce”.

The idea that the expansion phase is preceded by a contraction phase opens up a new

avenue for modeling the early Universe. Problems of the standard big bang cosmology

may find solutions in the contraction phase before the bounce. The horizon problem,

for example, is immediately resolved if the far separated regions of the Universe

today were in causal contact during the previous contraction phase. Similarly, the

homogeneity, flatness, and isotropy of the Universe may also be addressed by having

a smoothing mechanism in the contraction phase.

Before exploring the possibilities that a bouncing model offers, it is interesting to

note that the notion of a bouncing universe has appeared and persevered in human

knowledge long before the modern cosmological studies [90, 133, 76]. The big bounce

has often been speculated to be part of a cyclic process in which the bounce is repeated

indefinitely, extending from the infinite past to the infinite future. An important

aspect has been whether any influence is passed from the previous contraction phase

to the following expansion phase, i.e. from cycle to cycle. A similar question will be

the main concern of this thesis. It is therefore instructive to review some relevant

history and development of bouncing cosmologies.

1.1 A historical account

The idea of a cyclic universe can be traced back to early mythologies [90, 89, 76].

In ancient philosophy, a future catastrophe is imagined to end the world, and out of

the ashes a new world will be born; the process of creation and annihilation repeats

itself to form an endless universe. Notably, the Stoics in ancient Greece conceived
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the world as a gigantic sphere undergoing cycles of expansion and contraction, ending

and being reborn each cycle in an ekpyrosis – “out of fire” [133].

This “cyclic” view is contrasted with the “created” view that the Universe came

into being a finite time ago and the “static” view that the Universe remains unchanged

forever [133]. Distinctions should also be drawn with the narrow view of a bouncing

universe in which only one bounce occurs and never repeats [89]. In principle, the big

bang picture does not exclude the possibility of having a preexisting period before

the bang. After all, the different views of the early Universe are merely philosophical

speculations or aesthetic preferences without scientific evidence.

Modern scientific models of the Universe came after Einstein’s theory of general

relativity, which allows the spacetime of the Universe to be dynamically described by

geometrical quantities that obey the laws of gravitation. Einstein in 1917 looked for

a static solution in which the universe neither expands nor contracts [42]. His “static

universe” was ruled out after Hubble discovered the cosmic expansion in 1929 [71].

The other two possibilities, “created” and “cyclic”, were formulated around the same

time and coexisted since then.

In 1922 Friedmann analyzed solutions to Einstein’s equations that describe a ho-

mogeneous expanding universe with matter and a cosmological constant [51]. Three

kinds of solutions were obtained that correspond to open, flat, and closed universes

depending on the amount of matter and the value of the cosmological constant. Be-

sides the first two solutions that start from a big bang singularity and expand forever,

the third solution, with a sufficient matter density and a small or negative cosmologi-

cal constant, would eventually stop expanding and recollapse to a big crunch in finite

time. He termed the last solution a “periodic world”, indicating that the process

could repeat infinitely. Similar models were studied more carefully by Lemaitre in

1927 [100], and by Einstein in 1931 in which he abandoned the cosmological constant

to embrace the observed expansion of the Universe [43, 41].
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The cyclic model was scrutinized over the next few decades and received several

major criticisms that diminished its popularity. One problem, noted by Tolman in

1931, is that the duration of the cycles would increase over time due to the increase

of entropy [138, 137]. Extrapolating backwards, the cycle shrinks and reaches zero

within a finite time – the beginning of time exists just like in the “created” universe.

This realization deprived the cyclic model of its original intent to depict an eternal

universe, raising a strong argument against it. Tolman also knew about the existence

of the spacetime singularity at each bounce, but he considered it as a mathematical

artifact that would disappear in a realistic treatment.

Another important issue was investigated by Belinskii, Khalatnikov, and Lifshitz

(BKL) in 1960s concerning the stability of the universe as it contracts towards the

big crunch [101, 18]. They found that during contraction tiny amounts of anisotropy

would be rapidly amplified, together with spatial curvature, leading to a chaotic

process in which the space contracts along two directions and expands along the

third, switching directions randomly every once in a while. This behavior, known as

the “mixmaster” [112], would render the universe extremely inhomogeneous before

the bounce, making it impossible to emerge with highly uniform matter and energy

densities.

Worse still, by 1970 Hawking and Penrose proved a theorem that, under certain

energy condition, a spacetime singularity is unavoidable in a gravitational collapse

[68]. Accordingly, a contracting universe must reach a big crunch. In light of the

chaotic mixmaster behavior, the bouncing model seemed to have failed badly.

The cyclic idea came back to attention again only about a decade ago with the

effort of Steinhardt and Turok [132, 135]. Several innovations were made to overcome

the difficulties of the bouncing model. In particular, inspired by the M theory and

extra dimensions, the bounce was considered as the collision of two three-dimensional

branes, on one of which our world lies. The branes keep stretching out along the three
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dimensions, but their distance in the extra dimension varies periodically, shrinking

to zero at the beginning and end of every cycle. From the perspective of the three-

dimensional space on the brane, however, the universe expands and contracts in

volume during each cycle, and undergoes a big crunch/bang between the cycles that

produces huge amounts of matter and radiation. This “ekpyrotic model” [80], named

after the ancient Greek conception, brought new solutions to the issues facing the

bouncing model.

As for Tolman’s entropy problem, the increasingly longer cycles he found are in

fact caused by the increase of the entropy density instead of the total entropy. In the

new cyclic model, more entropy is still being produced at the bounce in the form of

matter and radiation, but their density is diluted after each cycle due to the stretching

of the branes. This allows the entropy density to remain the same, hence the cycling

process can continue endlessly.

The solution to the chaotic mixmaster problem is more surprising. It turns out

that BKL’s calculation only considered a universe in which the pressure is smaller than

the energy density. However, in the colliding brane picture, high pressure naturally

arises in the contraction phase before the bounce to squelch the mixmaster behavior

and smooth out the branes. Enlightened by this result, it was soon realized that the

chaotic mixmaster can be prevented as long as the universe has an energy component

with a super-stiff equation of state, i.e. with pressure higher than the energy density

[47, 53]. A contraction phase with such a super-stiff equation of state has come to be

called an “ekpyrotic phase”.

To be a successful model of the early Universe, the new cyclic model must also

generate nearly scale-invariant primordial fluctuations before the expansion phase.

Originally, it was imagined that the quantum vibrations of the branes cause them

to ripple, which in turn perturbs their collision time and cause density variations

in the matter and radiation produced at the collision [80]. This approach relies
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on the specific way the perturbations in the brane are matched on to the density

fluctuations after the collision [136], which was later shown to be non-generic [33].

From the three-dimensional perspective, a more effective way is to have two scalar

fields producing entropic perturbations between them, which then convert to adiabatic

density fluctuations before the bounce [88, 98, 26, 34].

It gradually became clear that almost all essential features of the ekpyrotic/cyclic

model can be described in a purely three-dimensional perspective, without having to

invoke the extra dimensional interpretation in terms of the branes. The remaining

issue is the bounce itself, which had been treated as the momentary vanishing of the

extra dimension – a pretty mild type of spacetime singularity. In a purely three-

dimensional model, however, the bounce still corresponds to a classical singularity at

which the size of the universe shrinks to zero. It may be expected that the singularity

would be resolved by unknown quantum gravity effects that can create a transition

from contraction to expansion. The brane picture certainly provides some insight as

to how the bouncing process might look like and how the influence of the previous

cycle can be passed on to the next.

Some other approaches for having a bouncing universe have also been pursued.

In loop quantum cosmology, quantum geometry effects arise when the spacetime cur-

vature reaches the Planck regime, resolving the big bang singularity by a quantum

bounce [10, 21]. Another approach, based on the de Broglie-Bohm quantum theory,

uses the wavefunction of the universe to determine a quantum trajectory of the uni-

verse through a bounce [118, 122]. More radically, the conformal cyclic cosmology

depicts the universe as undergoing repeated cycles of expansion with no contraction

phases in between but a conformal geometrical structure instead [117].

A more immediate and perhaps bold approach, however, is to bypass the singu-

larity within classical gravity theory and let the universe bounce at a finite size. This

will be the approach taken in the current thesis, as explained in the next section.
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1.2 The present study

The new approach that has been pursued in recent years is to achieve the bounce in

a nonsingular way without involving quantum gravity [119, 4, 29, 26, 34, 102, 124,

40, 27]. In this approach the universe stops contraction and reverses to expansion

at a finite size, such that the energy density remains sub-Planckian and the physical

process stays within the validity of classical gravity. To evade the singularity theo-

rem, there has to be a sustained period of “bouncing phase” that violates the null

energy condition (NEC). This can be achieved by having particular types of matter

or fields with large negative pressure, which would become substantial near the end

of the contraction phase and induce a nonsingular bounce. In that case, the bouncing

process can be completely described by general relativity and effective field theory.

Unlike the singular bounce that often relies on certain matching conditions derived

from the analyticity and unitarity of the quantum process [75, 72, 37, 48, 39, 14],

the cosmological evolution through a nonsingular bounce can be followed directly by

solving classical equations of motion.

It is tempting to consider the nonsingular bounce as an effective description of

the singular bounce, for the convenience of studying the impact of the bounce on the

cosmological perturbations. The intuition is that the physics at high energy density

that is responsible for the bounce may decouple from the low energy physics that

governs the cosmological perturbations on large length scales. If the properties of

the primordial fluctuations on large scales do not depend sensitively on the details of

the bouncing process, then the outcome of the bounce can be effectively studied by

using a nonsingular bouncing model. Therefore, a rigorous analysis of a nonsingular

bounce would help display properties and build intuition about the bouncing scenario

in general.

The goal of the bouncing model is to account for the observed properties of the

Universe, including the homogeneous, flat, and isotropic background, and the nearly

9



scale-invariant primordial fluctuations. As mentioned above, the homogeneity, flat-

ness, and isotropy can be achieved by an ekpyrotic mechanism during the contraction,

whereas scale-invariant perturbations can be generated by an entropic mechanism

with two scalar fields [88, 98, 26, 34]. Another variation, the adiabatic ekpyrotic

model [82, 83], can generate scale-invariant adiabatic perturbations with just one

scalar field. Other mechanisms to produce scale invariant perturbations include hav-

ing a matter-like contraction phase as in the matter bounce model [141, 48], and using

a curvaton field as in the pre-big bang model [54, 55, 46, 108]. The question, however,

is whether the scale-invariant perturbations can pass through the bounce as desired.

Indeed, a nonsingular bounce involves several specific problems. First, the vi-

olation of the NEC may impair the stability of the bounce [147, 148]. As men-

tioned before, a contracting universe is subject to the growth of spatial curvature and

anisotropy unless the contraction is ekpyrotic. But such ekpyrotic contraction would

stop when the nonsingular bouncing phase begins. Thus, a sustained period of bounc-

ing phase may become unstable against the growth of curvature and anisotropy. Their

growth could potentially drag the universe into chaotic mixmaster behavior that dis-

rupts the bounce altogether. It is therefore important to determine if the instability

can be kept at a finite level during the bounce.

Moreover, the evolution of the adiabatic perturbations during the bouncing phase

may alter the power spectrum of the primordial fluctuations [147, 148]. Since the

Hubble scale becomes infinite at the nonsingular bounce, it appears that even the

adiabatic perturbations with long wavelengths would reenter the horizon near the

bounce. If the amplitude of these adiabatic perturbations grows during the bounce

and the growth varies with wavelength, then the power spectrum would be distorted

away from scale invariance. Meanwhile, the divergence of the Hubble scale also sig-

nifies the strong coupling of the adiabatic perturbations [16]. At the classical level, it

implies that their evolution would become nonlinear, causing a mixing of modes and
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a large non-Gaussianity. This problem must be avoided in order for the bouncing

model to be compatible with observations.

In this thesis, we study the above two aspects of the nonsingular bounce by calcu-

lating the evolution of adiabatic perturbations through the bounce. Both perturbative

analytic calculations and nonperturbative numerical computations are used to address

these issues. We show that the adiabatic perturbations would become nonlinear if

there is unstable growth of inhomogeneity and anisotropy during the bounce. On the

other hand, if nonlinearity is suppressed during the bounce, then the adiabatic per-

turbations would pass through the bounce while maintaining a nearly scale-invariant

power spectrum.

The thesis is organized as follows. Chapter 2 describes the background evolu-

tion of a homogeneous universe during contraction, bounce, and expansion. The

Friedmann equations are used to show that an ekpyrotic contraction phase is stable

against curvature and anisotropy, but a nonsingular bouncing phase is not. Sev-

eral bouncing models are presented, including the ghost condensation model and the

ghost field model. Chapter 3 introduces the theory of cosmological perturbations.

Linear perturbation theory is used to calculate small perturbations, whereas the co-

variant formalism is used to compute nonlinear perturbations. The initial conditions

for adiabatic perturbations are derived from quantum perturbations. Chapter 4 an-

alyzes a bouncing model that connects an ekpyrotic contraction with a nonsingular

bounce by means of a ghost condensation model. Through perturbative calculations,

unstable growth of curvature and anisotropy is found to spoil the power spectrum

and disrupt the nonsingular bounce. Chapter 5 uses numerical methods to study a

nonsingular bounce based on a ghost field model. Nonlinear perturbations and the

consequent disruption of the bounce are captured in regions with large inhomogene-

ity and anisotropy; on the other hand, sufficiently small perturbations are shown to

pass through the bounce without altering the power spectrum. Chapter 6 presents
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an ekpyrotic nonsingular bouncing model that creates a stable nonsingular bounce

and produces scale-invariant perturbations without fine-tuning. Chapter 7 concludes

with a summary of the current study and an outlook on future works. In addition,

Appendix A presents a classification of all single field cosmological models that can

produce a scale-invariant power spectrum.
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Chapter 2

Homogeneous Universe

According to the cosmological principle, the Universe is roughly homogeneous on large

scales, so that it looks the same to observers everywhere – our position in the Universe

is nowhere special. This assumption has been verified by astronomical observations,

and will serve as the starting point of our study. Under this approximation, the

background evolution of the Universe can be described by the time variation of a

homogeneous space.

We will first derive the Friedmann equations that determine the dynamics of a

homogeneous universe. We use these equations to show that a contraction phase

is stable only if it is ekpyrotic. We then discuss the possibility of connecting the

contraction phase to a nonsingular bounce. The nonsingular bouncing phase must

violate the NEC, which brings about potential issues with stability against curvature

and anisotropy.

2.1 Friedmann equations

According to the theory of general relativity, spacetime is described by a metric that

interacts gravitationally with matter. A homogeneous, flat, and isotropic universe
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can be described by the simple metric

ds2 = −dt2 + a(t)2dx2, (2.1)

where t and x = (x1, x2, x3) are the time and spatial coordinates, and a(t) is the scale

factor of the universe. The expansion (contraction) rate of the universe is given by

the Hubble parameter,

H ≡ ȧ

a
, (2.2)

where ˙ denotes the time derivative with respect to t. We use reduced Planck units

with c = ~ = 8πG = 1.

Assume that the universe is filled with one or more perfect fluids that have total

energy density ρ and pressure p. The Einstein equations for the metric (2.1) reduce

to two Friedmann equations,

H2 =
ȧ2

a2
=

1

3
ρ , (2.3)

Ḣ =
ä

a
− ȧ2

a2
= −1

2
(ρ+ p) . (2.4)

The stress-energy conservation for each energy component is given by the equation

ρ̇+ 3
ȧ

a
(ρ+ p) = 0, (2.5)

which is consistent with the Friedmann equations. These equations need to be sup-

plemented by the relation between ρ and p, which for a single fluid is characterized

by the equation of state,

w ≡ p

ρ
. (2.6)
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Pressureless matter has w = 0, radiation w = 1
3
, and a cosmological constant w = −1.

For a constant equation of state, Eq. (2.5) implies

ρ ∝ 1

a3(1+w)
. (2.7)

The NEC requires ρ+ p ≥ 0 for a perfect fluid, or equivalently w > −1 for a positive

ρ. Define the parameter

ε ≡ −Ḣ
H2

, (2.8)

which would be equal to 3
2
(1 + w) if the universe is dominated by one fluid with an

equation of state w. Alternative, we may consider 2ε
3
− 1 as the overall equation of

state of the universe.

In a more general case, the homogeneous space can have a uniform curvature.

This case is described by the Friedmann-Lemâıtre-Robertson-Walker (FLRW) metric

in reduced-circumference polar coordinates,

ds2 = −dt2 + a(t)2
(

dr2

1−Kr2
+ r2dΩ2

)
, (2.9)

where K < 0, K = 0, K > 0 represent negative, zero, and positive curvature respec-

tively. For this metric the scale factor a satisfies the equations

H2 =
1

3
ρ− K

a2
, (2.10)

Ḣ = −1

2
(ρ+ p) +

K

a2
. (2.11)

From the right hand side it can be seen that the curvature term K/a2 acts like an

energy component with an equation of state w = −1
3
.

Friedmann originally studied the above equation with matter and a cosmological

constant, for which ρ = ρm0/a
3 + Λ [51]. There are three types of solutions corre-
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sponding to open, flat, and closed universes respectively. The closed solution, with

K > 0 and Λ < 4K3/ρm
2
0, describes a universe that expands from a big bang and

later contracts to a big crunch, which was considered as a candidate for constructing

a cyclic universe.

In the absence of spatial curvature, anisotropy can be introduced into the homo-

geneous universe by generalizing Eq. (2.1) to a Kasner-like metric,

ds2 = −dt2 + a(t)2
(
e2β1(t)(dx1)2 + e2β2(t)(dx2)2 + e2β3(t)(dx3)2

)
, (2.12)

where the exponents are chosen to satisfy β1+β2+β3 = 0 so that a is the average scale

factor. When these exponents are not equal, the space is expanding or contracting at

different rates in different directions. In this case one finds, similar to Eqs. (2.3, 2.4),

ȧ2

a2
− 1

6

(
β̇2
1 + β̇2

2 + β̇2
3

)
=

1

3
ρ , (2.13)

ä

a
− ȧ2

a2
+

1

2

(
β̇2
1 + β̇2

2 + β̇2
3

)
= −1

2
(ρ+ p) , (2.14)

plus another equation for βi,

β̈i + 3
ȧ

a
β̇i = 0 . (2.15)

The last equation implies β̇i = bi/a
3, where bi are constants; let σ2

0 = 1
2
(b21 + b22 + b23),

then the first two equations become

H2 =
1

3

(
ρ+

σ2
0

a6

)
, (2.16)

Ḣ = −1

2
(ρ+ p)− σ2

0

a6
. (2.17)

The term σ2
0/a

6, compared to Eq. (2.7), shows that the anisotropy contribution has

an effective equation of state w = 1.
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In a contracting universe, if the energy density ρ follows Eq. (2.7) with w < 1, then

anisotropy would eventually come to dominate. Neglecting ρ in the above equations,

the scale factor is solved to be a ∼ (−t)1/3, where t is negative and increasing.

Using that in Eq. (2.15) gives a2e2βi = (−t)2pi , which recovers the Kasner metric

with constant exponents pi = 1
3

+ bi√
3σ0

. Since these exponents satisfy p1 + p2 + p3 =

p21+p22+p23 = 1, it must be that two of them are positive and the third is negative. This

solution describes exactly the BKL result in which two spatial dimensions contract

while the third expands as t → 0− [101, 18]. The chaotic switching of directions

occurs if there is spatial curvature, in which case a Kasner solution works as an

approximation during each epoch between consecutive switches.

All together, the most general Friedmann equations, including contributions from

matter, radiation, cosmological constant, spatial curvature, anisotropy, and an addi-

tional component with equation of state w, can be written as

H2 =
1

3

(
ρm0

a3
+
ρr0
a4

+ Λ− 3K

a2
+
σ2
0

a6
+

ρ0
a3(1+w)

)
, (2.18)

Ḣ = −1

2

ρm0

a3
− 2

3

ρr0
a4

+
K

a2
− σ2

0

a6
− (1 + w)

2

ρ0
a3(1+w)

. (2.19)

In an expanding universe where a increases with time, the component with the small-

est equation of state grows fastest. Conversely, in a contracting universe where a

decreases, the component with the largest equation of state comes to dominate.

Therefore, in order that a contracting universe does not become dominated by

anisotropy that leads to a chaotic mixmaster, there has to be an energy component

with an equation of state w > 1. When this component grows to dominate the total

energy density, the curvature and anisotropy are relatively diluted away. This is

precisely the idea behind the ekpyrotic mechanism, as described below.
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2.2 Ekpyrotic contraction

For the ekpyrotic mechanism to efficiently smooth out spatial curvature and

anisotropy during a contraction phase, the dominant energy component needs to

have a super stiff equation of state, w � 1. This can be implemented by having

a scalar field φ rolling down a steep negative potential. Specifically, consider the

Lagrangian

L[φ] = −1
2
(∂φ)2 − V (φ), (2.20)

where the potential can be partly approximated by V (φ) = V0 e
−c φ with V0 < 0 and

c� 1, as shown in Fig. 2.1. In the homogeneous case, the energy density and pressure

of the scalar field are given by

ρ = 1
2
φ̇2 + V, p = 1

2
φ̇2 − V. (2.21)

Therefore, since ρ > 0 and V < 0, the equation of state satisfies w = p/ρ > 1. The

equation of motion,

φ̈+ 3Hφ̇+ V,φ = 0 , (2.22)

and the Friedmann equations (2.3, 2.4) have an attractor solution,

a ∼ (−t)1/ε, H =
1

ε t
, φ =

√
2
ε

log
(√

−ε2V0
ε−3 (−t)

)
, (2.23)

where ε = c2/2� 1. This solution satisfies the scaling relation

H2 =
−1

ε− 3
V =

1

2ε
φ̇2 ∝ 1

a3(1+w)
, (2.24)

where the equation of state w is constant,

w =
2ε

3
− 1 =

c2

3
− 1 , (2.25)
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which ensures w � 1 as desired.

During such ekpyrotic contraction, as t increases towards 0−, the scale factor a

decreases slowly while the Hubble parameter H grows rapidly in magnitude. This

picture is dramatically different from the inflation process in which H remains nearly

constant but a grows exponentially. However, in both cases the comoving horizon

size, given by 1/|aH|, shrinks rapidly so that Fourier modes with long wavelengths

would exit the horizon (see Chapter 3). The total number of e-folds of modes that

cross the horizon during the ekpyrotic phase is given by [84]

eN ≡ (aH)ek-end
(aH)ek-beg

, (2.26)

where the subscripts denote the beginning and end of the ekpyrotic phase.

Assume that there exist small amounts of spatial curvature and anisotropy, which

scale as ∼ 1/a2 and 1/a6 respectively. Then the ratio between these contributions

and the scalar field energy density scales as

ρK,σ2

ρφ
=

a−2,−6

a−3(1+w)
≈ a2ε ∝ 1

H2
. (2.27)

Since 2ε � 1, this ratio decreases rapidly as the scale factor a contracts, hence any

remaining curvature and anisotropy would soon become negligible. If the ekpyrotic

phase lasts for N e-folds, then the initial amount of curvature and anisotropy would

be suppressed by a factor ≈ e−2N , making the universe extremely flat and isotropic

before the bounce.

In the new cyclic model, the ekpyrotic phase ends when the scalar field potential

bottoms out at a depth Vek-end, as shown in Fig. 2.1. The full potential can be writ-

ten as V (φ) = V0e
−cφF (φ), where the factor F (φ) ∼ e−1/gs(φ) vanishes as φ → −∞

because the string coupling gs ∼ eγφ diminishes [132]. The energy scale Vek-end deter-

mines the amplitude of primordial density fluctuations (see Chapter 4). After the field
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Φ

V

V ~ - e - cΦ

Vek - end

Figure 2.1: The potential V (φ) in the cyclic model.

passes through the minimum, the potential energy quickly diminishes and converts

into kinetic energy. From the three-dimensional perspective, the universe contracts

towards a big crunch – a singular bounce. The bouncing process cannot be resolved in

the three-dimensional description without resorting to the extra dimensional picture.

For our study, however, we wish to replace the singular bounce by a nonsingular one

that can be completely described within the framework of three spatial dimensions.

2.3 Nonsingular bounce

In a nonsingular bounce the contraction of the universe must come to a halt at a point

when the scale factor a is still finite but the Hubble parameter H vanishes. Since H

is negative during the contraction and positive after the bounce, Ḣ must be positive

for a sustained period near the bounce. This is no trivial task because, according to

Eq. (2.4), the energy density and pressure have to satisfy ρ+p < 0, which violates the

NEC. In the following we present several approaches for accomplishing a nonsingular

bounce.
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2.3.1 Ghost condensation

Typically the violation of NEC would result in a gradient or ghost instability [70, 38].

There are however certain effective field theories with a stable violation of the NEC.

One widely used approach is the “ghost condensation” [6]. In this approach, a scalar

field is assumed to have a noncanonical Lagrangian that allows it to have w < −1.

Consider a scalar field φ with the Lagrangian

L[φ] = P (X,φ), X ≡ −1
2
(∂φ)2. (2.28)

The energy density and pressure of this scalar field is given by (see Section 3.2)

ρ = 2XP,X − P , p = P , (2.29)

where in the homogeneous case X = 1
2
φ̇2. Therefore the Friedmann equations become

H2 = 1
3

(
2XP,X − P

)
, (2.30)

Ḣ = −XP,X . (2.31)

The NEC is violated if ρ + p = 2XP,X < 0, i.e. if the function P (X,φ) satisfies

P,X < 0, in certain regions of X,φ. Assuming that the energy density is positive,

ρ > 0, then the scalar field would have an equation of state w < −1. Note that a

canonical Lagrangian, P (X,φ) = X − V (φ), would not satisfy such conditions.

The noncanonical Lagrangian also allows the energy density of the scalar field to

become negative. The negative energy density does not cause a ghost instability as

long as ρ,X = 2XP,XX + P,X is positive [6]. On the other hand, the squared speed of

sound,

c2s =
P,X
ρ,X

=
P,X

2XP,XX + P,X
, (2.32)
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becomes negative when P,X < 0, indicating a gradient instability. It causes the

equation of motion to change from being hyperbolic to elliptical and hence unstable [5,

91]. This problem can be controlled by assuming additional higher spatial derivative

terms in the Lagrangian that modify the dispersion relation at large wavenumbers

[6, 32], e.g. ω2 = c2sk
2 +O(k4). But such terms are not defined covariantly [5], hence

hard to implement in a relativistic computation.

2.3.2 Ghost field

Another approach is to completely remove the gradient instability at the cost of

having an explicit ghost instability. Consider a scalar field χ minimally coupled to

gravity through the Lagrangian

L = 1
2
(∂χ)2 −W (χ) . (2.33)

The χ field has a canonical kinetic term except a wrong sign, hence it is a ghost field.

For simplicity, assume that the potential W (χ) is absent. Then in the homogeneous

case, the energy density and pressure of the χ field are given by

ρ = −1
2
χ̇2, p = −1

2
χ̇2. (2.34)

Therefore it has negative energy density and a constant equation of state, w = 1.

This provides a new way of violating the NEC, ρ + p = ρ(1 + w) < 0, since here

w > −1 but ρ < 0. Because the total energy density of the universe must be non-

negative, there have to be another component with positive energy density, such as a

normal scalar field. Let the other energy density and pressure be ρo and po, then the

Friedmann equations are given by

H2 = 1
3

(
ρo − 1

2
χ̇2
)
, (2.35)
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Ḣ = −1
2
(ρo + po) + 1

2
χ̇2 . (2.36)

Note that this bouncing mechanism only works if the other energy component has w <

1, so that the negative energy density of the χ field grows faster during contraction

and eventually matches the other energy density to create a bounce [119, 4, 28].

Since the χ field has a unit speed of sound, the gradient instability is absent and the

classical equation of motion is well-behaved. However, the ghost instability would lead

to unstable quantum excitations of negative energy when the ghost field is coupled

to other fields and gravity. It must be stabilized by some unknown UV-completion

mechanism which is not considered here. Nevertheless, this model can serve as an

effective bouncing mechanism for studying adiabatic perturbations on superhorizon

scales that evolve classically. For these classical perturbations, without worrying

about the quantum instability, the cosmological evolution can be followed through

the bounce by solving the classical equations of motion. This setup is especially

convenient for nonperturbative relativistic computations since the equations of motion

can be written in a covariant form.

2.3.3 Other models

The above two bouncing models will be the main subjects of our study. Another

bouncing mechanism that is worth mentioning here is the recently proposed Galileon

model [116, 35, 36]. This model contains the most general terms in a scalar field

Lagrangian that keep the equation of motion second order in derivatives. As a gen-

eralization to the ghost condensation model, the advantage of the Galileon model is

that the gradient instability may be absent within certain parameter range. However,

the behavior of the bouncing process is similar to the above models [124, 40, 27].

Therefore, without loss of generality, we shall consider the two bouncing models

presented above. To analyze the stability of the bounce and the properties of the pri-
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mordial fluctuations, let us first develop the formalism for calculating the cosmological

perturbations that represent the inhomogeneities in the universe.
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Chapter 3

Cosmological Perturbations

In the real universe, there exist deviations from the homogeneous background. On

large scales, the deviations can be studied by applying the theory of general rela-

tivity to an inhomogeneous spacetime. This is more complicated since the time and

spatial coordinates are no longer separately and uniquely chosen. However, with

a well-defined gauge choice, it is possible to perform a 3+1 decomposition, which

gives a set of generalized Friedmann equations that characterize the evolution of an

inhomogeneous universe with curvature and anisotropy [148].

For small perturbations, we will derive the linear perturbation theory in some

commonly used gauges, and define some gauge-invariant quantities that are conve-

nient for calculations. More generally, we will introduce the covariant formalism for

calculating large perturbations beyond the linear approximation. These methods will

be used in later chapters for analyzing the stability and power spectrum of the adia-

batic perturbations. The amplitude of the adiabatic perturbations are initially fixed

by quantum fluctuations when the modes are deep inside the horizon.
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3.1 Generalized Friedmann equations

3.1.1 3+1 decomposition

The spacetime can be sliced by spatial hypersurfaces of constant time coordinate τ ;

the spatial hypersurfaces are then threaded by lines of constant spatial coordinates

xi. The lapse function α, defined as α ≡
(
− (∂τ)2

)−1/2
, measures the ratio between

the proper time and the coordinate time along the normal vector to the spatial hyper-

surface. Note that the normal vector does not have to coincide with the time vector

∂τ tangent to the threading lines. Their difference is given by the shift vector βi. In

terms of α and βi, the metric can be written as

ds2 = −α2dτ 2 + γij(dx
i + βidτ)(dxj + βjdτ), (3.1)

where γij is the spatial metric of the constant time hypersurface. In matrix form, the

full metric and its inverse can be written as

gµν =

 g00 g0j

gi0 gij

 =

 −α2 + βkβ
k βj

βi γij

 , (3.2)

gµν =

 g00 g0j

gi0 gij

 =

 − 1
α2

βj

α2

βi

α2 γij − βiβj

α2

 , (3.3)

where βi = γijβ
j, and γij is the inverse of γk`.

In a 3+1 decomposition [61], physical quantities are projected onto and perpen-

dicular to the spatial hypersurface by using the unit normal vector

nµ = (−α,~0 ), nµ =
( 1

α
,−β

i

α

)
, (3.4)
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and the projection tensor

γµν ≡ gµν + nµnν . (3.5)

The geometry of the spacetime can be described by the intrinsic and extrinsic curva-

ture of the spatial hypersurface. The intrinsic curvature of the hypersurface is given

by the Ricci tensor (3)Rij associated with the spatial metric γij on the hypersurface.

The extrinsic curvature of the hypersurface is given by

Kµν ≡ −γκµγλν∇κnλ , (3.6)

where ∇µ denotes the covariant derivative associated with the metric gµν . It can be

shown that Kµν is symmetric, Kµν = Kνµ, and tangent to the hypersurface, Kµνn
ν =

0. The mean curvature of the hypersurface is one third of the trace K ≡ Kµ
µ = Ki

i.

The Einstein equations can be written in the trace reversed form as

Rµν = T µν ≡ Tµν − 1
2
gµνT . (3.7)

Both sides can be decomposed by various contractions with nµ and γµν . The contrac-

tion of the 4-dimensional Riemann tensor Rµ
λνκ gives rise to a set of Gauss-Codazzi

relations [61], especially,

γµαγ
ν
βRµλνκn

λnκ + γµαγ
ν
βRµν = (3)Rαβ +KKαβ −KαµK

µ
β , (3.8)

2Rµνn
µnν +R = (3)R +K2 −KijKij , (3.9)

Rµνn
µγνα = −DαK +DµK

µ
α , (3.10)

where Dµ ≡ γ ν
µ ∇ν . It can be shown that Di is equal to the covariant derivative

associated with the spatial metric γij [61].
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For a perfect fluid the stress-energy tensor is given by

Tµν = (ρ+ p)uµuν + p gµν , (3.11)

where ρ and p are the rest energy density and pressure, and uµ is the 4-velocity of

the fluid. Projections of T µν = Tµν − 1
2
gµνT give

T µνn
µnν = E + 1

2
(−ρ+ 3p) , (3.12)

T µνn
µγνi = −pi = −(E + p)Ui , (3.13)

T µνγ
µiγνj = (E + p)U iUj + 1

2
γijρ . (3.14)

Here Uµ is the fluid velocity relative to the Eulerian observer (see below),

Uµ ≡ uµ

Γ
− nµ , (3.15)

which has a Lorentz factor

Γ = −nµuµ = (1− UµUµ)−1/2, (3.16)

whereas E and Pα are the energy and momentum density as measured by the Eulerian

observer,

E ≡ Tµνn
µnν = Γ2(ρ+ p)− p , (3.17)

Pα ≡ −Tµνnµγνα = (E + p)Uα . (3.18)
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3.1.2 Eulerian observer

The timelike unit vector nµ can be regarded as the 4-velocity of a fiducial Eulerian

observer [61], for whom the spatial hypersurface of constant time coordinate is truly

synchronous. Therefore the spacetime as decomposed in a particular 3+1 slicing

describes the cosmic evolution as measured by the corresponding Eulerian observer.

The worldline of the Eulerian observer is the integral curve of the normal vector nµ.

The dynamics of the spacetime can be characterized by studying the congruence of

those worldlines.

Since the worldline is not necessarily a geodesic, the acceleration of the Eulerian

observer is given by

aµ ≡ ṅµ . (3.19)

Here ˙ denotes nµ∇µ, the covariant derivative along the normal vector. The expansion

tensor θµν ≡ nµ;ν + aµnν can be shown to be symmetric and equal to −Kµν [30].

Decomposing θµν further into the trace and the traceless parts, we have

∇νnµ = 1
3
θγµν + σµν − aµnν , (3.20)

where θ is the volume expansion,

θ ≡ ∇µnµ = −K , (3.21)

and σµν is the shear tensor,

σµν = 1
3
Kγµν −Kµν . (3.22)

Both σµν and aµ are tangent to the hypersurface, σµνn
ν = aνn

ν = 0.
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The kinematics of the congruence of the worldlines can be described by using the

Fermi derivative1 DF
ds

along the integral curve of nν [67]. The Fermi derivative of the

expansion tensor θµν is given by

DF

ds
θµν = −Rµλνκn

λnκ − θµλθλν − 2n(µθν)λa
λ + γλµγ

κ
ν∇(λaκ) + aµaν . (3.23)

The trace of this equation gives the Raychaudhuri equation,

θ̇ = −Rλκn
λnκ − 1

3
θ2 − 2σ2 +∇µaµ, (3.24)

and the traceless part of the equation gives, using Eqs. (3.8, 3.9),

DF

ds
σij = γµiγνjRµν − (3)Ri

j − θσij − niσjkak − 1
3
θniaj +Dja

i

+ aiaj + ȧinj − 1
3
γij(R +Rµνn

µnν − (3)R +Dia
i). (3.25)

Finally, using the Einstein equations (3.7) and the projections (3.12, 3.13, 3.14),

equations (3.9), (3.24), (3.10) and (3.25) can be written as

(1
3
θ)2 = 1

3

(
E − 1

2
(3)R + σ2

)
, (3.26)

1
3
θ̇ = −1

2

(
4E−ρ

3
+ P

)
+ 1

6
(3)R− σ2 + 1

3
Dia

i , (3.27)

1
3
Diθ = 1

2

(
E + P

)
Ui + 1

2
Djσ

j
i , (3.28)

1The Fermi derivative is defined with respect to a timelike vector V ν such that it is propagated
along its integral curve, DF

ds V
ν ≡ 0. The Fermi derivative of a vector field Xµ with respect to V ν is

defined as
DF

ds
Xµ ≡ Ẋµ − V µV̇νXν + V̇ µVνX

ν ,

whereas for a covector ωµ,
DF

ds
ωµ ≡ ω̇µ − VµV̇ νων + V̇µV

νων ,

and similarly for tensors. It reduces to the covariant derivative along V ν if the integral curve of V ν

is a geodesic, i.e. DF

ds X
µ = Ẋµ ≡ V ν∇νXµ if V̇ ν = 0.
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DF
ds
σij = (E + P )U iUj − (3)Ri

j − θσij − niσjkak − 1
3
θniaj (3.29)

+Dja
i + aiaj + ȧinj − 1

3
δij(E − ρ− (3)R +Dia

i).

Eqs. (3.26) and (3.28) are equivalent to the (00) and (0i ) components of the Ein-

stein equations; Eq. (3.27) corresponds to the trace of the (ij) components, whereas

Eq. (3.29) corresponds to the traceless part.

These equations are generalizations of the Friedmann equations for a homogeneous

universe. Indeed, in the homogeneous case, Eqs. (3.26, 3.27) reduce to

(1
3
θ)2 = 1

3

(
ρ− 1

2
(3)R + σ2

)
, (3.30)

1
3
θ̇ = −1

2

(
ρ+ p

)
+ 1

6
(3)R− σ2 , (3.31)

Eq. (3.28) vanishes identically, and Eq. (3.29) simplifies to

σ̇ij = −θσij − (3)Ri
j + 1

3
δij

(3)R . (3.32)

In comparison to Eqs. (2.18, 2.19), the expansion θ can be considered as three times

the local Hubble parameter in an inhomogeneous universe [106]. In the absence of

spatial curvature, Eq. (3.32) implies

σij ∝
1

a3
, σ2 ∝ 1

a6
. (3.33)

Thus the anisotropy term in Eqs. (2.18, 2.19) is precisely the squared shear σ2.
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3.2 Linear perturbation theory

For small perturbations, the metric (3.1) can be expanded about the background (2.1)

to linear order,

ds2 = a(η)2
[
− (1 + 2A)dη2 + 2(B,i + Si)dηdx

i (3.34)

+
(
(1− 2ψ)δij + 2E,ij + 2F(i,j) + 2hij

)
dxidxj

]
,

where η is the conformal time defined by dt = a dη. We use ′ to denote time derivative

with respect to η, and ,i to denote spatial derivative with respect to xi. Here A, B, ψ

and E represent the scalar perturbations; Si and Fi, with Si,i = F i
,i = 0, represent the

vector perturbations; and hij, with hii = hij,i = 0, represent the tensor perturbations

[114]. Comparing the metric to (3.1), the lapse, shift and spatial metric are found to

be, to linear order,

α = a (1 + A), (3.35)

βi = a2(B,i + Si), (3.36)

γij = a2
(
(1− 2ψ)δij + 2E,ij + 2F(i,j) + 2hij

)
. (3.37)

Accordingly, the normal vector to the constant time hypersurface is

nµ = (−a(1 + A),0 ) . (3.38)

The intrinsic curvature of the hypersurface is given by, to linear order,

(3)R =
4

a2
∇2ψ , (3.39)

32



hence the variable ψ is referred to as the curvature perturbation. The expansion θ

and the shear σij are given by

θ =
1

a

[
3H(1− A)− 3ψ′ +∇2(E ′ −B)

]
, (3.40)

σij = a
(
(E ′,ij−B,ij)− 1

3
δij∇2(E ′−B)

)
+ a
(
F ′(i,j)−S(i,j)

)
≡ a
(
σS
,ij − 1

3
δij∇2σS

)
+ a σV

(i,j) , (3.41)

where σS ≡ E ′ − B is the scalar shear perturbation, and σV
i ≡ F ′i − Si is the vector

shear perturbation. Here H ≡ a′/a = aH is the conformal Hubble parameter.

Consider a scalar field φ with a general Lagrangian L = P (φ,X), where X =

−1
2
(∂φ)2. The corresponding stress-energy tensor is

Tµν = P,X ∂µφ ∂νφ+ P gµν , (3.42)

which takes the form of a perfect fluid (3.11) with pressure p = P , energy density

ρ = 2XP,X − P , and velocity uµ = ∂µφ/
√

2X (here we assume φ′ < 0 as in our

models). At the background level, φ = φ(η), X = 1
2a2
φ′2, and uµ = (−a,0). For a

small perturbation δφ(η,x), and accordingly δX = 2X(−A+ δφ′

φ′
), the changes in the

velocity, energy density, and pressure are given by, to linear order,

δu0 = −aA , δui = a δu,i , δu ≡
( δφ
−φ′

)
, (3.43)

δρ =
2

a2
(H′−H2)

[ 1

c2s

(
δu′ +Hδu+ A

)
− 3Hδu

]
, (3.44)

δp =
2

a2
(H′−H2)

[
δu′ +

(
2H +

(H′−H2)′

(H′−H2)

)
δu+ A

]
, (3.45)

where the speed of sound is c2s =
P,X
ρ,X

, which only needs to be kept to zeroth order.
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The equations of motion for the linear perturbations are given by the perturbed

Einstein equations, δGµ
ν = δT µν . At linear order, the scalar, vector, and tensor

perturbations evolve independently and can be treated separately.

3.2.1 scalar perturbations

The (00), (0i), traceless (ij), and trace (ii) components of the Einstein equations give

2

a2

[
3H(ψ′+HA)−∇2

(
ψ +H(E ′−B)

)]
= −δρ, (3.46)

2

a2

[
− (ψ′+HA)

]
= (ρ+ P )δu , (3.47)

2

a2

[
ψ − A+ (E ′−B)′ + 2H(E ′−B)

]
= 0 , (3.48)

2

a2

[
(ψ′+HA)′ + 2H(ψ′+HA) + (H′−H2)A

]
= δp , (3.49)

where δρ, δu, and δp are given in terms of δφ by Eqs. (3.43 - 3.45). For those

matter perturbations, one of the equations in (3.46) ∼ (3.49) is redundant. Using the

background equations (2.3, 2.4, 2.22) and simplifying, we obtain three equations

(H′ −H2)A− c2s∇2ψ −Hc2s∇2(E ′ −B) = −1
2
φ′δφ′ − 3

2
Hφ′δφ− 1

2
Vφδφ , (3.50)

ψ′ +HA = 1
2
φ′δφ , (3.51)

ψ − A+ (E ′ −B)′ + 2H(E ′ −B) = 0 . (3.52)

The first and second equations are the Hamiltonian and momentum constraints at

linear order.

There are 5 unknown variables, namely A, B, ψ, E, and δφ; but they are not all

independent since there exists gauge freedom. Consider the infinitesimal coordinate

transformation

xµ → xµ + ξµ , (3.53)

34



given by two functions ξ0(xµ) and ξ(xµ), where ξi ≡ ξ,i. The scalar perturbations

transform as

A→ A− 1
a
(a ξ0)′ , (3.54)

B → B + ξ0 − ξ′ , (3.55)

ψ → ψ +H ξ0 , (3.56)

E → E − ξ , (3.57)

δφ→ δφ− φ′ ξ0 . (3.58)

To fix the gauge, one has to specify the time slicing by choosing ξ0 and the spatial

coordinates by choosing ξ. In particular, some commonly used slicing conditions are

[87]: the synchronous gauge in which one sets A = 0; the flat gauge in which ψ = 0;

the Newtonian gauge in which σS = 0; the comoving gauge in which δu = 0, or in

our case δφ = 0; the uniform density gauge in which δρ = 0; and the uniform Hubble

gauge in which δH ≡ a
3
θ −H = 0. Below we describe these gauges (which are to be

further supplemented by a choice of spatial coordinates).

Comoving gauge: δu = δφ = 0. This gauge is defined only for φ′ 6= 0. The

variables measured in this gauge can be given by the quantities

Ac ≡ A+
1

a
(a δu)′ = A+

1

a

(
a
δφ

−φ′
)′
, (3.59)

R ≡ ψ −H δu = ψ −H
( δφ
−φ′

)
, (3.60)

σc ≡ σS + δu = σS +
( δφ
−φ′

)
. (3.61)

Note that each quantity is gauge-invariant under the coordinate transformation [12],

so they can be evaluated in any other gauges as well. In particular, the comoving
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curvature perturbation R is a convenient quantity for our study because it is conserved

on superhorizon scales during expansion, and hence determines the power spectrum

of primordial fluctuations. In this gauge, Eqs. (3.50 - 3.52) simplify to

(H′−H2)Ac − c2s∇2R−Hc2s∇2σc = 0 , (3.62)

R′ +HAc = 0 , (3.63)

R− Ac + σ′c + 2Hσc = 0 . (3.64)

Eliminating Ac and σc, one obtains a simple equation for R alone,

R′′ + 2
z′

z
R′ − c2s∇2R = 0, (3.65)

where z ≡ a
√

2ε/c2s = a
√
−2(H′−H2)/c2sH2.

Newtonian gauge: σS = E ′ − B = 0. Perturbations in this gauge are represented

by the gauge-invariant quantities

Φ ≡ A− 1
a
(a σS)′ , (3.66)

Ψ ≡ ψ +H σS , (3.67)

δφ ≡ δφ− φ′ σS . (3.68)

Φ is referred to as the Newtonian potential [12]. Equations (3.50 - 3.52) become

(H′ −H2)Φ− c2s∇2Ψ = −1
2
φ′δφ

′ − 3
2
Hφ′δφ− 1

2
Vφδφ , (3.69)

Ψ′ +HΦ = 1
2
φ′δφ , (3.70)

Ψ− Φ = 0 . (3.71)
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A single equation can be obtained for Φ after replacing Ψ by Φ and eliminating δφ,

similar to (3.65),

(a2
H

Φ
)′′

+ 2
θ′

θ

(a2
H

Φ
)′
− c2s∇2

(a2
H

Φ
)

= 0, (3.72)

where θ ≡ 1/a
√

2ε =
√
H2/2a2(−H′ +H2). The perturbations in the Newtonian

gauge can be related to that in the comoving gauge. In particular, by Eq. (3.68), the

velocity perturbation is

δu ≡ δφ

−φ′
=
( δφ
−φ′

)
+ σS = σc , (3.73)

and similarly, by Eqs. (3.67), (3.62) and (3.63),

Ψ = R+H σc = −H
′−H2

H c2s
∇−2R′ . (3.74)

Flat gauge: ψ = 0. This gauge is defined for H 6= 0. Perturbations in this gauge

are given by the following gauge-invariant quantities,

Aψ ≡ A+
1

a

( a
H
ψ
)′
, (3.75)

σψ ≡ σS +
1

H
ψ , (3.76)

δφψ ≡ δφ+
φ′

H
ψ . (3.77)

By Eq. (3.60), the scalar field perturbation δφψ is related to the comoving curvature

perturbation R by

δφψ =
φ′

H
R . (3.78)

Synchronous gauge: A = 0. This gauge has a residual gauge freedom, ξ0 = C(x)/a,

where C(x) is an arbitrary function of spatial coordinates. The perturbations in this
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gauge can be represented by the following quantities,

ψs ≡ ψ +
H
a

∫ η

aAdη′ , (3.79)

σs ≡ σS − 1

a

∫ η

aAdη′ , (3.80)

δφs ≡ δφ− φ′

a

∫ η

aAdη′ , (3.81)

which are invariant up to the residual gauge freedom, absorbed into the constant of

integration. By Eqs. (3.79) and (3.63), ψs can be related to the comoving curvature

perturbation R through

ψs = R+
H
a

∫ η

aAcdη
′ = R− H

a

∫ η a

H
R′dη′ . (3.82)

Similarly, by Eqs. (3.80) and (3.63), σs can be expressed in the comoving gauge as

σs = σc −
1

a

∫ η

aAcdη
′ = σc +

1

a

∫ η a

H
R′dη′ . (3.83)

Uniform density gauge: δρ = 0. This gauge is only defined for ρ′ 6= 0, since under

the coordinate transformation (3.53), the density perturbation δρ transforms as

δρ→ δρ− ρ′ξ0 . (3.84)

Some gauge-invariant quantities for this gauge are

Aρ ≡ A− 1

a

( a
ρ′
δρ
)′
, (3.85)

ζ ≡ −ψ − H
ρ′
δρ , (3.86)

σρ ≡ σS − δρ

ρ′
, (3.87)
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δpρ ≡ δp− p′

ρ′
δρ . (3.88)

Note that even for a single scalar field, this gauge is not equal to the comoving gauge

where δφ = 0. But the curvature perturbation on uniform density slices is very close

to the comoving curvature perturbation; their difference,

ζ +R = − 1

3(H′ −H2)
∇2Φ , (3.89)

vanishes on superhorizon scales. ζ satisfies the equation

ζ ′ =
a2H

2(H′ −H2)
δpρ −

1

3
∇2(σρ + δuρ) , (3.90)

which implies that ζ is conserved on superhorizon scales provided that non-adiabatic

perturbation δpρ is absent; and so is R.

Uniform Hubble gauge: δH ≡ a
3
θ − H = 0. By Eq. (3.40), the perturbation in

the local conformal Hubble parameter at linear order is

δH ≡ a

3
θ −H = −HA− ψ′ + 1

3
∇2σS , (3.91)

which transforms as

δH → δH− (H′−H2)ξ0 − 1

3
∇2ξ0 (3.92)

under the coordinate transformation (3.53). Therefore, we can define the following

gauge-invariant quantities to represent the perturbations in this gauge,

AH ≡ A− 1

a

(
a

(H′−H2) + 1
3
∇2

δH
)′
, (3.93)

ψH ≡ ψ +
H

(H′−H2) + 1
3
∇2

δH , (3.94)
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σH ≡ σS − 1

(H′−H2) + 1
3
∇2

δH , (3.95)

δφH ≡ δφ− φ′

(H′−H2) + 1
3
∇2

δH . (3.96)

The quantities ψH and σH can be expressed in the comoving gauge as

ψH =
(H′−H2)

(H′−H2) + 1
3
∇2

(
− R′

3c2sH
+R

)
, (3.97)

σH =
(H′−H2)

(H′−H2) + 1
3
∇2

σc . (3.98)

3.2.2 vector perturbations

The scalar field has no vector contribution to the stress-energy tensor. Hence the (0i)

and (ij) components of the Einstein equations lead to

1

2a2
∇2(F ′i − Si) = 0 , (3.99)

1

a2

[
(F ′(i,j) − S(i,j))

′ + 2H(F ′(i,j) − S(i,j))
]

= 0 . (3.100)

Under the coordinate transformation

xi → xi + ξ̂i , (3.101)

where ξ̂i,i = 0, the combination σV
i ≡ F ′i − Si is invariant by itself. Therefore the

vector shear perturbation σV
i is the one and only gauge-invariant quantity, which

obeys the equations

∇2σV
i = 0 , (3.102)

σV
i
′ + 2H σV

i = 0 . (3.103)
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3.2.3 tensor perturbations

The tensor perturbation hij is invariant under coordinate transformations. Since

the scalar field has no tensor contribution to the stress-energy tensor either, the (ij)

component of the Einstein equations gives

hij
′′

+ 2Hhij
′ −∇2hij = 0 . (3.104)

3.3 Nonlinear perturbations

The amplitude of curvature and shear perturbations grow during the contraction and

bouncing phases, and may become nonlinear. To calculate nonlinear perturbations,

we follow the covariant formalism [65, 45, 25, 94, 95]. In this approach, the cosmo-

logical perturbations are defined in a geometrical way without referring to specific

coordinates. Such covariant variables are interpreted as perturbations because they

vanish identically in a homogeneous, flat, and isotropic background; but they are fully

nonperturbative quantities not restricted to linear order in a perturbative expansion.

This approach is closely related to the δN formalism for calculating the curvature

perturbation on superhorizon scales [131, 127, 128, 106, 107].

Consider again the unit normal vector nµ to the spatial hypersurfaces of constant

time. The congruence of its integral curves has a volume expansion θ ≡ ∇µnµ. Define

the integrated expansion to be

N ≡
∫
θ

3
dt , (3.105)

where the integration is along the integral curve of nµ, and t is the proper time given

by the lapse function α through dt = α dτ . The integrated expansion N is defined

up to an integration constant for each worldline, and can be considered as the local

number of e-folds of the Hubble expansion2. It is a covariant quantity that satisfies

2N is equal to the logarithm of the local scale factor, ln a ≡ 1
6 ln(det γij), if the shift βi is zero.
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the equation

Ṅ =
θ

3
, i.e. nµ∂µN =

1

3
∇µnµ . (3.106)

Note that this quantity N depends on the choice of the spacetime slicing through the

normal vector nµ. (Recall from Section 3.1.2 that choosing a slicing is equivalent to

picking a locally non-rotating Eulerian observer with 4-velocity nµ.)

In the covariant formalism, N is used to define a covector [94]

ζµ ≡ ∂µN −
Ṅ
ρ̇
∂µρ , (3.107)

whose components ζi describe the spatial gradient of N on the uniform density slice

where ρ = const. This covector ζµ vanishes in a homogeneous background, and in that

sense defines a true perturbation that is fully nonperturbative. It is a generalization of

the linear perturbation ζ from Eq. (3.86), which describes the curvature perturbation

ψ in the uniform density gauge where δρ = 0.

More generally, the nonlinear curvature perturbation in a particular gauge with

normal vector nµ can be described by the covector

− ψµ ≡ DµN = ∂µN − Ṅnµ , (3.108)

where the integrated expansion N is defined with respect to the same vector nµ.

Note that −ψi = ∂iN in the coordinates adapted to the slicing, since the spatial

components ni vanish identically. In general, at linear order, ψi reduces to the gradient

of the linear curvature perturbation ψ in the same gauge [94]. Therefore, the negative

integrated expansion −N is a covariant and nonlinear generalization of the linear

curvature perturbation ψ.
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Indeed, the homogeneous part of N equals the number of e-folds N in the homo-

geneous background,

N =

∫
H dt = ln a , (3.109)

where the scale factor a is set to be 1 initially. At linear order, the inhomogeneous

part of N is given by, up to an integration constant, [95]

N (1) = −ψ +
1

3

∫
∇2σ dη . (3.110)

On superhorizon scales, neglecting the gradient term, the inhomogeneous part of N

then becomes

δN ≡ N −N ≈ −ψ , (3.111)

provided that N = −ψ on the initial time slice. This is the δN formula for computing

the curvature perturbation ψ on superhorizon scales [128, 106]. In practice, N is often

calculated by making the separate universe approximation [142, 125] that N (t, xi) ≈

N(φI(t0, x
i)), where N(φI(t0, x

i)) is the homogeneous number of e-folds as a function

of the scalar fields φI on different patches of the initial time slice [128, 106, 107].

Instead of using the δN formalism, we can solve for N directly from Eq. (3.106).

To calculate the perturbation in a particular gauge, nµ should be chosen as the unit

normal vector to the corresponding time slices. For example, the generalization of the

comoving curvature perturbation R can be calculated by using n
(φ)
µ = ∂µφ/

√
−(∂φ)2,

which is the normal vector to the constant φ hypersurfaces. Since N is covariantly

defined, the calculation can be done in any coordinates given the values of n
(φ)
µ in that

coordinates. This situation is exactly the same as for the gauge-invariant variable R,

which is defined as the linear curvature perturbation in the comoving gauge but can

be evaluated in any other gauges.

We will use the above approach to compute the adiabatic perturbations during

the nonsingular bounce. So far our calculations are for classical perturbations that
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evolve according to their equations of motion. There are however quantum perturba-

tions that can arise from vacuum fluctuations of the spacetime at wavelengths much

smaller than the horizon size. Those quantum perturbations are amplified during the

contraction phase and provide initial values for the classical perturbations.

3.4 Quantum perturbations

The adiabatic perturbations arise from quantum fluctuations in the early contraction

phase when the modes are deep inside the horizon. Since the wavelength is much

smaller than the curvature radius of the space (∼ horizon size), these modes are

essentially in the ground state of a Minkowski vacuum. As the horizon scale shrinks

during the contraction phase, the quantum perturbations are amplified and become

classical. Therefore the amplitude of the final adiabatic perturbations is determined

by their initial state in the Minkowski vacuum. In this Section we derive the initial

values for the adiabatic perturbations that are used for later calculations.

3.4.1 metric perturbations

Consider the universe filled with a single canonical scalar field φ. We start by writing

the action for the metric perturbations in the gauge where δφ = E = 0. Using the

variables from the linear perturbation theory and expanding to quadratic order, the

Einstein action can be written as

S2 =

∫
dη d3x a2

[
−(H′+2H2)A2−6HAψ′+2A∇2ψ−2HA∇2B−3ψ′

2
+(∂iψ)2−2ψ′∇2B

]
.

(3.112)

The lapse and shift variables A,B can be considered as Lagrange multipliers [110] and

eliminated by using the Hamiltonian and momentum constraints (3.50, 3.51); then

the action is expressed only in terms of ψ, or R as denoted in the comoving gauge.
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After integration by parts, the quadratic action becomes

S2 =

∫
dη d3x

z2

2

[
R′2 − (∂iR)2

]
, (3.113)

where z2 = 2a2(H2 −H′)/H2.

Introducing the Mukhanov variable v ≡ zR [114], the quadratic action takes the

canonical form

S2 =

∫
dη d3x

1

2

[
(v′)2 − (∂iv)2 +

z′′

z
v2
]
. (3.114)

The variable v can be Fourier transformed as

v(η,x) =

∫
d3k

(2π)3
vk(η)eik·x. (3.115)

The Fourier mode vk satisfies the equation of motion

vk
′′ + k2vk −

z′′

z
vk = 0, (3.116)

which describes a harmonic oscillator with a time-dependent mass ω2
k = k2 − z′′/z.

Since vk only depends on the magnitude k = |k|, we will write it as vk below.

The canonical momentum conjugate to v is π = v′. To quantize the action [114],

first promote v and π to quantum operators,

v̂(η,x) =

∫
d3k

(2π)3

(
vk(η)âke

ik·x + v∗k(η)â†ke
−ik·x

)
, (3.117)

π̂(η,x) =

∫
d3k

(2π)3

(
v′k(η)âke

ik·x + v∗k
′(η)â†ke

−ik·x
)
. (3.118)

Here the mode function vk satisfies the equation of motion (3.116), and the creation

and annihilation operators â†k and âk satisfy the usual commutation relations

[âk, âk′ ] = [â†k, â
†
k′ ] = 0 , [âk, â

†
k′ ] = (2π)3δ3(k− k′). (3.119)
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In order for v̂ and π̂ to satisfy the canonical commutation relation

[v̂(η,x), π̂(η,x′)] = i δ3(x− x′) , (3.120)

the Wronskian of vk and v∗k must be normalized such that

vkv
∗
k
′ − v∗kv′k = i . (3.121)

The vacuum state is defined to be annihilated by âk,

âk|0〉 = 0 . (3.122)

In general, the solution of vk to Eq. (3.116), under the constraint (3.121), can be

the sum of a positive and a negative frequency mode ∼ e±iωkη. Choosing a different

combination corresponds to a Bogoliubov transformation of the operators âk and â†k,

hence a different vacuum state [114, 15]. By convention, we choose the Bunch-Davies

vacuum state [20] which contains only the positive frequency mode,

vk(η) ∼ 1√
2ωk

e−iωkη . (3.123)

Consider the case in which the background evolution is given by a power law,

a ∼ (−τ)p ∼ (−η)
p

1−p , so that

z′′

z
=

p (2p− 1)

(1− p)2 η2
. (3.124)

Then the solution to Eq. (3.116) is given by the Hankel functions,

vk(η) =
√
−η
[
v1H

(1)
ν (−kη) + v2H

(2)
ν (−kη)

]
, (3.125)
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where ν = 1
2
− p

1−p . The constants v1, v2 can be fixed by the initial conditions. At

early times the mode is deep inside the horizon, k/|H| ∼ k(−η)� 1, so ωk ≈ k; the

solution should match the Bunch-Davies vacuum state,

vk →
1√
2k

e−ikη. (3.126)

Using the asymptotic behavior of the Hankel functions, H
(1,2)
ν (x)→

√
2
πx
e±i(x−

νπ
2
−π

4
)

for x→∞, the solution is fixed to be

vk(η) =

√
π(−η)

2
H(1)
ν (−kη) ei(

νπ
2
+π

4
). (3.127)

After the mode exits the horizon, k(−η) � 1; neglecting the constant phase factor

and using the expansion of the Hankel function H
(1)
ν (x) for x → 0, the solution can

be approximated by

vk(η) ≈
√
π(−η)

2

[
− i 2νΓ(ν)

π(−kη)ν
+

(
1

2νΓ(1 + ν)
− i cos(νπ)Γ(−ν)

2νπ

)
(−kη)ν +O(k2)

]
.

(3.128)

The expectation value for the variance of v̂(η,x) is given by

〈0|v̂(η,x)2|0〉 =

∫
d(log k)

k3

2π2
|vk|2 . (3.129)

The quantum operator v̂ would behave like a classical variable after the mode exits the

horizon. This can be seen, e.g. from Eq. (3.121), by which the commutator becomes

much smaller than the expectation value [92]. Therefore, after horizon crossing, we

may treat v as a classical random field whose Fourier transform is given by (3.115),

and whose variance 〈v(η,x)2〉 is given by (3.129).
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Similarly, we can calculate the power spectrum of the comoving curvature pertur-

bation R. Since R = v/z, the mode function for R is given by the leading terms

Rk ≈
√
πp

8

(−η)ν

(1− p)
p

1−pa
1

1−p
0

[
− i 2νΓ(ν)

π(−kη)ν
+

(
1

2νΓ(1 + ν)
− i cos(νπ)Γ(−ν)

2νπ

)
(−kη)ν

]
,

(3.130)

where a0 is the proportionality constant in a = a0(−τ)p. Then the correlation function

of R is given by

〈R(η,x)2〉 =

∫
d(log k)

k3

2π2
|Rk|2 . (3.131)

The power spectrum is defined as

∆2
R ≡

k3

2π2
|Rk|2 , (3.132)

and the spectral index (or tilt) and its running are defined by

ns − 1 ≡ d ln ∆2
R

d ln k
, r ≡ d ns

d ln k
. (3.133)

Therefore, a scale-invariant power spectrum (ns = 1) means Rk ∼ k−3/2. Comparing

to Eq. (3.130), it implies ν = ±3
2
; see Appendix A for a category of single-field

cosmological models with a scale-invariant power spectrum. The observed primordial

density fluctuations indicate that the power spectrum is nearly scale-invariant, with

an amplitude ∆2
R ≈ 2.4× 10−9 [69, 1].

3.4.2 scalar field perturbations

Another way to quantize the perturbations is to use the flat gauge in which ψ =

E = 0. After eliminating the lapse and shift variables A,B by the Hamiltonian and

momentum constraints, the quadratic action can be expressed solely in terms of the
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scalar field perturbation δφ,

S2 =

∫
dη d3x

a2

2

[
δφ′

2 − (∂iδφ)2
]
. (3.134)

Introduce the variable u ≡ a δφ, whose Fourier transform uk satisfies the equation

u′′k + k2uk −
a′′

a
uk = 0 . (3.135)

Without going through the canonical quantization again, the bottom line is to solve

for the mode function uk that matches the initial condition

uk →
1√
2k

e−ikη (3.136)

when the mode is deep inside the horizon, k(−η)� 1, at early times.

For the power law background, a ∼ (−η)
p

1−p , the solution is given by

uk =

√
π(−η)

2
H(1)
ν (−kη) ei(

νπ
2
+π

4
), (3.137)

where ν = 1
2
− p

1−p . In fact this solution is exactly the same as (3.127), since for

the power law background we have z = a
√

2/p, hence a′′/a = z′′/z. Therefore the

amplitude of uk after horizon crossing is the same as (3.128). Then the scalar field

perturbation δφ in the flat gauge can be found by δφψ = uk/a.

Note that for a single scalar field, by Eq. (3.78), the comoving curvature pertur-

bation R can be related to the scalar field perturbation δφψ through R = H
φ′
δφψ.

Using the background equation (2.4), one finds H/aφ′ = 1/z, hence u and v are the

same variable. But the calculation in the flat gauge can be easily extended to more

than one scalar field. For the two scalar fields φ and χ in Section 2.3.2, for example,
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the comoving curvature perturbation would be defined as [4]

R ≡ ψ +H
(φ′δφ− χ′δχ

φ′2 − χ′2
)
. (3.138)

It would be much easier to calculate the amplitude of R in the flat gauge.

We will take Eq. (3.130) to be the amplitude of the curvature perturbation on

superhorizon scales near the end of the contraction phase. In the following Sections,

we will calculate the further evolution of this amplitude during the bouncing phase,

in order to analyze the stability of the bounce and the scale dependence of the power

spectrum.
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Chapter 4

Perturbative Analysis

In this Chapter we consider a bouncing model that smoothly connects an ekpyrotic

contraction to a nonsingular bounce. The ekpyrotic phase serves to homogenize, flat-

ten, and isotropize the universe before the bounce. The transition into the bouncing

phase is triggered by the ghost condensation mechanism described in Section 2.3.1.

We will show that an unexpected huge growth of curvature perturbation occurs dur-

ing the transition, enough to break the homogeneity and flatness and spoil the power

spectrum [147]. Furthermore, shear perturbation also grows rapidly during the bounc-

ing phase, creating an overwhelming amount of anisotropy that disrupts the bounce

altogether [148]. We study how these problems are related to the specific bouncing

mechanism, as a guide for making improved models in later Chapters.

4.1 Ekpyrotic contraction and nonsingular bounce

The model is constructed in such a way that both the ekpyrotic contraction and the

nonsingular bounce are driven by the same scalar field. The field has a noncanonical

Lagrangian that allows it to undergo ghost condensation after the ekpyrotic phase.

The motivation for this setup is that, in general, it is hard to achieve a nonsingu-

lar bounce by combining two independent components with w > 1 and w < −1

51



P(X)

X0 Xc

Xek-beg

Xek-end

ekpyrotic
phase

kinetic
phase

bouncing
phase
(NEC)

ghost-
condensate

point

Figure 4.1: The kinetic term P (X) versus X ≡ 1
2
(∂φ)2 in the effective Lagrangian

for the scalar field φ. During the ekpyrotic phase, X is in the linear region X � Xc

and increases by a factor e2N . In the transition to the bouncing phase, X decreases
by an even greater factor to reach X = Xc. During the bouncing phase, X further
decreases to X < Xc where NEC is violated.

respectively. Otherwise, the w > 1 component would come to dominate during the

ekpyrotic phase, so the w < −1 component would become too insignificant to induce

the bounce. Therefore it requires less fine-tuning to have the w > 1 component itself

turn into w < −1 after the ekpyrotic phase.

This framework is described in the “new ekpyrotic model” [26] (cf. [34, 102]) by

the Lagrangian

L = P (X)− V (φ), X ≡ −1
2

(∂φ)2 .

Specifically, the kinetic function P (X) is canonical for large X, P (X) ≈ X, but has a

minimum at a low energy scale Xc where the ghost condensation takes place, as shown

in Fig. 4.1. The potential function V (φ) is approximated by a negative exponential

on the right side, V (φ) ≈ V0 e
−c φ, and it bottoms out and rises sharply on the left, as

shown in Fig. 4.2. The Universe evolves through the ekpyrotic phase (w � 1) to the

bouncing phase (w < −1), with a transient kinetic energy dominated phase (w ∼ 1)

in between, as indicated in the figures.
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V(φ)

φekpyrotic
phase

present

kinetic
phase

bouncing
phase

w >> 1

w = 1

NEC
w = -1

Vek-beg

Vek-end

Figure 4.2: The potential term V (φ) in the effective Lagrangian for the scalar field
φ. The ekpyrotic phase corresponds to the exponential decline from Vek-beg to Vek-end
near the minimum of the potential. The kinetic phase refers to the quick rise from
Vek-end to Vc ≈ 3p |Vek-end|. The nonsingular bouncing phase occurs at V > Vc.

The ekpyrotic phase is described by the attractor solution (2.23) and the scaling

relation (2.24), presented in Section 2.2. During the ekpyrotic phase, the kinetic

energy of the φ field increases from Xek-beg to Xek-end. Since the field is assumed

to be nearly canonical during the ekpyrotic phase, the energy scales should satisfy

Xc < Xek-beg, as shown in the figures. This implies the relation

Xc

Xek-end

<
Xek-beg

Xek-end

=
(H2)ek-beg
(H2)ek-end

≈ e−2N , (4.1)

where we used the scaling relation (2.24) and the ratio (2.26).

After the ekpyrotic phase, the potential V (φ) rises sharply so the φ field slows

down and X reduces from Xek-end to Xc. This transient “kinetic phase” lasts much

shorter than a Hubble time, during which the total energy is almost conserved. Let

Vc be the value of the potential when X reaches Xc, then

Vc = 3H2
c ≈ 3H2

ek-end ≈ 3
ε
|Vek-end|, (4.2)
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Figure 4.3: The kinetic energy T (X) = 2XP,X−P for the scalar field φ. It is a linear
function of X in the region X � Xc, but becomes negative at X < Xc.

where ε = c2

3
− 1 � 1, as in (2.23). The bouncing phase begins when X further

decreases to less than Xc. Then Ḣ = −XP,X becomes positive and the kinetic

energy of the scalar field T ≡ 2XP,X − P becomes negative, as shown in Fig. 4.3.

The bounce occurs when X reaches a point where the negative kinetic energy T

cancels the positive potential energy V , so that H vanishes. The universe then starts

to expand afterwards.

To avoid the ghost instability, i.e. to have T,X = 2XP,XX + P,X > 0, we assume

that the function P (X) increases quickly as X decreases, in particular,

|XP,X | � P , and XP,XX � |P,X | , for X < Xc . (4.3)

In that case T (X) drops rapidly to large and negative values, so the bounce would

happen at an X very close to the ghost condensation point Xc. By Eq. (2.32), condi-

tion (4.3) also implies |c2s| � 1 during the bouncing phase, which limits the amount
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of gradient instability for specific modes of interest, as discussed below in Section 4.2.

To limit the gradient instability, it is commonly assumed that the bouncing phase

lasts as short as a few Hubble times. In the contrary, we will show that the bouncing

phase cannot be arbitrarily short. Indeed, by the end of the ekpyrotic phase H is

negative and exponentially large, so there must be a long period of Ḣ > 0 for H to

increase to zero.

To determine how long the bouncing phase really lasts, we solve the equation of

motion for the scalar field (cf. Eq. (5.33)),

T,X Ẋ + 6HP,X X + V,φ φ̇ = 0. (4.4)

A general solution to Eq. (4.4) can be found by using the approximation (4.3). Since

|XP,X | � P for X < Xc, the kinetic energy can be approximate by

T (X) = 2XP,X − P ≈ 2XP,X . (4.5)

The potential energy and its gradient are nearly constant during the bouncing phase,

V (φ) ≈ Vc , V,φ ≈ V,φc , (4.6)

as can be seen from the estimation

∆V

Vc
≈
(−V,φc

Vc

)
∆φ ≈

(−V,φc
Vc

)√
2Xc ∆tbp . N e−N , (4.7)

where ∆tbp ≈ N/3|Hc| as found below; and similarly for V,φ. The factors
(−V,φc

Vc

)
and(V,φcφc

Vc

)
are taken to be large yet much less than eN ; otherwise one has to fine-tune the

steepness of the potential to super Planckian scales, making quantum gravity effects

unavoidable.
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Under the above approximations, Eq. (4.4) becomes

Ṫ + 3HT + V,φc φ̇ = 0. (4.8)

The solution can be described in three stages according to whether the Hubble friction

or the potential gradient term dominates. According to Fig. 4.3, at the very beginning

of the bouncing phase, |H| ≈ |Hc| =
√
Vc/3 but |T | is small, hence the friction term

is negligible. Next, the negative kinetic energy |T | increases and the friction term

overtakes the gradient term. Finally, very close to the bounce, T ≈ −Vc but |H|

becomes small, so the friction term is again subdominant to the gradient term. The

transitions between these stages are given by the estimate 3HT ∼ V,φcφ̇. Denote

Tbp-beg ≡
V,φc φ̇

3H

∣∣∣∣
bp-beg

≈
(−V,φc

Vc

)√
2
3
XcVc , (4.9)

Hbp-end ≡
V,φc φ̇

3T

∣∣∣∣
bp-end

≈
(−V,φc

Vc

)√
2Xc , (4.10)

Tbp-end ≡ −Vc + 3H2
bp-end ≈ −Vc , (4.11)

where “bp-beg” and “bp-end” refer to the beginning and end of the middle stage.

The first and the last stages are both very short and uninteresting. Indeed, since the

friction and the gradient terms are both positive during the bouncing phase, Eq. (4.8)

implies

|Ṫ | ≥ V,φ φ̇ ≈ (−V,φc)
√

2Xc . (4.12)

The first stage goes from T = 0 until T ≈ Tbp-beg, which lasts less than a Hubble

time,

tbp-beg − tc ∼
|Tbp-beg|
|Ṫ |

.
(−V,φc)

√
2Xc/3Vc

(−V,φc)
√

2Xc

≈ 1

3|Hc|
, (4.13)

hence the scale factor does not change much, abp-beg ≈ ac ≈ aek-end. Similarly, the

third stage begins from Tbp-end and reaches the bounce at T = −Vc, so the time it
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takes can be bounded by

tb − tbp-end ≈
3H2

bp-end

|Ṫ |
.

(−V,φc/Vc)2 6Xc

(−V,φc)
√

2Xc

≈
(−V,φc

Vc

)√ 2εXc

Xek-end

1

|Hc|
.
e−N

|Hc|
, (4.14)

which is much less than a Hubble time, implying ab ≈ abp-end. Finite factors like ε

and
(−V,φc

Vc

)
are neglected in these estimates.

Therefore the bouncing phase mainly consists of the middle stage during which

the friction term dominates and the gradient is negligible. Under this condition, the

equation of motion simplifies to

Ṫ + 3HT = 0, with H2 = 1
3
(T + Vc). (4.15)

The bouncing solution is given by

T =
−Vc

cosh2
(
3
2
|Hc|(t− t0)

) , (4.16)

H = |Hc| tanh
(
3
2
|Hc|(t− t0)

)
, (4.17)

where t0 is formally the time of the bounce. This solution is valid between the

moments tbp-beg and tbp-end, which correspond to T ≈ Tbp-beg and H ≈ Hbp-end respec-

tively. Equating (4.9) and Eq. (4.16) gives

cosh−2
(
3
2
|Hc|(tbp-beg − t0)

)
≈
(−V,φc

Vc

)√ Xc

Xek-end

∼ e−N , (4.18)

hence

t0 − tbp-beg ≈
N

3|Hc|
. (4.19)
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Similarly, comparing (4.10) and Eq. (4.17) gives

∣∣∣ tanh
(
3
2
|Hc|(tbp-end − t0)

)∣∣∣ ≈ (−V,φc
Vc

)√ Xc

Xek-end

∼ e−N , (4.20)

hence

t0 − tbp-end ≈
2e−N

3|Hc|
. (4.21)

Therefore the bouncing phase approximately lasts for a period

∆tbp ≈ tbp-end − tbp-beg ≈
N

3

1

|Hc|
, (4.22)

which is a large number of Hubble times.

This long duration of the bouncing phase allows anisotropy to grow significantly.

From Eq. (4.15), the scale factor a(t) scales as

a ∝ cosh2/3
(
3
2
|Hc|(t− t0)

)
∝ |T |−1/3. (4.23)

Before the end of the bouncing phase, it contracts by a factor

abp-end
abp-beg

=
∣∣∣Tbp-end
Tbp-beg

∣∣∣− 1
3 ≈

(−V,φc
Vc

) 1
3
( Xc

Xek-end

) 1
6
. e−

1
3
N . (4.24)

Therefore, the anisotropy term in the Friedmann equation (2.18) would increase by

a factor

(σ2)bp-end
(σ2)bp-beg

=
(abp-end
abp-beg

)−6
∼ Xek-end

Xc

& e2N , (4.25)

which cancels the suppression (2.27) it has experienced during the ekpyrotic phase.

More precisely, during the ekpyrotic phase, the anisotropy term remains almost con-

stant by itself, while the scalar field energy increases by an exponential factor e2N .

In the bouncing phase, however, the anisotropy term grows by the same factor e2N ,
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while the scalar field energy decreases towards zero. The nonsingular bounce would

not happen if the anisotropy term overtakes the scalar field energy before the bounce.

To derive a general condition for the nonsingular bounce to happen, suppose

that there is some initial anisotropy σ2
ek-beg at the beginning of the ekpyrotic phase.

Including the anisotropy term in the Friedmann equations (2.30, 2.31) and using the

approximations (4.5) and (4.6), we have

3H2 = T + V + σ2 ≈ T + Vc + σ2, (4.26)

Ḣ = −XP,X − σ2 ≈ −T
2
− σ2. (4.27)

In order to reach a nonsingular bounce, the scalar field energy density ρ = T+V must

decrease to a negative value to cancel σ2 in (4.26). Meanwhile, Ḣ must stay positive

before H reaches zero, hence T has to be sufficiently negative so that |T | > 2σ2 in

(4.27). We show that a nonsingular bounce is guaranteed if these conditions are valid

up to tbp-end. Introduce the variable q ≡
(abp-end

a

)3
, which equals 1 at tbp-end and

increases as a further decreases. Since σ2 ∝ a−6 ∝ q2, we have

dσ2

dq
= σ2

bp-end · 2q. (4.28)

By Eq. (4.8), the scalar field obeys ρ̇+ 3HT = 0, and hence

dρ

dq
=
T

q
≤ Tbp-end

q
, (4.29)

since T is monotonically decreasing. Therefore, Eq. (4.26) satisfies

d(3H2)

dq
≤ −|Tbp-end|

q
+ 2σ2

bp-end q, (4.30)
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which integrates to give

3H2 ≤ 3H2
bp-end − |Tbp-end| log q + σ2

bp-end(q2 − 1). (4.31)

To have a bounce at a finite a, a sufficient condition is if the right hand side has a

root in {q > 1}. At q2 = |Tbp-end|/2σ2
bp-end, the right hand side reaches a minimum

value

3H2
bp-end−

|Tbp-end|
2

log
|Tbp-end|
2σ2

bp-end

+σ2
bp-end

(
|Tbp-end|
2σ2

bp-end

−1

)
= Vc−

|Tbp-end|
2

(
1+log

|Tbp-end|
2σ2

bp-end

)
,

(4.32)

where we used (4.26). Requiring this to be less than 0 gives the condition

σ2
bp-end ≤

|Tbp-end|
2

e1−2Vc/|Tbp-end| ≈ Vc
2e
∼ Vc. (4.33)

Extrapolating back to the beginning of the bouncing phase by using Eqs. (4.24) and

(4.2), the condition becomes

σ2
bp-beg .

a6bp-end
a6bp-beg

Vc ≈
(−V,φc

Vc

)2( Xc

Xek-end

) 3

ε
Vek-end ∼ Xc . (4.34)

Since σ2 is nearly constant through the ekpyrotic phase, σ2
ek-beg is finally given by

σ2
ek-beg ≈ σ2

bp-beg . Xc . (4.35)

Therefore, to prevent the anisotropy from becoming a problem during the bouncing

phase, the initial condition must be fine-tuned so that the ekpyrotic phase is highly

isotropic to begin with.
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4.2 Curvature perturbation and power spectrum

It is known that the ekpyrotic phase produces an adiabatic contribution to the cur-

vature perturbation that carries a blue spectrum [33]. In order to match the obser-

vations, several mechanisms have been proposed to produce an extra scale-invariant

contribution, such as the entropic mechanism [98, 26] and the adiabatic ekpyrotic

mechanism [82, 83] (see Appendix A). The scale-invariant contribution dominate over

the adiabatic contribution, and are conserved on superhorizon scales. However, in the

transition from the ekpyrotic phase to the bouncing phase, it happens that an adia-

batic contribution grows exponentially and surpasses the scale-invariant contribution

even on large scales.

To see this problem, consider the comoving curvature perturbation R, whose

Fourier modes obey the equation (3.65),

R′′k + 2
z′

z
R′k + c2sk

2Rk = 0, (4.36)

where z = a
√
−2Ḣ/c2sH

2. After the mode exits the horizon, the k2 term can be

treated perturbatively, and the equation is formally solved by an expansion in k2,

Rk = R(0)
k − k

2

∫
dη

z2

∫
dη c2sz

2Rk . (4.37)

The leading order R(0)
k is the solution to the equation without the k2 term, which

contains two general solutions,

R(0)
k = C1(k) + C2(k)

∫
dη

z2
≡ Rconst

k +Rint
k . (4.38)

These two terms are the leading adiabatic contributions to the curvature perturbation;

the k-dependence of the dominant term determines the spectral index of the adiabatic

perturbations on large scales.
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The k-dependence of the constants C1, C2 can be found by matching the amplitude

ofRk from Eq. (3.130). Since the ekpyrotic contraction is given by a power law (2.23),

a ∼ (−t)1/ε with ε� 1, Eq. (3.130) can be approximated by

Rk ≈
−i

2
√
εa

ε
ε−1

0

k−
1
2
+ 1
ε−1 +

1

2
√
εa

ε
ε−1

0

k
1
2
− 1
ε−1 (−η)

ε−3
ε−1 . (4.39)

Meanwhile, the leading terms in the solution (4.38) can be evaluated to be

Rconst
k +Rint

k = C1(k) + C2(k)
a
−2ε
ε−1

0

2ε− 6

(ε− 1

ε
(−η)

) ε−3
ε−1
. (4.40)

Comparing the coefficients, one finds

C1(k) ≈ −i
√
ε2a

ε
ε−1

0

k−
1
2
+ 1
ε−1 ∼ 1√

k
, (4.41)

C2(k) ≈
√
εa

ε
ε−1

0 k
1
2
− 1
ε−1 ∼

√
k . (4.42)

Therefore

Rconst
k

∣∣
ek-end

= C1(k), (4.43)

Rint
k

∣∣
ek-end

≈ C2(k)

2ε2(a3H)ek-end
≈ C2(k)

2a3ek-end

1√
ε3Xek-end

. (4.44)

Since k3/2|C1(k)| ∼ k, and k3/2|C2(k)| ∼ k2, both Rconst
k and Rint

k terms have blue

spectral indices, as stated above.

Suppose an independent scale-invariant contribution Rsc-inv
k ∼ k−3/2 is generated

by certain mechanism at the end of the ekpyrotic phase. Then the total curvature

perturbation is the sum of the terms,

Rtot
k ≈ Rsc-inv

k +Rconst
k +Rint

k . (4.45)
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By the end of the ekpyrotic phase, the integral term Rint
k is suppressed relative to

Rconst
k by a factor

∣∣∣∣ Rint
k

Rconst
k

∣∣∣∣
ek-end

≈ 1

ε

∣∣∣∣ k

(aH)ek-end

∣∣∣∣ ≈√ Xk

Xek-end

≡ e−Nk , (4.46)

where Xk is the kinetic energy at horizon crossing, and Nk is the remaining number

of e-folds of the ekpyrotic phase after the k-mode exits the horizon. Due to its blue

spectrum, the constant term Rconst
k is in turn suppressed with respect to the scale-

invariant term Rsc-inv
k by a factor

∣∣∣∣Rconst
k

Rsc-inv
k

∣∣∣∣
ek-end

∼
∣∣∣∣ k

(aH)ek-end

∣∣∣∣ ≈
√

Xk

Xek−end
= e−Nk . (4.47)

Hence the integral term is sub-subdominant,

∣∣∣∣ Rint
k

Rsc-inv
k

∣∣∣∣
ek-end

∼
∣∣∣∣ k

(aH)ek-end

∣∣∣∣2 ≈ Xk

Xek−end
= e−2Nk . (4.48)

Therefore, the total curvature perturbation right after the ekpyrotic phase is

Rtot
k

∣∣∣
ek-end

≈ Rsc-inv
k ∼ 1

k3/2
, (4.49)

which ensures a scale-invariant power spectrum. Note that Rsc-inv
k and Rconst

k remain

constant, but the integral term Rint
k is time-varying even on superhorizon scales. The

total curvature perturbation Rk is conserved and scale-invariant only if the time-

varying piece remains negligible.

We now demonstrate that, in fact, Rint
k grows rapidly during the transition from

the ekpyrotic phase to the bouncing phase when the equation of state w drops from
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� 1 to −1. Indeed, from Eqs. (2.31) and (2.32), the integral term can be written as

Rint
k = C2(k)

∫
c2s
a3

H2

−2Ḣ
dt = C2(k)

∫
1

a3
H2

2XT,X

dX

Ẋ
. (4.50)

In Figs. 4.2 and 4.1, as the field passes the bottom of the potential and climbs up

the left side, its kinetic energy quickly decreases to X ≈ Xc. During this period the

Hubble friction term in Eq. (4.4) can be neglected, hence

Rint
k

∣∣∣
w→−1
≈ C2(k)

∫
1

a3
H2

2X

dX

V,φ
√

2X
≈ C2(k)

2a3c

(H2
c

V,φc

)∫ XcdX√
2X3

≈ C2(k)

3a3ek-end

( Vc
−V,φc

) 1√
2Xc

,

(4.51)

where the integral in the first line is dominated by contributions from near the upper

limit, so we approximated the slowly varying quantities by their values there. Com-

pared to the value in (4.44) at the end of the ekpyrotic phase, the integral term has

grown exponentially,

|Rint
k |w→−1

|Rint
k |ek-end

≈
( Vc
−V,φc

)√Xek-end

Xc

& eN . (4.52)

It exceeds the scale-invariant term by a ratio

∣∣∣∣ Rint
k

Rsc-inv
k

∣∣∣∣
w→−1

∼ Xk

Xek-end

√
Xek-end

Xc

& eN−2Nk , (4.53)

which is exponentially large for a wide range of modes with Nk < N/2.

Thus, modes that exit the horizon in the second half of the ekpyrotic phase,

including all modes within current observable horizon, become dominated by the

integral term which carries a blue spectrum,

Rtot
k

∣∣∣
w→−1

≈ Rint
k ∼

√
k , (4.54)
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in contradiction to observations. Moreover, assuming that the amplitude of the scale-

invariant modes in (4.53) matches the measured amplitude, ∆2
Rsc-inv = k3

2π2 |Rsc-inv
k |2 ≈

2.4 × 10−9, then the blue modes would have an amplitude ∆2
R ≈ e2N−4Nk∆2

Rsc-inv ,

which indicates a nonlinearity for modes with Nk < N/2− 5.

It remains to show that the dominantly blue curvature perturbation persists

through the bouncing phase without significant changes. By Eq. (4.50), the change

in the integral term is

∆Rint
k = C2(k)

bp-end∫
bp-beg

H2

2a3Ṫ

dX

X
. (4.55)

During the bouncing phase the following relation holds due to Eq. (4.15) and (4.23),

H

a3Ṫ
≤ H

a3Ṫ

∣∣∣∣
bp-beg

≈ 1

3a3ek-end

( Vc
−V,φc

) 1

|Hc|
√

2Xc

; (4.56)

this inequality is also true in the short stages before tbp-beg and after tbp-end as a result

of Eq. (4.12). Therefore we can estimate Eq. (4.55) as

∆Rint
k .

C2(k)

6a3ek-end

( Vc
−V,φc

) 1√
2Xc

∫
H

|Hc|
dX

X
.

C2(k)

3a3ek-end

( Vc
−V,φc

) 1√
2Xc

∣∣∣∣∆X2Xc

∣∣∣∣ , (4.57)

where we used |H| ≤ |Hc| and assumed ∆X � Xc in the bouncing phase. Hence the

total change of the integral term is much less than the value (4.51) right before the

bouncing phase.

Our analysis differs in an important way from [34, 102], which considered similar

models and concluded that the comoving curvature perturbation changes negligibly

near the bounce. In their analysis, the Hubble parameter is assumed to vary approxi-

mately linearly with time during the bounce. From our bouncing solution (4.17), this

corresponds to the period when |t− t0| � 1/|Hc|, so that

H ≈ 3
2
H2

c (t− t0), Ḣ ≈ 3
2
H2

c . (4.58)
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This is within the last e-fold of the bouncing phase, where |c2s| � 1 and a ≈ abp-end

as given in Eq. (4.24). During this linear regime the curvature perturbation changes

by

∆Rint
k ≈ C2(k)

∫
c2s

a3bp-end

H2

−2Ḣ
dt� C2(k)

a3bp-end

∫
3

4
H2

c (t− t0)2dt

� C2(k)

a3ek-end

( Vc
−V,φc

)√Xek-end

Xc

1

4|Hc|
∼ C2(k)

a3ek-end

( Vc
−V,φc

) 1√
2Xc

. (4.59)

Thus, as found by [34, 102], R changes very little as compared to its value (4.51)

at the beginning of the bouncing phase. However, we emphasize that the comoving

curvature perturbation grows large at a much earlier stage, just before the bouncing

phase begins. This period was ignored in previous studies, and so the problem with

the blue spectrum was missed.

Let us also comment on the gradient instability in the bouncing phase when c2s < 0.

According to the dispersion relation ω2
k = c2sk

2, all modes would grow exponentially

instead of undergoing oscillations. As discussed in Section 2.3.1, the instability may

be cut off by certain higher derivative terms at large k. Consider only the N e-folds of

modes that exit the horizon during the ekpyrotic phase. Since the rate of exponential

growth is proportional to |cs|k, the gradient instability could be tamed if |c2s| is small

given the duration of the bouncing phase. Specifically, converting ∆tbp to conformal

time, one finds

|cs|k∆ηbp ∼ |cs| e
N
3
−Nk , (4.60)

which could be large for modes with Nk < N/3. To avoid the gradient instability, the

speed of sound has to be

|c2s| . e−
2
3
N . (4.61)

This is the same condition under which the leading term (4.38) dominates the ex-

pansion in Eq. (4.37) so that our computations are valid. Note that the unstable
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growth of the curvature perturbation R occurs before c2s becomes negative, hence is

a separate problem from the gradient instability.

Having analyzed the curvature perturbation in the comoving gauge, let us consider

the results in other gauges. According to Eq. (3.56), the curvature perturbation is

gauge-invariant at the nonsingular bounce when H = 0; hence the results computed

in different gauges must agree near the bounce. However, the growth pattern of the

curvature perturbation in different gauges can be quite different. For example, in

the Newtonian gauge, the Newtonian potential Φ keeps growing during the ekpyrotic

phase, but undergoes no abrupt change in the transitional kinetic phase, then grows

further in the bouncing phase to reach the same value as R at the bounce. In the

above analysis we chose to study the comoving curvature perturbation R because

it is conserved outside the horizon in the expansion phase and therefore determines

the density and temperature fluctuations observed in the LSS and CMB. It is also a

convenient variable to study because it is almost conserved during both the ekpyrotic

contraction and the nonsingular bouncing phases, whereas the exponential growth

can be clearly traced to the transition between the two phases.

Since the comoving curvature perturbation R becomes exponentially large right

before the bouncing phase, another concern is whether the perturbative computation

breaks down at this point. We address this question by noting that the perturbation

theory is valid if there exists one gauge in which the perturbation of all relevant

physical quantities remain small; then the variables in other gauges can be formally

defined through gauge transformations. In our case, it can be checked that, in the

synchronous gauge, the physical quantities including the curvature perturbation ψs,

the shear perturbation σs, and the matter perturbations δρs, δps, (ρ+p)δus, all remain

finite during the transitional phase. In particular, the curvature perturbation ψs in

the synchronous gauge can be related to R through Eq. (3.82). After a mode exits
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the horizon, using Eq. (4.38), one finds

ψs ≈ C1(k) + C2(k)

∫ t

0

dt′Ḣ

∫ t′

0

dt′′
c2sH

2a3Ḣ
. (4.62)

Due to Ḣ in the outer integral, the second term remains small when Ḣ → 0, so ψs

is well behaved when the equation of state w crosses −1. Nevertheless, ψs grows

exponentially near the bounce to match the value of R.

Specifically, Eq. (4.62) can be evaluated as follows. Denote

ψconst
s + ψint

s ≡ C1(k) + C2(k)

∫ t

0

dt′Ḣ · I(t′) , (4.63)

where I(t′) is the inner integral in (4.62). In the kinetic phase, similar to Eq. (4.51),

I(t′) can be computed as

I(t′) ≡
∫ t′

0

dt′′
c2sH

2a3Ḣ
≈ Hc

2a3c

∫
dX/X

(−V,φ)
√

2X

t′→tc−−−→ 1

3a3ek-end

( Vc
−V,φc

) 1

|Hc|
√

2Xc

.

(4.64)

But since Ḣ → 0 in the outer integral in (4.63), ψint
s does not grow when t′ → tc.

Then in the bouncing phase, as for Eqs. (4.55) and (4.57), I(t′) can be found to stay

nearly constant,

∆I ≈
∫ X

Xc

H

2a3Ṫ

dX

X
.

1

3a3ek-end

( Vc
−V,φc

) 1

|Hc|
√

2Xc

∣∣∣∆X
2Xc

∣∣∣� I(tc). (4.65)

Therefore it contributes a constant factor to the outer integral in (4.63),

ψint
s ≈ C2(k)

∫ t

0

dt′Ḣ
1

3a3ek-end

( Vc
−V,φc

) 1

|Hc|
√

2Xc

≈ C2(k)

3a3ek-end

( Vc
−V,φc

) 1√
2Xc

∫ H

Hc

dH

|Hc|
.

(4.66)

Clearly when H → 0 near the bounce, ψint
s approaches the same value as Rint, given

by Eq. (4.51), which is exponentially large and nonlinear for a wide range of k modes.
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From the above derivation we see that ψs becomes exponentially large near the

bounce when |H| � |Hc|. This corresponds to |t − t0| � 1/|Hc| in the bouncing

solution (4.17), which is within the last e-fold before the bounce. We shall see below

that by this time the anisotropy would have grown exponentially large as well.

4.3 Anisotropy and nonsingular bounce

As explained in Section 3.1.2, anisotropy is described by the shear tensor σij. In

linear perturbation theory, the shear is given by Eq. (3.41), with both scalar and

vector contributions. The vector shear perturbation σV
i is not sourced by the scalar

field, hence follows very simple behavior. By Eq. (3.103), one finds σV
i ∝ 1

a2
, and

hence σVi
j = 1

a2
σV
ij = 1

a
σV
(i,j) ∝

1
a3

, in agreement with (3.33).

The scalar shear perturbation is given by σS ≡ E ′ − B. In the comoving gauge,

the shear perturbation σc can be obtained from the comoving curvature perturbation

R through Eqs. (3.62, 3.63),

σc =
H′ −H2

c2sk
2H2

R′ − R
H
. (4.67)

Since R undergoes exponential amplification right before the bouncing phase when w

crosses −1, we expect the comoving shear perturbation σc to follow the same growth.

Indeed, using Eqs. (4.38) and (4.37), one finds, up to order O(k1/2),

σc = −C2(k)

2k2a2
− C1(k)

a2

∫ t

0

dt′a+
C2(k)

a2

(
a

H

∫ t

0

dt′
c2sH

2

2a3Ḣ
+

∫ t

0

dt′
aḢ

H2

∫ t′

0

dt′′
c2sH

2

2a3Ḣ

)
.

(4.68)

Along the same lines as for Eqs. (4.51) and (4.62), we see that the third term increases

exponentially as Ḣ → 0, while the fourth and all higher order terms are well behaved

and finite. Compared to the leading term, σc becomes dominated by the third term
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which surpasses the leading term by a factor

σc|w→−1
σc|ek-end

≈ 2k2

3(aH)2ek-end

( Vc
−V,φc

)√Xek-end

2εXc

∼ eN−2Nk . (4.69)

Note that this is the same exponential factor as in (4.53).

Like for R, this huge growth factor does not imply the breakdown of perturbation

theory at this point. Indeed, in the synchronous gauge, the shear perturbation σs

remains small until near the bounce. σs can be related to the comoving shear pertur-

bation σc through the gauge transformation (3.83). After the mode exits the horizon,

using Eqs. (4.68), one finds

σs = σc −
C2(k)

a

∫ t

0

dt′
c2sH

2a3Ḣ

= −C2(k)

2k2a2
− C1(k)

a2

∫ t

0

dt′a+
C2(k)

a2

(∫ t

0

dt′
aḢ

H2

∫ t′

0

dt′′
c2sH

2

2a3Ḣ
− a
∫ t

0

dt′
Ḣ

H2

∫ t′

0

dt′′
c2sH

2

2a3Ḣ

)
= −C2(k)

2k2a2
− C1(k)

a2

∫ t

0

dt′a− C2(k)

a2

∫ t

0

dt′aH

∫ t′

0

dt′′
Ḣ

H2

∫ t′′

0

dt′′′
c2sH

2

2a3Ḣ
. (4.70)

From the first to the second line the growing (third) term in σc is absorbed by the

gauge transformation term, leaving behind an integral that is well behaved as Ḣ →

0. In the bouncing phase, using similar calculations that lead to (4.66), σs can be

evaluated as

σs ≈−
C2(k)

2k2a2
− C1(k)

a2

∫ t

0

dt′a− C2(k)

a2

∫ t

0

dt′aH · 1

H

1

3a3ek-end

( Vc
−V,φc

) 1√
2Xc

≈− C2(k)

2k2a2
−
[
C1(k) +

C2(k)

3a3ek-end

(−Vc/V,φc)√
2Xc

]
1

a2

∫ t

0

dt′a

≈− C2(k)

2k2a2
− C1(k)

a2
abp-beg
|Hc|

− 1

a2
C2(k)

3a2ek-end

(−Vc/V,φc)
|Hc|
√

2Xc

. (4.71)

The integral in the second line is found by using (4.23), which rapidly converges to

the constant value ≈ abp-beg/|Hc|. From the last line we see that all three terms scale

equally as 1/a2 near the bounce, which leads to σs
i
j = 1

a

(
σs,ij − 1

3
δij∇2σs

)
∝ 1

a3
, in
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agreement with (3.33). The third term in (4.71) dominates over the first (and second)

term by a factor

2k2

3a2ek-end

(−Vc/V,φc)
|Hc|
√

2Xc

∼ k2

(aH)2ek-end

√
Xek-end

Xc

∼ eN−2Nk , (4.72)

similar to (4.69) but only at a much later time near the end of the bouncing phase.

To see whether the resulting anisotropy grows nonlinear, we estimate the size of

the anisotropy by computing the auto-correlation function of the shear perturbation,

〈(σS)2〉 = 〈1
2
σSij(~x)σS

ij(~x)〉 =

∫
d3k

(2π)3
1

2a2

∣∣∣(−kikj+1
3
δijk

2
)
σS
k

∣∣∣2 =

∫
1

6π2a2
|σS

k|2 k6dk.

(4.73)

The integration is carried over the modes that exit the horizon in the second half of

the ekpyrotic phase, i.e. those with 0 < Nk < N/2 that are dominated by the third

term in (4.71). Modes with Nk > N/2 are negligible since the power spectrum of

σS is very blue, whereas modes with Nk < 0 remain inside the horizon and have no

classical contribution. Therefore, a lower estimate of the anisotropy is

〈(σS)2〉 &
kmax∫

e−
N/2kmax

1

6π2a6

∣∣∣ C2(k)

3a2ek-end

(−Vc/V,φc)
|Hc|
√

2Xc

∣∣∣2 k6dk ≈ 1

108π2a6
(−Vc/V,φc)2

a4ek-endH
2
cXc

kmax∫
|C2(k)|2k6dk

≈ 1

108π2a6
(−Vc/V,φc)2

a4ek-endH
2
ek-endXc

εa2ek-end
(aH)8ek-end

8
∼ a6ek-end

a6

( Vc
−V,φc

)2Xek-end

Xc

H4
ek-end,

(4.74)

where kmax ≡ (aH)ek-end, and we used the expression (4.42) for C2(k). Near the

bounce, using Eq. (4.24), the above estimate becomes

〈(σS)2〉bp-end &
a6bp-beg
a6bp-end

e2N H4
ek-end ∼ V 2

c e
4N . (4.75)
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For anisotropy to not become a problem, condition (4.33) requires σ2
bp-end . Vc. This

can be satisfied only if V 2
c e

4N . Vc , or Vc . e−4N in reduced Planck units. However,

in order for the primordial density fluctuation to match the observed amplitude, the

bottom of the potential Vek-end needs to satisfy
√

2εVek-end ∼ 10−3M2
Pl [98], which

implies Vc ≈ 3
ε
Vek-end ∼ 10−6/ε2. For a typical value of ε ∼ 102 [85], these conditions

are far from being satisfied consistently.

Let us comment on the gauge choice for computing (4.74). Recall that condition

(4.33) is obtained by using the Friedmann equations for a homogeneous universe. In

the inhomogeneous case, the Friedmann equations are generalized to Eqs. (3.26, 3.27)

for the local expansion θ/3. In order to apply condition (4.33), it is preferable to use

the uniform Hubble gauge in which θ/3 is equal to H. The scalar shear perturbation

in the uniform Hubble gauge can be computed through (3.98) and is of the same order

of magnitude as the synchronous shear perturbation σs. It is worth mentioning the

Newtonian gauge in which the shear perturbation σS is set to zero identically. This

does not mean that the bounce is free from problems. According to Eq. (3.91), the

variation of the local Hubble parameter is given by

δH = −(H′−H2)δu+ 1
3
∇2σS . (4.76)

In the Newtonian gauge, though σS = 0, the velocity perturbation δu, given by

Eq. (3.73), would grow exponentially due to Eq. (4.69). Therefore the local Hubble

parameter is extremely inhomogeneous in space, which means the nonsingular bounce

is not reached even though the background value H appears to vanish.

In a consistent perturbative analysis, the σ2 term in the Friedmann equations

should be negligible at linear order. The exponentially large 〈(σS)2〉 in (4.74) indicates

that the perturbation theory may become invalid. Once the anisotropy becomes

nonlinear and dominates the total energy density, the universe would be driven to a
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chaotic mixmaster that ends up in an extremely inhomogeneous and anisotropic big

crunch [112, 18].

4.4 Discussions

We have identified four different problems in this bouncing model that connects an

ekpyrotic contraction to a nonsingular bounce by means of ghost condensation:

• Gradient instability is caused by c2s < 0 in the bouncing phase. Fine-tuning is

required to make c2s exponentially small, as in (4.61). Alternatively, it has been

proposed that generalizing the ghost condensation model to the galileon model [124,

40, 27] may remove this problem.

• Classical anisotropy that is suppressed during the ekpyrotic phase is exponentially

amplified to an even greater amount during the bouncing phase. This creates a

problem for the nonsingular bounce unless the initial anisotropy present before the

ekpyrotic phase is fine-tuned to an extremely small value given by (4.35). This can be

achieved by having a dark energy phase before the ekpyrotic phase, as in [132, 135].

• A sub-subdominant component of curvature perturbation generated from quantum

fluctuations in the ekpyrotic phase grows exponentially when the equation of state w

passes through −1. It dominates over the scale-invariant component and results in a

blue power spectrum that is inconsistent with observations.

• The shear perturbation generated from quantum fluctuations in the ekpyrotic phase

grows exponentially during the bouncing phase and causes a large anisotropy that

disrupts the nonsingular bounce. This problem is due to both the equation of state

w dropping below −1 and the scale factor a decreasing exponentially in the bouncing

phase.

It is worth noting that none of the above problems appear in a singular bounce, such
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as the cyclic model [132, 135], because c2s is always positive and w remains greater

than 1.

The problems of the nonsingular bounce considered here are mainly due to the

clash between the high energy density near the end of the ekpyrotic phase and the low

energy scale associated with the ghost condensation. Indeed, from Eqs. (4.52) and

(4.69) it is clear that the growth of both curvature and anisotropy are proportional

to the same factor Xek-end/Xc. By Eq. (4.1), these energy scales have to satisfy the

relation Xek-end � Xc. Our calculation illustrates how this large factor shows up in

relevant physical quantities and leads to the four problems listed above.

Therefore, it proves difficult to combine an ekpyrotic contraction phase with w � 1

and a nonsingular bouncing phase with w < −1 by a single scalar field. In the next

Chapter, we consider another approach that uses a separate scalar field to induce the

bounce. Such a setup would necessarily involve certain degree of fine-tuning during

the contraction phase, as discussed at the beginning of Section 4.1. Nevertheless, our

purpose is to first see if the bouncing phase can keep curvature and anisotropy from

growing nonlinear.
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Chapter 5

Numerical Computations

In this Chapter we study a nonsingular bounce based on the ghost field model de-

scribed in Section 2.3.2. Nonperturbative numerical methods are used to compute

the classical evolution of the universe from near the end of the contraction phase

through the bounce into the expansion phase. The Einstein equations are solved by

using harmonic coordinates, and the amplitude of adiabatic perturbations is calcu-

lated by using the covariant formalism. We show that the bounce is disrupted in

regions of the universe with large inhomogeneity and anisotropy, but is achieved in

regions that are relatively homogeneous and isotropic. Sufficiently small perturba-

tions can pass through the nonsingular bounce with negligible nonlinearity. Despite

the fine-tuning required to keep a stable contraction phase, the nonsingular bounce

succeeds in maintaining a nearly scale-invariant power spectrum [146].

5.1 Matter-like contraction and nonsingular bounce

The nonsingular bounce is described by a model with a canonical scalar field φ and

a ghost field χ,

L = −1
2
(∂φ)2 − V (φ) + 1

2
(∂χ)2. (5.1)
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Here φ is a canonical scalar field with a potential V (φ) = V0 e
−cφ, whereas χ is a ghost

field with a wrong-signed kinetic term. The conditions are chosen so that the universe

is dominated by the normal scalar field φ during the contraction phase. Under such

conditions, the φ field has a scaling solution given by Eqs. (2.23, 2.24), with a constant

equation of state wφ = c2

3
− 1. For c >

√
6 and V0 < 0, this solution is an ekpyrotic

attractor with wφ > 1, as described in Section 2.2. Here we consider the other case

with c <
√

6 and V0 > 0, so that wφ < 1 and a nonsingular bounce can be obtained,

as described in Section 2.3.2. In this case, the scaling solution is not an attractor

– the initial condition must be fine-tuned in order to keep wφ nearly constant for a

sustained period.

Our computation starts near the end of the contraction phase, assuming that the φ

field has wφ given by the scaling solution and the χ field has negligible energy density.

Since the χ field has an equation of state wχ = 1 that is greater than wφ, the negative

energy density of the χ field grows faster than the positive energy density of the φ

field during the contraction. Eventually the total energy density vanishes and causes

a nonsingular bounce, at which point the contraction stops and the expansion begins.

Then the energy density of the χ field quickly diminishes and becomes negligible again

compared to that of the φ field.

In a homogeneous, flat, and isotropic background, the equations of motion for the

scalar fields are

φ′′ + a6V,φ = 0, (5.2)

χ′′ = 0. (5.3)

Here ′ denotes the derivative with respect to the harmonic time τ , related to the

physical time t by dt = a3dτ ; it is chosen to satisfy the gauge condition (5.37), as

introduced in Section 5.2 below. The Friedmann equations in the harmonic time are
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given by

H2 = 1
3

(
1
2
φ′

2
+ a6V − 1

2
χ′

2)
, (5.4)

H′ = a6V, (5.5)

where the harmonic Hubble parameter H is defined as H ≡ a′/a.

The background solution can be found by evolving Eqs. (5.2, 5.3, 5.5) and using

(5.4) as a constraint. The initial values for φ, φ′, χ, χ′, a, and H are set by

φ(0) ≡ φ0 = 0, φ′(0) ≡ a30φ̇0 = −a30

√
2c2V0
6− c2

, (5.6)

χ(0) ≡ χ0 = 0, χ′(0) ≡ a30χ̇0 = a30

√
12V0

(6− c2)r0
, (5.7)

a(0) ≡ a0 = 1, H(0) ≡ a30H0 = −a30

√
2V0(r0 − 1)

(6− c2)r0
, (5.8)

We choose c =
√

3 so that initially the φ field obeys the scaling relation (2.24) with

a matter-like equation of state, wφ = 0; r0 represents the initial value of the ratio

between the energy density of the φ field and the χ field, |ρφ/ρχ|. For V0 = 0.1 and

r0 = 1000, the bouncing solution for the scale factor a is shown in Fig. 5.1. The ratio

between the energy density of the φ and χ fields is shown in Fig. 5.2, illustrating that

the χ field is only significant near the bounce.

The ghost field χ must be stabilized by some mechanism at the quantum level,

which will not be considered in this thesis. Here we only use its classical equation of

motion to effectively describe the nonsingular bouncing process. This simple setup

allows us to study the classical evolution of adiabatic modes that have left the horizon

during the contraction phase. In particular, we will follow the amplitude of the

curvature perturbation as it passes through the nonsingular bounce.
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Figure 5.1: Background solution of the scale factor a as a function of harmonic time.
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Figure 5.2: The ratio between the energy density of the scalar fields φ and χ. The χ
field energy density is significant only near the bounce and otherwise negligible.
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In the following we first present the calculation of the adiabatic perturbations

using linear perturbation theory. This will serve as a comparison to our fully non-

perturbative analysis presented in the later Sections. In particular, we introduce the

harmonic gauge for linear perturbations, in accordance with the harmonic coordinates

used in our numerical computations in Section 5.2.

In harmonic time τ , the metric (3.34) with scalar perturbations can be written as

ds2 = −a6(1 + 2A)dτ 2 + 2a4B,idτdx
i + a2

(
(1− 2ψ)δij + 2E,ij

)
dxidxj. (5.9)

At linear order, the harmonic gauge condition (5.38) is given by

C0 ≡ A′ + 3ψ′ −∇2(E ′ − a2B) = 0 , (5.10)

C ≡ (a2B)′ + a4(A− ψ −∇2E) = 0 . (5.11)

Under the infinitesimal coordinate transformation (3.53), the constraints C0, C become

C0 → C0 − (ξ0)′′ + a4∇2ξ0 , (5.12)

C → C − ξ′′ + a4∇2ξ . (5.13)

Therefore, to transform into the harmonic gauge, one needs to solve a wave equation

for each ξ0 and ξ. Such solutions do exist for the bouncing background, hence the

harmonic gauge is well defined throughout the bouncing phase. Note that the har-

monic gauge has a residual gauge freedom allowed by homogeneous solutions to the

wave equations for ξ0 and ξ.

The linearized Einstein equations (3.46 - 3.49) become

3Hψ′ +H′A− a4∇2ψ −H∇2(E ′ − a2B) = −1
2
(φ′δφ′ − χ′δχ′)− 1

2
a6V,φδφ , (5.14)
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ψ′ +HA = 1
2
(φ′δφ− χ′δχ) , (5.15)

a4ψ − a4A+ (E ′ − a2B)′ = 0 , (5.16)

ψ′′ +HA′ +H′A = 1
2
(φ′δφ′ − χ′δχ′)− 1

2
a6V,φδφ . (5.17)

In addition, the equations of motion for the scalar field perturbations δφ and δχ are

δφ′′ − a4∇2δφ+ a6V,φφδφ+ 2a6V,φA− φ′
(
A′ + 3ψ′ −∇2(E ′ − a2B)

)
= 0 , (5.18)

δχ′′ − a4∇2δχ− χ′
(
A′ + 3ψ′ −∇2(E ′ − a2B)

)
= 0 . (5.19)

Eq. (5.17) is redundant since it can be derived from (5.15). Eq. (5.14) serves as the

Hamiltonian constraint, whereas Eq. (5.15) is the momentum constraint.

Specifying to the harmonic gauge, Eq. (5.10) becomes a dynamical equation for

A, and Eq. (5.11) for B. The complete set of equations are then given by, for a single

Fourier mode with wavenumber k,

A′ + 3ψ′ + k2(E ′ − a2B) = 0 , (5.20)

B′ + 2HB + a2(A− ψ + k2E) = 0 , (5.21)

ψ′ +HA = 1
2
(φ′δφ− χ′δχ) , (5.22)

E ′′ + a4k2E = 0 , (5.23)

δφ′′ + a4k2δφ+ a6V,φφδφ+ 2a6V,φA = 0 , (5.24)

δχ′′ + a4k2δχ = 0 , (5.25)

with a constraint coming from Eqs. (5.14, 5.15),

−1
2
(φ′2−χ′2)A+a4k2ψ+Hk2(E ′−a2B)+1

2
(φ′δφ′−χ′δχ′)+3

2
H(φ′δφ−χ′δχ)+1

2
a6V,φδφ=0.

(5.26)
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The initial values for δφ, δφ′, δχ, δχ′, A, B, ψ, E, and E ′ are chosen to agree with

the initial data for our numerical computation in the next Section, Eqs. (5.61 - 5.70).

At linear order,

A(0) = 0, B(0) = 0, (5.27)

ψ(0) = −2δΨ, E(0) = 0, (5.28)

δφ(0) = f1, δφ′(0) = a30(f0 − 6φ̇0δΨ), (5.29)

δχ(0) = f3, δχ′(0) = a30(f2 − 6χ̇0δΨ), (5.30)

and E ′(0) is given by the constraint equation (5.26). Here δΨ is given by the conformal

factor Ψ in Eq. (5.53) expanded to linear order,

δΨ =
φ̇0f0 − χ̇0f2 − cV0f1

4(9H2
0 − 3V0 + k2/a20)

, (5.31)

and the parameters f0 - f3 are specified in the next Section. Note that the above

initial values satisfy the relation

ψ(0) = − 1

2a0k2
(
φ̇0δφ

′(0)− χ̇0δχ
′(0) + a30V

′
0δφ(0)

)
, (5.32)

which makes the initial time slice a constant mean curvature surface, as chosen in our

numerical computations.

5.2 Inhomogeneity and anisotropy

To analyze the above nonsingular bouncing model nonperturbatively, we employ nu-

merical methods to solve the equations for the spacetime metric and the scalar fields.

Our methods allow a wide range of inhomogeneous, nonflat, and anisotropic initial

conditions.
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Consider a coordinate system (xµ) = (τ, xi), where τ is a timelike coordinate and

xi are spacelike coordinates. The full set of equations include the Einstein equations

for the metric gµν and the equations of motion for the scalar fields φ and χ. From

the Lagrangian (5.1) it follows that the φ and χ fields satisfy the equations

∇α∇αφ = V ′(φ) , (5.33)

∇α∇αχ = 0 , (5.34)

where ∇µ is the covariant derivative associated with gµν . The total stress-energy

tensor is given by

Tαβ = ∇αφ∇βφ−∇αχ∇βχ− gαβ
(
1
2
∇γφ∇γφ+ V − 1

2
∇γχ∇γχ

)
. (5.35)

Hence the Einstein equations can be written in the trace reversed form as

Rαβ = ∇αφ∇βφ−∇αχ∇βχ+ V gαβ , (5.36)

where we use reduced Planck units with 8πG ≡ 1.

To solve the Einstein equations, one must first remove the diffeomorphic freedom

in the coordinates by fixing a gauge. This involves choosing a set of time slices, such as

the constant mean curvature slices used in simulating the ekpyrotic contraction phase

[53]. However, the same method is not applicable to the bouncing phase. The mean

curvature becomes non-monotonic in time when the universe enters the bouncing

phase from the contraction phase, and when it exits the bouncing phase to enter

the expansion phase. Consequently, in the presence of inhomogeneities, the constant

mean curvature slices stop being spacelike during these transitions (see Section 5.3),

rendering the numerical evolution ill-behaved. So instead, we shall use a different
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gauge that is well-defined throughout the entire cosmic transition from contraction

to expansion – the harmonic gauge [52, 123, 103].

The harmonic coordinates are defined to satisfy the gauge condition

∇α∇αxµ = 0 . (5.37)

Consequently, the Christoffel symbols Γγαβ must satisfy the condition

gαβΓγαβ = 0 . (5.38)

Under this condition, the Ricci tensor takes the form

Rαβ = −1
2
gγσ∂γ∂σgαβ + gλµgρν∂µgν(α∂β)gλρ − ΓγσαΓσγβ . (5.39)

The first term controls the character of the equations, giving rise to hyperbolic dif-

ferential equations for the metric components gαβ. These 10 equations are subject to

the 4 constraints given by (5.38).

To solve the equations numerically, we first reduce them to first order differential

equations in time. Define the variables Pαβ, Pφ, and Pχ by

Pαβ ≡ ∂0gαβ , (5.40)

Pφ ≡ ∂0φ , (5.41)

Pχ ≡ ∂0χ . (5.42)

Then the Einstein equations (5.36) become

−g00∂0Pαβ = 2g0k∂kPαβ + gik∂i∂kgαβ − 2gλµgρν∂µgν(α∂β)gλρ

+ 2ΓγσαΓσγβ + 2 (∂αφ∂βφ− ∂αχ∂βχ+ V gαβ) , (5.43)

83



and the equations (5.33, 5.34) for φ and χ become

−g00∂0Pφ = 2g0k∂kPφ + gik∂i∂kφ− V ′(φ) , (5.44)

−g00∂0Pχ = 2g0k∂kPχ + gik∂i∂kχ . (5.45)

To specify initial data, we choose the initial time slice to have constant mean

curvature, K = −3H0. The full metric gµν can be decomposed as

ds2 = −α2dτ 2 + γij(β
idτ + dxi)(βjdτ + dxj) , (5.46)

where α, βi are the lapse function and the shift vector, and γij is the spatial metric

on the constant time slice. We can freely choose the lapse and the shift to be α = 1

and βi = 0 initially, then the spatial metric γij and its time derivative ∂0γij = −2Kij

must satisfy the Hamiltonian and momentum constraints,

(3)R +K2 −KijKij = φ̇2 +DiφDiφ+ 2V − χ̇2 −DiχDiχ , (5.47)

DiK
i
j −DjK = −φ̇ Djφ+ χ̇Djχ . (5.48)

Here (3)R and Kij are the intrinsic and extrinsic curvature; ˙ denotes the derivative

along the normal vector to the time slice, and Di is the covariant derivative associated

with γij. Once the above constraints are satisfied by the initial data, they will hold

at all times as a result of the harmonic coordinate condition [103].

The constraint equations (5.47, 5.48) can be solved by using the York method [149,

60]. Specifically, we choose the spatial metric to be conformally flat, and decompose

the extrinsic curvature into the trace (i.e. mean curvature) and the traceless parts,

γij ≡ Ψ4δij , (5.49)
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Kij ≡ 1
3
Kγij + Ψ−2Aij . (5.50)

Define further the variables Qφ and Qχ by

Qφ ≡ Ψ6φ̇ , (5.51)

Qχ ≡ Ψ6χ̇ . (5.52)

The Hamiltonian and momentum constraints then become

∂i∂iΨ = −1
8

(
AijAij +Qφ

2 −Qχ
2
)
Ψ−7 + 1

12
(K2 − 3V )Ψ5 − 1

8

(
∂iφ ∂iφ− ∂iχ∂iχ

)
Ψ ,

(5.53)

∂iAij = −Qφ∂jφ+Qχ∂jχ , (5.54)

where the indices in these equations are raised and lowered with the flat metric δij.

For simplicity, we restrict our computation to the case with inhomogeneity only

along one spatial dimension (x) with periodic boundary conditions. Then Eq. (5.54)

is solved by the following ansatz,

Qφ(x) = φ̇0 + f0 cos(mx) , (5.55)

φ(x) = φ0 + f1 cos(mx) , (5.56)

Qχ(x) = χ̇0 + f2 cos(mx) , (5.57)

χ(x) = χ0 + f3 cos(mx) , (5.58)
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and the particular solution

Aij(x) =


A11(x) 0 0

0 λA11(x) 0

0 0 −(1 + λ)A11(x)

 , (5.59)

where f0, f1, f2, f3, and λ are parameters to choose, and

A11(x) = −φ̇0f1 cos(mx)− 1
4
f0f1 cos(2mx) + χ̇0f3 cos(mx) + 1

4
f2f3 cos(2mx) . (5.60)

These expressions are then put into Eq. (5.53) to solve for Ψ(x), using a relaxation

method. The results are substituted into the expressions for γij and its time derivative

Pij; the remaining components g0µ are given by the lapse and the shift, and P0µ are

solved from the constraint (5.38).

Thus our initial data are specified as follows:

g00(0, x) = −1 , (5.61)

g0i(0, x) = gi0(0, x) = 0 , (5.62)

gij(0, x) = Ψ(x)4δij , (5.63)

P00(0, x) = 2K , (5.64)

P0i(0, x) = Pi0(0, x) = −2Ψ(x)−1∂iΨ(x) , (5.65)

Pij(0, x) = −2
3
KΨ(x)4δij − 2Ψ(x)−2Aij(x) , (5.66)

φ(0, x) = φ(x) , (5.67)

Pφ(0, x) = Ψ(x)−6Qφ(x) , (5.68)

χ(0, x) = χ(x) , (5.69)

Pχ(0, x) = Ψ(x)−6Qχ(x) . (5.70)
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The parameters φ0, φ̇0, χ0, χ̇0 in (5.55 - 5.60) and K = −3H0 are chosen to match

the background values given in (5.6 - 5.8), whereas the parameters f0, f1, f2, f3, and

λ will be set to incorporate different amounts of inhomogeneity in the initial data. In

the limit of small inhomogeneities, our choice of initial data represents a single Fourier

mode with comoving wavenumber k = m (see Section 5.1). Notice however the terms

with double wavenumber k = 2m in Eq. (5.60), which represent small nonlinearities

that are second order in fi.

The ansatz (5.55 - 5.60) can also be generalized to include multiple modes. As an

illustration, the ansatz for two Fourier modes k = m1 and m2 is given by

Qφ(x) = φ̇0 + f0 cos(m1x+ d1) + g0 cos(m2x+ d2) , (5.71)

φ(x) = φ0 + f1 cos(m1x+ d1) + g1 cos(m2x+ d2) , (5.72)

Qχ(x) = χ̇0 + f2 cos(m1x+ d1) + g2 cos(m2x+ d2) , (5.73)

χ(x) = χ0 + f3 cos(m1x+ d1) + g3 cos(m2x+ d2) , (5.74)

and

A11(x) =−
(
φ̇0f1 − χ̇0f3

)
cos(m1x+ d1)− 1

4

(
f0f1 − f2f3

)
cos(2m1x+ 2d1)

−
(
φ̇0g1 − χ̇0g3

)
cos(m2x+ d2)− 1

4

(
g0g1 − g2g3

)
cos(2m2x+ 2d2)

− (f0g1m2 + f1g0m1)− (f2g3m2 + f3g2m1)

2(m1 +m2)
cos
(
(m1 +m2)x+ (d1 + d2)

)
− (f0g1m2 − f1g0m1)− (f2g3m2 − f3g2m1)

2(m2 −m1)
cos
(
(m2 −m1)x+ (d2 − d1)

)
.

(5.75)

The parameters f0, f1, f2, f3 specify the Fourier mode k = m1 as before, whereas the

new parameters g0, g1, g2, g3 are chosen to specify the second mode with k = m2.

Notice the appearance of mixed modes with k = m2 ±m1 in (5.75); their amplitude
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is quadratically suppressed initially, just like the double wavenumber modes with

k = 2m1 and 2m2.

In our numerical computation, starting from the initial values (5.61 - 5.70),

Eqs. (5.40 - 5.45) are evolved until one of the grid points first reaches future infinity.

This is possible because the physical time τ = +∞ is compactified to a finite

harmonic time t; indeed, for a homogeneous expansion with a ∼ τ 2/3(1+w) and

w < 1, the integral t =
∫
a−3dτ converges at τ = +∞. The dynamical equations

are evolved by using the iterated Crank-Nicholson method, with spatial derivatives

evaluated by using standard second-order-accurate centered finite difference. The

numerical convergence is tested by repeating the computation at successively higher

resolutions and computing the left hand side of the constraint equation (5.38); the

numerical residues vanish quadratically with the resolution, confirming second order

convergence. The results presented below are computed at a baseline resolution with

128 grid points, and a CFL factor of 0.5. Typical errors of the numerical solutions

calculated from convergence studies are less than ∼ 0.1%.

To observe the nonsingular bounce, we calculate the volume expansion θ at every

spatial point, which represents three times the local Hubble expansion rate. The

expansion θ satisfies the generalized Friedmann equation (3.26),

(1
3
θ)2 = 1

3

(
Eφ + Eχ − 1

2
(3)R + σ2

)
, (5.76)

where Eφ and Eχ are the energy density of the scalar fields,

Eφ = 1
2

(
φ̇2 +DiφDiφ

)
+ V (φ) , (5.77)

Eχ = −1
2

(
χ̇2 +DiχDiχ

)
, (5.78)
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(3)R is the spatial curvature, and σ2 measures the amount of anisotropy,

σ2 ≡ 1
2
σijσij = 1

2

(
Kij − 1

3
Kδij

)(
Kij − 1

3
Kδij

)
. (5.79)

The terms in Eq. (5.76) are used to compare the amount of curvature and anisotropy

with the energy density of the scalar fields.

As an example, consider the case with parameters

m = 0.01, λ = −0.3.

f0 = −0.003, f1 = 0.001, (5.80)

f2 = 0.002, f3 = −0.005.

The numerical result for the local expansion rate θ at select times is plotted in Fig. 5.3.

The nonsingular bounce happens when the expansion θ crosses zero from below. Note

that, due to inhomogeneities, the bounce happens at different times for different

spatial points. In this example the inhomogeneities are relatively small, and the

universe undergoes a smooth nonsingular bounce as expected. Fig. 5.4 shows the

ratio of Eφ to |Eχ|, |12
(3)R| to |Eχ|, and σ2 to |Eχ|, as defined in Eq. (5.76). It can

be seen that the magnitude of curvature and anisotropy remain small compared to

the energy density of the scalar fields. Note that the ratio between σ2 and |Eχ|

stays constant over time, just like in the homogeneous case where they have the same

equation of state w = 1. The ratio between Eφ and |Eχ| shows that the χ field energy

density starts small and becomes substantial near the bounce, as in the homogeneous

case shown in Fig. 5.2.

For large inhomogeneities, consider an example with different parameters

f0 = −0.03, f1 = 0.01,

f2 = 0.018, f3 = −0.05. (5.81)
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Figure 5.3: Local expansion θ as a function of the coordinate x at select times,
computed with parameters in (5.80). The nonsingular bounce is achieved at a spatial
point when the expansion θ crosses zero from below.
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Figure 5.4: |Eφ/Eχ| (black continuous), |1
2
(3)R/Eχ| (red dashed), and |σ2/Eχ| (blue

dotted) as a function of the coordinate x at select times, computed with parameters
in (5.80). In this example, curvature and anisotropy are negligible compared to the
energy density of the scalar fields.
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Figure 5.5: Local expansion θ as a function of the coordinate x at select times,
computed with parameters in (5.81). The nonsingular bounce does not occur in the
shaded region.
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Figure 5.6: |Eφ/Eχ| (black continuous), |1
2
(3)R/Eχ| (red dashed), and |σ2/Eχ| (blue

dotted) as a function of the coordinate x at select times, computed with parameters
in (5.81). In this example, |σ2/Eχ| > 1 in the shaded region, preventing a nonsingular
bounce.
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As shown in Fig. 5.5, the expansion θ remains negative in the middle range of the

coordinate x, indicating that this part of the universe keeps contracting and never

bounces. The reason is that in this region the negative energy density of the χ field,

which is supposed to induce the bounce, is overtaken by the amount of anisotropy.

As shown in Fig. 5.6, the ratio of σ2 to |Eχ| is greater than 1 in the shaded region.

Since anisotropy grows at the same rate as the χ field energy density, the χ field

will never catch up again to induce the bounce. Hence this part of the universe will

collapse into a singularity, in contrast to the rest of the places that will pass through

a nonsingular bounce.

This example presents a new scenario of nonsingular bouncing cosmology, in which

the nonsingular bounce does not occur everywhere in the universe, but only in sep-

arate regions that are relatively homogeneous and isotropic. The different future of

separate regions is caused by large inhomogeneities that can only be calculated by

a nonperturbative approach such as the one presented here. Indeed, in perturbative

analysis of nonsingular bounces, the bouncing process is described by a background

solution that takes place everywhere in the universe.

To have a criterion for whether certain part of the universe would undergo a

nonsingular bounce, consider the ratio between the amount of anisotropy and the

energy density of the χ field. Since this ratio remains constant during the cosmic

evolution in our model, it is possible to determine whether certain region of the

universe would undergo a nonsingular bounce just by analyzing the initial data. In

particular, regions where this ratio is initially less than 1 would eventually reach a

nonsingular bounce, whereas regions with a ratio greater than 1 would not make it.

This criterion also helps to estimate the size of inhomogeneity and nonlinearity

during the bounce. For a ratio of σ2 to |Eχ| less than but close to 1, the substantial

amount of anisotropy would largely affect the bouncing process. A marginal case is
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Figure 5.7: Local expansion θ as a function of the coordinate x at select times,
computed with parameters in (5.82). The middle region bounces at a much later
time compared to the other regions, causing large inhomogeneity and nonlinearity.
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Figure 5.8: |Eφ/Eχ| (black continuous), |1
2
(3)R/Eχ| (red dashed), and |σ2/Eχ| (blue

dotted) as a function of the coordinate x at select times, computed with parameters
in (5.82). In this marginal case, the relative amount of anisotropy reaches as high as
10−2, causing significant nonlinearity.
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given by the parameters

f0 = −0.01, f1 = 0.003,

f2 = 0.007, f3 = −0.015. (5.82)

Fig. 5.7 shows the local expansion θ at select times, and Fig. 5.8 shows the ratios be-

tween Eφ, |1
2
(3)R|, σ2 and |Eχ|. In this example, the ratio σ2/|Eχ| reaches a maximum

of ∼ 10−2 near the middle of the x range. Accordingly, the bouncing process in this

region is much delayed relative to the other regions, making the universe highly inho-

mogeneous in space. The large amount of anisotropy also implies that perturbative

analysis would not be accurate, since in linear perturbation theory anisotropy is a

second order effect that must be negligible. Therefore in this case we also expect sig-

nificant nonlinear effects in the evolution of adiabatic perturbations, to be discussed

in Section 5.3.

Our computation shows that the presence of large inhomogeneities before the

bouncing phase results in nonlinear growth of curvature and anisotropy that can

disrupt the nonsingular bounce. On the other hand, sufficiently small perturbations

can pass through the nonsingular bounce without affecting it. Nevertheless, these

adiabatic modes may suffer from strong coupling during the bouncing phase that

can alter the power spectrum and induce large non-Gaussianity. We will study the

evolution of such small adiabatic perturbations in the next section.

5.3 Nonlinearity and strong coupling

To calculate the amplitude of the adiabatic perturbations, we use the covariant formal-

ism presented in Section 3.3. Recall that the covariant and nonlinear generalization

of the curvature perturbation is the integrated expansion N , which can be solved

from Eq. (3.106). As stated before, the value of N depends on the time slicing and
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its normal vector nµ. In harmonic coordinates, the normal vector to the harmonic

time slicing is simply given by

n(h)
µ =

(
− 1/

√
−g00, 0, 0, 0

)
. (5.83)

This vector will be used in Eq. (3.106) to compute N (h) in the harmonic gauge. The

initial value is set to be N (h)(0, x) = 2 log Ψ(x), so that gij(0, x) = e2N (0,x)δij by

Eq. (5.63).

Ideally, we would also like to calculate the integrated expansion N (φ) on the con-

stant φ hypersurface, which is the generalization of the curvature perturbation −Rφ

in the comoving φ gauge. N (φ) should be calculated by using n
(φ)
µ = ∂µφ/

√
−(∂φ)2,

which is the normal vector to the constant φ hypersurfaces. However, the comoving

φ gauge is not well-defined in the bouncing phase when there is inhomogeneity. Near

the bounce the φ field switches from decreasing to increasing, causing ∂0φ to vanish

at certain point along the worldline. As a result, the normal vector n
(φ)
µ stops being

timelike near that point, and the constant φ hypersurface fails to be a spatial slic-

ing. (The same problem happens in other commonly used gauges as well, including

the uniform density gauge, constant mean curvature gauge, and uniform integrated

expansion gauge.) Therefore we cannot calculate N (φ) directly in the numerical com-

putation.

In the following, we compute N (h) in the harmonic gauge (from here on we omit

the superscript (h)). Our purpose is to check whether its evolution becomes nonlinear,

in which case the adiabatic perturbation would no longer remain scale invariant after

the bounce. Otherwise, if nonlinearity remains small during the bouncing phase, then

the curvature perturbation can be reliably calculated by linear perturbation theory.
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To quantify the size of nonlinearity, we decompose N into various Fourier modes

at each time step,

N (τ, x) = N (0)(τ) +N (1)(τ) cos(mx) +N (2)(τ) cos(2mx) + · · · . (5.84)

The zeroth mode gives the homogeneous part of N , which corresponds to the back-

ground solution N . The first Fourier mode N (1) with k = m corresponds to the linear

perturbation given in Eq. (3.110), which can be compared to the curvature pertur-

bation −ψ(h) in the harmonic gauge. The second Fourier mode N (2) can only arise

from nonlinearities in either the initial data or the evolution equations. For small

perturbations, quadratic terms would be the dominant nonlinear contribution in a

perturbative expansion. Therefore, the amplitude of N (2) with double wavenumber

k = 2m represents the leading order nonlinearity in the curvature perturbation.

Consider the previous example with parameters given in (5.82). The first few

Fourier modes of the integrated expansionN are plotted as a function of the harmonic

time t in Fig. 5.9. It can be seen from the figure that nonlinearity is relatively large

in this example. In particular, the amplitude of N (2) is initially suppressed with

respect to N (1) by 2 orders of magnitude, but their difference quickly decreases to

less than 1 order of magnitude, indicating that nonlinearity is no longer negligible.

Similar behavior can also be observed for higher Fourier modes. Fig. 5.10 gives a

direct comparison between the amplitude of N (1) and N (2), showing that the latter

rapidly grows in the bouncing phase.

In addition, Fig. 5.11 shows the homogeneous part of N , which is compared to the

background solution N = ln a from Section 5.1. The substantial amount of anisotropy

present in this example clearly changes the bouncing process of the universe. Fig. 5.12

shows the amplitude of the first Fourier mode N (1), as compared to the linear har-

monic curvature perturbation −ψ(h) calculated in Section 5.1. Also shown in this
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Figure 5.9: Amplitude of the first few Fourier modes of the integrated expansion N ,
computed with parameters in (5.82): |N (0)| (black thick), |N (1)| (red dashed), |N (2)|
(yellow dash-dotted), |N (3)| (green dotted), |N (4)| (blue thin). In this example, the
amplitude of the higher Fourier modes, especially N (2), is separated by less than 1
order of magnitude from the linear mode N (1), indicating that nonlinearity becomes
significant during the bouncing phase.
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Figure 5.10: Comparison of the Fourier modes N (1) (red dashed) and N (2) (yellow
dash-dotted). The amplitude of N (2) becomes substantial during the bounce as com-
pared to N (1).

97



0 30 60 90 120
t

2.0

1.5

1.0

0.5

0.0

N (0)

Figure 5.11: The homogeneous part of the integrated expansion, N (0) (continuous),
as compared to the background solution N (dashed). The bouncing process in the
inhomogeneous case deviates from the background solution due to the substantial
amount of anisotropy.
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Figure 5.12: The first Fourier mode of the integrated expansion, N (1) (dashed), as
compared to the curvature perturbation −ψh (dotted) and lapse perturbation 1
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(continuous) calculated by linear perturbation theory. The clear disagreements indi-
cate the inaccuracy of linear perturbative calculations due to the substantial amount
of inhomogeneity and anisotropy.
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figure is 1
3
A(h), where A(h) is the lapse perturbation in the linear harmonic gauge,

which should agree with N (1) at linear order due to the particular gauge condition

(5.10). The disagreement between those curves indicates that calculations by linear

perturbation theory is far from accurate in this case, as a result of the substantial

amount of inhomogeneity and anisotropy. Note that for both perturbative and non-

perturbative calculations presented in this and other figures, the numerical error is

much smaller than the width of the curves, so the disagreements here represent real

deviations.

On the other hand, for sufficiently small perturbations, anisotropy is negligible

compared to the energy density of the scalar fields φ and χ. In that case, the presence

of nonlinearity would be an indicator for the strong coupling problem. Specifically, if

the perturbations become strongly coupled, then nonlinear terms in their equations of

motion are no longer negligible. Such terms would result in higher order perturbations

in the solution, which would show as higher Fourier modes such as N (2). We will

check the amplitude of those higher Fourier modes and assess the validity of linear

perturbation theory.

Consider very small perturbations with parameters

m = 0.01, λ = −0.3,

f0 = −0.00003, f1 = 0.00001, (5.85)

f2 = 0.00002, f3 = −0.00005.

The first few Fourier modes of the integrated expansion N are shown in Fig. 5.13.

It can be seen that the higher order Fourier modes are successively suppressed by

many orders of magnitude, suggesting that nonlinearity is negligible. Note that the

common increase of their amplitude near the end is an artifact of the harmonic slicing

– as noted in Section 5.2, the future infinity in physical time is compactified to a finite
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Figure 5.13: Amplitude of the first few Fourier modes of the integrated expansion N ,
computed with parameters in (5.85): |N (0)| (black thick), |N (1)| (red dashed), |N (2)|
(yellow dash-dotted), |N (3)| (green dotted), |N (4)| (blue thin). In this example, the
amplitude of higher Fourier modes are clearly suppressed with respect to the linear
mode, indicating that nonlinearity is negligible.
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Figure 5.14: Comparison of the Fourier modes N (1) (red dashed) and N (2) (yellow
dash-dotted). The amplitude of N (2) stays negligible as compared to N (1).

harmonic time, which appears to amplify the inhomogeneities. Fig. 5.14 compares

the amplitude of the second Fourier mode N (2) to the first Fourier mode N (1). The

fact that N (2) remains small compared to N (1) throughout the bounce implies that

nonlinearity is truly insignificant in this example.
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Figure 5.15: The homogeneous part of the integrated expansion, N (0) (continuous),
as compared to the background solution N (dashed). The perfect agreement shows
that the background solution is a good approximation.
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Figure 5.16: The first Fourier mode of the integrated expansion, N (1) (dashed), as
compared to the curvature perturbation −ψh (dotted) and lapse perturbation 1

3
Ah

(continuous) calculated by linear perturbation theory. All three curves agree, showing
that linear perturbation theory works as a good approximation.
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For this same example, the value of N (0) is shown separately in Fig. 5.15, which

agrees perfectly with the background solution N = ln a from Section 5.1. The am-

plitude of N (1) is shown in Fig. 5.16, together with the linear harmonic curvature

perturbation −ψ(h) calculated in Section 5.1. The small discrepancy between N (1)

and −ψ(h) is due to the gradient term in Eq. (3.110). A better agreement is shown

betweenN (1) and 1
3
A(h), which illustrates that linear perturbation theory gives a quite

accurate result for the curvature perturbation.

We have shown that, for small perturbations, the evolution of a single Fourier

mode does not suffer from nonlinearity during the bounce. It suggests that each

mode evolves independently, and the total curvature perturbation is a superposition

of different modes. In particular, there should be no mixing between various modes.

We verify this statement by studying the evolution of multiple modes, using the ansatz

(5.71 - 5.75). Similar to the above analysis where we follow the amplitude of double

wavenumber modes to check for nonlinearity, below we focus on the amplitude of the

mixed modes to address the validity of superposition.

As an example, consider the parameters in (5.85) plus

m1 = 0.01. m2 = 0.03.

g0 = 0.00002, g1 = −0.00001, (5.86)

g2 = −0.00002, g3 = 0.00001,

Here, since m1 = m as in (5.85) and m2 = 3m, the mixed modes would have wavenum-

bers k = 2m and 4m. Following Eq. (5.84), we decompose the integrated expansion

N into Fourier modes with wavenumbers equal to multiples of m. Fig. 5.17 shows

the amplitude of the first few modes during the bounce. The principal modes with

k = m and 3m have comparable amplitudes, as set by the initial values, whereas the
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Figure 5.17: Amplitude of the first few Fourier modes of the integrated expansion N ,
computed with parameters in (5.86): |N (0)| (black thick), |N (1)| (red dashed), |N (2)|
(yellow dash-dotted), |N (3)| (green dotted), |N (4)| (blue thin). In this example, the
amplitude of the two input modes N (1) and N (3) are comparable to each other,
whereas the mixed modes N (2) and N (4) are suppressed, indicating that mode mixing
is negligible.

mixed modes with k = 2m and 4m are clearly suppressed. This verifies that there is

little mixing between different modes, consistent with the absence of nonlinearity.

Moreover, we compare the evolution of each principal mode in cases with and

without the presence of the other. In Fig. 5.18, the k = m mode in the current

example is compared to the result in the previous example where it is the only mode

in the input. Alternatively, the k = 3m mode in the current example is compared

to the case with gi’s given by (5.86) but fi’s set to zero. In both comparisons the

amplitude from single and double mode computations agree perfectly, confirming that

different modes evolve independently regardless of one another.

Let us comment on the apparent contradiction with the expectation of the strong

coupling problem. The strong coupling argument states that, in the effective action

for the curvature perturbation derived from a perturbative expansion of the Einstein

action, the cubic Lagrangian becomes comparable in size to the quadratic Lagrangian

when the parameter ε ≡ −Ḣ/H2 is large [16]. Such strong coupling can arise either at
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Figure 5.18: k = m mode in the two-mode computation (red dashed) and the single-
mode computation (red continuous), k = 3m mode in the two-mode computation
(green dotted) and the single-mode computation (green continuous). The agreement
of two-mode and single-mode computations in each case shows that different Fourier
modes evolve independently.

the classical or the quantum level, depending on whether the modes have exited the

horizon. For superhorizon modes that evolve classically, strong coupling implies that

the linearized equations given by the quadratic Lagrangian would receive corrections

from quadratic terms given by the cubic Lagrangian; these quadratic terms become

comparable to the linear terms when ε is large, causing the evolution to become

nonlinear. In that case, solving the linearized equations would not give the correct

result for the curvature perturbation, hence linear perturbation theory would fail.

In particular, near a nonsingular bounce, ε diverges as H → 0, implying that the

quadratic terms become singular.

To disprove this argument, we first note that the full equations of motion (5.33,

5.34) and (5.36) remain regular during the bounce. Therefore a perturbative ex-

pansion in a well-defined gauge would not introduce singular terms. In fact, the

anticipated singular terms would only arise in the cubic Lagrangian that is obtained

by first eliminating the lapse and shift variables through the Hamiltonian and mo-

mentum constraints [110, 129, 31]. In the same way, one may choose to eliminate the
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lapse and shift variables in the equations of motion. For example, the momentum

constraint (5.15) allows one to replace the lapse A with (−ψ′ + 1
2
φ′δφ − 1

2
χ′δχ)/H,

incurring a factor 1/H that is singular at H = 0. However, the classical equations of

motion would ensure that (−ψ′ + 1
2
φ′δφ− 1

2
χ′δχ) and H vanish proportionally so as

to keep the lapse A finite at the bounce. Hence the quadratic terms in the equations

of motion involving ψ′ after the substitution would remain small at the bounce, de-

spite the singular coefficient. This explains why at the classical level the nonlinearity

is small even though the cubic Lagrangian exhibits strong coupling. Note that the

situation is different at the quantum level where the perturbations can fluctuate inde-

pendently of the fixed background H. In this study we will not consider the quantum

strong coupling as we focus on the classical evolution of adiabatic perturbations.

5.4 Power spectrum

Next we would like to study the power spectrum of the adiabatic modes, given by the

dependence of their amplitude on the wavenumber k. Instead of the perturbations

in the harmonic gauge, we shall calculate the comoving curvature perturbation R

which becomes nearly constant on superhorizon scales in the expansion phase and

determines the power spectrum of primordial fluctuations. With two scalar fields,

the comoving curvature perturbation R at linear order is defined as in Eq. (3.138),

R ≡ ψ +Hφ
′δφ− χ′δχ
φ′2 − χ′2

,

where φ′ and χ′ are given by the background solution. This quantity R does not have

a covariant generalization. However, shortly before and after the bounce, since χ′ is

negligible compared to φ′, the value of R can be well approximated by the curvature

perturbation Rφ in the comoving φ gauge, given by Eq. (3.60). Therefore we can use

Rφ to study the power spectrum of the adiabatic perturbations.
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The covariant generalization of Rφ is the integrated expansion N (φ) on the con-

stant φ slices. As discussed in Section 5.3, N (φ) cannot be calculated directly in the

numerical computation. Nevertheless, since for small amplitudes the linear pertur-

bation theory is shown to work throughout the bounce, we will adopt the definition

from there and use Eq. (3.60) to reconstruct Rφ. At linear order,

Rφ = −N (1) +
Ṅ (0)

φ̇(0)
φ(1), (5.87)

where the quantities on the right hand side are calculated in the harmonic gauge, and

the superscript (k) denotes the kth Fourier mode in an expansion like (5.84).

To calculate the power spectrum, the initial values for the perturbations are no

longer chosen arbitrarily. Instead, the adiabatic perturbations that arise from quan-

tum fluctuations deep inside the horizon in the early contraction phase are deter-

mined by the Bunch-Davies vacuum state. Recall that during the contraction phase

the universe is dominated by the φ field following the scaling solution (2.24) with a

matter-like equation of state w = 0. For such background evolution, the scalar field

perturbations in the flat gauge are given in Section 3.4.2. In particular, for w = 0

and hence a ∼ (−η)2, Eq. (3.137) gives

δφψ ∼
1

3
√

2
k3/2 − i

8
√

2
k−3/2(−η)−3 , (5.88)

and the same for δχψ, where η is the conformal time given by dt = a dη.

Switching to the harmonic time τ , using the relation dτ = dη/a2 and hence

(τ − τ−∞) ∼ (−η)−3, we can write

δφψ = −iC1(k)(τ − τ−∞) + C2(k), (5.89)
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where τ−∞ corresponds to the time when η → −∞. The constants C1, C2 scale as

C1(k) ∼ k−3/2, C2(k) ∼ k3/2, (5.90)

and their relative size is fixed by Eq. (5.88),

C2

C1

=
8

3
(−kη)3(τ − τ−∞) =

8

3

∣∣∣ k
aH

∣∣∣3(−2

3H

)
. (5.91)

For superhorizon modes with k � aH, the C1 term in Eq. (5.89) dominates and

gives rise to a scale invariant power spectrum, whereas the C2 term is constant and

subdominant. The value for C1 should be normalized such that the final amplitude

of the adiabatic perturbation matches the observed power spectrum of the primordial

fluctuations (see Eq. (3.132)). For now, we take

C1(k) ∼ 3.5× 10−5

(kL)3/2
, (5.92)

and bear in mind that it should be rescaled to the proper value in the end.

Thus, for our simulation that starts in the late contraction phase, the initial values

for the scalar field perturbations in the flat gauge are

δφψ(0) = δχψ(0) = −iC1(k)
( −2

3H0

)
+ C2(k) , (5.93)

δφ′ψ(0) = δχ′ψ(0) = −iC1(k) . (5.94)

Then the initial values for δφ, δφ′, δχ, and δχ′ in the harmonic gauge are obtained

through a linear transformation

δφψ(0) = δφ(0) +
φ′0
H0

ψ(0) , (5.95)
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δφ′ψ(0) = δφ′(0)−
(
a60V0φ

′
0 − ca60V0H0

H2
0

)
ψ(0) +

φ′0
2H0

(
φ′0δφ(0)− χ′0δχ(0)

)
, (5.96)

δχψ(0) = δχ(0) +
χ′0
H0

ψ(0) , (5.97)

δχ′ψ(0) = δχ′(0)−
(
a60V0χ

′
0

H2
0

)
ψ(0) +

χ′0
2H0

(
φ′0δφ(0)− χ′0δχ(0)

)
, (5.98)

where ψ(0) is given in terms of δφ′(0), δχ′(0), and δφ(0) by Eq. (5.32).

To account for the two modes C1 and C2, we use the ansatz (5.71 - 5.75) with the

same wavenumber m1 = m2 = m, but different phases d1 = −π
2

(corresponding to

the factor −i) and d2 = 0. The C2 mode corresponds to the amplitude of cos(mx)

in a Fourier expansion as before, whereas the C1 mode corresponds to the amplitude

of sin(mx). The parameters f0 - f3 are inferred from the C1 term in δφ(0), δφ′(0),

δχ(0), and δχ′(0) by using Eqs. (5.29, 5.30) and (5.31) in Section 5.1, and similarly

for g0 - g3 from the C2 term. Note that the last term in Eq. (5.75) vanishes because

the Bunch-Davies initial values ensure that the coefficient f0g1 − f1g0 − f2g3 + f3g2

equals 0 identically.

As an example, we calculate the growing (C1) mode and the constant (C2) mode

for m = 0.01. The comoving curvature perturbation Rφ for each mode is extracted

from the integrated expansion N and the scalar field φ according to Eq. (5.87). Their

amplitudes are shown in Fig. 5.19 as a function of the number of e-folds N , which is

shifted such that the bounce occurs at N = 0, and the sign is chosen so that N is

negative before and positive after the bounce. Note that the spikes near the bounce

are due to the moment when φ̇(0) = 0 in Eq. (5.87), which again shows that N (φ)

cannot be evolved directly through the bounce.

The result shows that the growing mode in the contraction phase becomes a

constant quickly after the bounce, and remains dominant in the expansion phase.

Meanwhile the constant mode in the contraction phase also contributes to the constant

mode in the expansion phase, but is negligible compared to the contribution from
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Figure 5.19: Amplitude of the growing mode (green continuous) and the constant
mode (red dotted) with Bunch-Davies initial values for m = 0.01. The growing mode
gives the dominant contribution to the amplitude after the bounce.

the growing mode. This matching condition implies that the power spectrum of

primordial fluctuations in the expansion phase is primarily determined by the growing

mode in the contraction phase, in agreement with [48, 4]. Note that the perturbation

amplitude grows even after horizon crossing because the matter-like contraction phase

is not an attractor. In addition, the asymmetry of the evolution before and after the

bounce is due to the entropic perturbations between the two scalar fields. Such

entropic perturbations source the adiabatic perturbations near the bounce when the

χ field is significant. After the bounce, the χ field energy quickly diminishes, and the

adiabatic perturbation approaches a constant.

To check the scale invariance of the power spectrum, we analyze the dependence

of the perturbation amplitude on the wavenumber k. In the matter-like contraction

phase after horizon crossing, the growing mode (C1) has the correct k-dependence,

C1 ∼ k−3/2. To maintain the scale invariance into the expansion phase, modes with

different wavenumbers must have the same factor of amplification during the bounce.

Otherwise, a slight change in the scale dependence would induce a small tilt or running

in the power spectrum.
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Figure 5.20: Amplitude of the comoving curvature perturbation Rφ for wavenumbers
m1 = 0.01 (green continuous) and m2 = 0.03 (blue dashed). Their relative amplitude,
given by the vertical distance, stays approximately the same after the bounce, showing
that the scale dependence of the evolution of the perturbation amplitudes during the
bounce is weak.

As a case study, we calculate the comoving curvature perturbation Rφ for

wavenumbers k = m and 3m, where m = 0.01. Since the amplitude is dominated by

the growing mode for each k, in the ansatz (5.71 - 5.75) we include only the C1 term

for each of the two wavenumbers m1 = 0.01 and m2 = 0.03, with d1 = d2 = −π
2
.

Fig. 5.20 shows their amplitude on a logarithmic scale; their relative amplitude, given

by the vertical distance between the curves, stays approximately the same before and

after the bounce. This suggests that the amplification factor for the perturbation

amplitude depends very weakly on the wavenumber k, hence the power spectrum

remains nearly scale invariant after the bounce. Fig. 5.21 shows the ratio between

the amplitude of the two modes. The slight increase of this ratio after the bounce

indicates a slightly larger amplitude at long wavelengths, hence a red tilt. However,

as shown below, the amount of tilt turns out to be negligible on observable scales.

In order to quantify the deviation from scale invariance, we calculate the amplitude

of the comoving curvature perturbation for a number of k modes ranging over ∼ 10 e-

folds. Since their evolution is well in the linear regime, we simply use the perturbative
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Figure 5.21: The ratio between the amplitude of the Fourier modes with k = m and
k = 3m. The increase of the ratio after the bounce implies a small red tilt.
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Figure 5.22: The power spectrum of the comoving curvature perturbationRφ after the
bounce. The change in the amplitude over ∼ 10 e-folds of wavenumbers is as small
as 10−3, and becomes negligible for even smaller k that corresponds to observable
modes.

calculation presented in Section 5.1. The power spectrum is given by Eq. (3.132),

∆2
R ∼ k3|R|2, as shown in Fig. 5.22. The amplitude has been rescaled to match

the observed value ∆2
R ≈ 2.4 × 10−9 in the limit k → 0. The absolute value of the

numbers on the log k axis represents the number of e-folds after the mode exits the

horizon and before the bouncing phase. The deviation of the power spectrum from
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a straight line indicates that there is a running of the spectral index on top of a tilt.

However, the change in the amplitude is as small as ∼ 10−3 over ∼ 10 e-folds that are

shown in the figure. Such changes become negligible for even smaller k, especially the

modes with | log k| ∼ 50 - 60 that are measured in the CMB. Therefore, in practice,

there is no observable spectral tilt or running.

The conservation of the power spectrum across the bounce can be understood from

the smooth evolution of the long wavelength modes through the bounce. If the long

wavelength modes stay outside the “horizon” during the bounce, then their dynamics

barely depends on their wavenumbers. Here the “horizon” scale is not simply 1/aH,

which becomes infinite at a nonsingular bounce. Instead, it should represent the

length scale at which the spatial gradient terms in the equations of motion become

negligible compared to the time derivatives. A good estimate may come from the

evolution equation for linear perturbations, e.g. Eq. (3.135) in Section 3.4.2, in which

k2 should be compared to a′′/a = a2(Ḣ + 2H2). This last quantity does not vanish

near the bounce since Ḣ is positive during the bouncing phase. It can be checked

that the modes k we considered in our computations are indeed much smaller than

a(Ḣ + 2H2)1/2 throughout the bounce.

5.5 Discussions

We have obtained the first nonperturbative calculation of a nonsingular bounce. Our

computation is based on a bouncing model with one canonical scalar field that drives

a matter-like contraction phase and another ghost field that induces a nonsingular

bounce. We have shown that large inhomogeneity and anisotropy would disrupt the

bounce, as predicted by our perturbative analysis in Chapter 4. Such nonlinear ef-

fects become substantial when the amount of anisotropy is close to or larger than the

ghost field energy density that is responsible for inducing the bounce. For smaller
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perturbations the anisotropy remains subdominant and does not affect the nonsingu-

lar bounce. In that case, nonlinearities are insignificant during the bounce and the

strong coupling problem does not occur for superhorizon modes, indicating that the

nonsingular bounce does not cause large non-Gaussianity. We have further analyzed

the scale dependence of the amplitude of the adiabatic perturbations and showed that,

given scale invariant amplitudes generated in the matter-like contraction phase, the

power spectrum remains scale invariant in the expansion phase without observable

deviations.

A new picture that emerges from our study is that the nonsingular bounce could

happen in separate parts of the universe. Specifically, regions of the universe that

are overwhelmed by inhomogeneity and anisotropy would collapse into singularities,

whereas regions with relatively smooth and isotropic conditions would pass through a

nonsingular bounce. This gives a completely different global picture of a nonsingular

bouncing universe from what has been expected by linear perturbative analysis. The

new scenario resembles the “phoenix universe” model [99] in which a contracting

universe collapses in certain regions and bounces in the others, except that here the

bounce is nonsingular. Since the inhomogeneous regions of the universe terminate in

singularities, the volume of the universe would be dominated by the desirable regions

that pass through the bounce and expand. One can further imagine that the local

amplitude of the primordial fluctuations within an expanding region that bounced

successfully would evolve indifferently to the existence of collapsed regions that are

way beyond the horizon. Since the evolution of different regions of the universe can

be followed through the bounce by directly solving classical equations of motion, it

may be possible to find a definite probability measure for various observables over all

bounced regions.

There are some drawbacks in the specific model considered in this paper, espe-

cially that the matter-like contraction is not an attractor solution. Consequently, a
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sufficiently long period of matter-like contraction phase requires fine-tuning of initial

values for the background solution. Moreover, classical inhomogeneity and anisotropy

grow faster than the background energy density with a matter-like equation of state,

so it requires further fine-tuning to suppress inhomogeneities during the contraction

phase. Besides, although the matter-like contraction phase can create scale invariant

adiabatic perturbations, the dominant mode of these perturbations that carries the

scale invariant power spectrum is not conserved even on superhorizon scales; hence

the amplitude of the adiabatic perturbations in the expansion phase is different from

that at the horizon crossing.

These problems can be avoided if the contraction phase is ekpyrotic instead of

matter-like. Yet the ghost field model used here can only support a nonsingular

bounce with a non-ekpyrotic contraction phase; otherwise, as discussed in Section 4.1,

the energy density of the ghost field would be diluted away before it can induce a

bounce. To resolve the above problems, we will need a modification to the bouncing

mechanism that can endure an ekpyrotic contraction phase as well as produce a

nonsingular bounce.
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Chapter 6

An Ekpyrotic Nonsingular Bounce

Based on the results of Chapters 4 and 5, we would like to construct a nonsingu-

lar bounce that is stable and does not require fine-tuning. Such conditions can be

achieved if the contraction phase is ekpyrotic and the bouncing phase suppresses the

growth of curvature and anisotropy. In light of the problems found in Chapter 4

with a single scalar field driving both phases, here we will use separate scalar fields

to drive the ekpyrotic phase and induce the bounce. Unlike in Chapter 5 where the

“bounce field” χ has w = 1 that forces the contraction to be non-ekpyrotic, here we

will have a bounce field ϕ that is ekpyrotic itself, with w > 1, so that its energy

density is not diluted away during the ekpyrotic contraction. To violate the NEC and

induce a nonsingular bounce, this field must satisfy ρ+ p = ρ(1 + w) < 0. Therefore

it needs to have a negative energy density, ρ < 0; it must also have a noncanonical

Lagrangian P (X,ϕ) to satisfy ρ+p ∝ P,X < 0. To make the equation of motion well-

defined and free of gradient instability, we require that the speed of sound satisfies

c2s = P,X/ρ,X > 0. Hence the bounce field must have ρ,X < 0, that is, it has to be a

ghost field, like in Chapter 5.

Our plan is as follows: The universe first undergoes an ekpyrotic contraction phase

driven by a canonical scalar field φ. During the ekpyrotic contraction, the ghost field
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ϕ tracks the equation of state of the canonical field, so that the ratio of their energy

densities remains constant, whereas any amount of curvature and anisotropy would

be suppressed exponentially. The ekpyrotic phase ends when the potential energy

of the canonical field vanishes and converts to kinetic energy, reducing the equation

of state to w = 1. Meanwhile, the ghost field stops tracking the canonical field and

maintains an equation of state w > 1. Therefore its negative energy density grows

faster than that of the canonical field, and eventually catches up with the latter to

cause a nonsingular bounce. Because the equation of state of the ghost field remains

greater than 1 throughout the bouncing phase, curvature and anisotropy continue to

be highly suppressed. Note that the overall equation of state of the universe, given by

3
2
(1 + w) ≡ −Ḣ/H2, necessarily becomes w < −1 when Ḣ > 0 during the bouncing

phase, so curvature and anisotropy do grow relative to the total energy density which

decreases to zero at the bounce; but they are always suppressed relative to the energy

density of each scalar field, hence are never significant during the entire evolution.

6.1 Ekpyrotic tracker

The first step in the above setup is to have the ghost field track the equation of state

of the canonical field during an ekpyrotic contraction. The ekpyrotic phase is driven

as before by a canonical scalar field φ described in Section 2.2; the energy density

and pressure of the φ field are

ρφ = 1
2
φ̇2 + V (φ) , pφ = 1

2
φ̇2 − V (φ) , (6.1)

and the potential V (φ) can be written as (see Fig. 2.1) [132]

V (φ) = V0 e
−c φ exp

{
− 1

g0
e−γφ

}
, (6.2)
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which vanishes as φ → −∞. For the ghost field ϕ, we consider a noncanonical

Lagrangian,

L[ϕ] = K(ϕ)P̃ (X) , X ≡ −1
2
(∂ϕ)2 , (6.3)

where the functions K(ϕ) and P̃ (X) will be specified below. The energy density and

pressure of the ϕ field are given by

ρϕ = K(ϕ)ρ̃(X) ≡ K(ϕ)
(
2XP̃,X − P̃

)
, pϕ = K(ϕ)P̃ (X) . (6.4)

Hence the equation of state and the speed of sound are given by

wϕ =
P̃

ρ̃
=

P̃

2XP̃,X − P̃
, (6.5)

c2s =
P̃,X
ρ̃,X

=
P̃,X

2XP̃,XX + P̃,X
. (6.6)

For the ghost field to be ekpyrotic and free of gradient instability, the function P̃ (X)

should be such that wϕ > 1 and c2s > 0; requiring ρϕ < 0 also imposes ρ̃ < 0 and

P̃ < 0, if we assume K(ϕ) > 0 without loss of generality. The Friedmann equations

are given by

H2 = 1
3

(
ρφ + ρϕ

)
, (6.7)

Ḣ = −1
2
φ̇2 −K(ϕ)XP,X , (6.8)

Let r be the ratio between the energy density of the ϕ and φ fields,

r ≡ ρϕ
ρφ

. (6.9)

The value of r lies within 0 > r ≥ −1 since ρφ > 0 and ρϕ < 0, and the total energy

density ρφ + ρϕ should be non-negative, vanishing only at the bounce.
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During the ekpyrotic phase, the potential is approximately V (φ) = V0e
−c φ with

V0 < 0, and the equation of state of the φ field evolves according to [147]

dwφ
dN

= (1− wφ)
√

3(1 + wφ)

(√
3(1 + wφ)− c√

1 + r

)
, (6.10)

where we use N ≡ log(a0/a) as the time variable, dN = −H dt. By using the stress-

energy conservation (2.5) for each scalar field, one derives an equation for the energy

ratio r,

dr

dN
= 3(wϕ − wφ)r . (6.11)

Then, for the ghost field ϕ, the equation of motion is, similar to (4.4),

d logX

dN
= 6c2s

(
1 +

1

3(1 + wϕ)

K,ϕ

K

√
2X

H2

)
. (6.12)

By Eq. (6.7), H2 = 1
3
K(ϕ)ρ̃(1 + 1/r), so the last term in the above equation can be

expressed in terms of X and r only, provided that K(ϕ) ∝ ϕ−2 [8]. Without loss of

generality, we choose the function

K(ϕ) =
1

ϕ2
. (6.13)

Then Eq. (6.12) becomes

d logX

dN
= −6c2s

(
1− 2

3(wϕ + 1)

√
6X

−ρ̃

√
−r

1 + r

)
. (6.14)

An ekpyrotic “tracker” solution is such that both φ and ϕ fields have the same

constant equation of state, wφ = wϕ > 1, and the ratio r of their energy densities

remains constant, according to Eq. (6.11). By Eq. (6.10), wφ is constant if it takes

the value (cf. Eq. (2.25))

wφ =
c2

3(1 + r)
− 1 . (6.15)
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In order for wϕ to take the same constant value, Eq. (6.14) requires X to be given by

6X

ρ̃
=

9(wϕ + 1)2(1 + r)

4r
. (6.16)

The tracker solution is stable only if it is also an attractor [7, 8]. Consider small

deviations from the tracker solution. Perturbing Eqs. (6.10, 6.11, 6.14) and using the

equilibrium conditions (6.15, 6.16), one obtains

dδwφ
dN

=
3

2
(1− w)δwφ +

3(1− w2)

2(1 + r)
δr , (6.17)

dδr

dN
=

3(1 + w)(c2s − w)r

2c2s(1 + r)2
δ logX − 3r

(1 + r)2
δwφ , (6.18)

d δ logX

dN
=

3

2
(1− w) δ logX − 3c2s

r(1 + r)
δr . (6.19)

Here w is the common value of wφ and wϕ at the equilibrium. The three eigenvalues

to the above linear system are given by

λ1 = λ2 + λ3 =
3

2
(1− w) ,

λ2λ3 =
9

2
(1 + w)

[
(c2s − w)− r

1 + r
(c2s − 1)

]
.

For the tracker solution to be stable against small perturbations, we require all eigen-

values to be negative, obtaining the condition

c2s + r

1 + r
> w > 1 . (6.20)

Note that for 0 > r ≥ −1, this condition always implies superluminality, c2s > 1. In

the following, we will use a stronger condition,

c2s > w > 1 , (6.21)
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which is sufficient for (6.20) regardless of the value of r.

6.2 Nonsingular bounce

The ekpyrotic phase ends when the φ field passes the bottom of the potential V (φ)

and quickly becomes kinetic energy dominated, with an equation of state wφ → 1.

Since the ϕ field tracks the equation of state of the φ field, wϕ starts to decrease as

well. But the function P̃ (X) can be arranged such that wϕ is always greater than 1.

In that case, the negative energy density of the ϕ field would increase faster than the

φ field, and eventually bring the total energy density to zero, creating a nonsingular

bounce.

The “ghost tracker” field can be realized by constructing a function P̃ (X) that

satisfies the condition (6.21), i.e.

P̃,X

2XP̃,XX + P̃,X
>

P̃

2XP̃,X − P̃
> 1 , P̃ , P̃,X < 0 . (6.22)

Define the variables

f ≡ log(−P̃ ) , y ≡ logX , (6.23)

then Eqs. (6.5, 6.6) become

wϕ =
1

2f ′(y)− 1
, c2s =

1
2
f ′(y)

f ′′(y) + f ′(y)2 − 1
2
f ′(y)

. (6.24)

The inequalities in (6.21), or (6.22), simplify to

1
2
< f ′(y) < 1 , (6.25)

−f ′(y)2 + 1
2
f ′(y) < f ′′(y) < 0 . (6.26)
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As an example, let

f(y) = b1 log
((

1 + ey
)b2/b1 − 1

)
≈

 b2y , y � 1 ,

b1y , y � −1 ,
(6.27)

where the constants b1, b2 satisfy 1
2
≤ b2 < b1 ≤ 1. Accordingly, the function P̃ (X) is

given by

P̃ (X) = −
(

(1 +X)b2/b1 − 1
)b1

. (6.28)

As X varies from 0 to +∞, wϕ increases monotonically from w1 = 1/(2b1 − 1)

to w2 = 1/(2b2 − 1). It can be checked that the condition (6.26) is satisfied for

parameters in the range 1 < w1 < w2 . 130.

Given the functions K(ϕ) from (6.13) and P̃ (X) from (6.28), we can solve the

equations of motion,

φ′′ −
(

3− H ′

H

)
φ′ +

V,φ
H2

= 0 , (6.29)

ϕ′′ −
(

3c2s −
H ′

H

)
ϕ′ − 2c2s

(1 + wϕ)

ϕ′2

ϕ
= 0 , (6.30)

H ′ − 1

2
Hφ′

2 − XP̃,X
Hϕ2

= 0 , (6.31)

where the prime denotes d
dN

, and wϕ, c2s are given by (6.5, 6.6) in terms ofX = 1
2
H2ϕ′2.

Note that, compared to Eq. (6.10) which is valid only for V (φ) ∼ e−c φ during the

ekpyrotic phase, here in Eq. (6.29) the potential V (φ) is given by the full function (6.2)

that is bounded from below, as shown in Fig. 2.1. Eqs. (6.29 - 6.31) are supplemented

by a constraint equation coming from (6.7),

3H2 =
1

2
H2φ′

2
+ V (φ) +

1

ϕ2
ρ̃(X). (6.32)
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Figure 6.1: The equation of state w for the φ field (solid) and the ϕ field (dashed).
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Figure 6.2: The ratio between the energy density of the ϕ field and the φ field.
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Figure 6.3: − log(−H) as a function of N .
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Fig. 6.1 - 6.3 show an example obtained by numerically solving the equations (6.29

- 6.31) with w1 = 3 and w2 = 100. The equation of state w for the φ and ϕ fields

are shown in Fig. 6.1; the ratio r of their energy densities is shown in Fig. 6.2. It

can be seen that wφ and wϕ start from different values, then quickly converge to the

same constant value during the ekpyrotic phase, proving that the tracker solution is

an attractor. Note that since a contracts slowly in the ekpyrotic phase, the number

N = log(a0/a) does not change very much; however, the Hubble parameter H changes

over a large number of e-folds, as shown in Fig. 6.3. In this figure, the curve rises

steeply near the bounce because − log(−H) → ∞ as H → 0−. The bounce occurs

when the ratio r reaches −1, as shown in Fig. 6.2.

6.3 Entropic perturbations

As discussed in Chapter 4, the adiabatic perturbations produced in an ekpyrotic con-

traction phase do not carry a scale-invariant power spectrum. On the other hand,

for a matter-like contraction as in Chapter 5, although the adiabatic perturbations

are nearly scale-invariant, the amplitude is not conserved outside the horizon. In the

current ekpyrotic nonsingular bouncing model with two scalar fields, there is yet an-

other way of generating scale-invariant perturbations that are conserved – converting

entropic perturbations into adiabatic perturbations after horizon crossing [88, 98, 26].

The adiabatic and entropic perturbations can be defined through a decomposition

of the scalar field perturbations δφ and δϕ,

δσ ≡ cos θ δφ+ sin θ δϕ , (6.33)

δs ≡ − sin θ δφ+ cos θ δϕ , (6.34)
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where θ is the angle of the trajectory given by tan θ ≡ P,Xϕ̇/φ̇ (as a generalization

of the definition in [59]). It is known that during the ekpyrotic contraction phase,

the scalar field perturbations δφ and δϕ would acquire a nearly scale-invariant power

spectrum [97]; so do both δσ and δs. But the adiabatic perturbation δσ and the

entropic perturbation δs source the curvature perturbation R differently [59, 93],

through the equation

Ṙ =
H

Ḣ

c2sk
2

a2
Ψ− (1 + c2s)H

θ̇

σ̇
δs . (6.35)

The first term represents the adiabatic contribution that is the same as in the single-

field case (cf. Eq. (3.74)), resulting in a blue spectrum due to the factor k2; the

second term represents the entropic contribution that remains scale-invariant. The

entropic perturbation is converted into the curvature perturbation whenever the tra-

jectory bends and θ̇ is nonzero. After the conversion the curvature perturbation R

is dominated by the scale-invariant entropic contribution and remains constant on

superhorizon scales.

6.4 Discussions

We have presented an ekpyrotic nonsingular bouncing model that can suppress the

growth of curvature and anisotropy during the entire contraction phase, as well as

produce nearly scale-invariant curvature perturbations. Several problems with the

bouncing models studied in Chapters 4 and 5 are resolved here by using the tracker

solution for maintaining an ekpyrotic equation of state and the entropic mechanism

for generating scale-invariant curvature perturbations. From our previous results, we

expect the power spectrum of the curvature perturbation on superhorizon scales to

be conserved across the bounce. Since there is no gradient instability in the model,

the results can be verified by numerical computations.
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The remaining problem with this model is the ghost instability, which we ignored

in our analysis by considering only the classical evolution of superhorizon modes,

as argued in Chapter 5. Another new issue is the requirement of superluminality, as

found in Section 6.1. Nevertheless, a superluminal speed of sound does not necessarily

violate the causal structure of spacetime [24, 44, 11]. Despite these issues, the ghost

tracker model works as an effective description of a successful nonsingular bounce.
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Chapter 7

Conclusion

7.1 Summary

In this thesis we developed the theory of bouncing cosmology in which the universe

undergoes a preceding contraction phase and transitions into the current expansion

phase through a big bounce. This scenario stands as the alternative to the big bang

theory in which the universe begins with an initial singularity and continues to expand

ever since. Compared to the big bang theory, the primordial fluctuations that seed

structure formation in the bouncing cosmology are produced in the contraction phase

before the bounce. This approach is meant to avoid the problems created by the

inflation process that has trouble producing consistent primordial fluctuations in the

expansion phase.

In particular, we studied the nonsingular bounce scenario in which the transition

from contraction to expansion occurs at a finite size of the universe, without reaching

a classical singularity. We considered several implementations of such a nonsingular

bounce and analyzed two major aspects: the stability against the growth of curvature

and anisotropy, and the conservation of the power spectrum of primordial fluctuations.
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In the ghost condensation model studied in Chapter 4, the bounce is induced

by the same scalar field that drives an ekpyrotic contraction phase beforehand. We

showed that, in this setup, there is an inevitable large gap between the energy scales

of the ekpyrotic phase and the ghost condensation, which leads to unstable growth

of curvature and anisotropy that spoils the power spectrum and disrupts the bounce

altogether.

To resolve the conflict between the contraction phase and the bouncing phase, we

studied an alternative model in which the nonsingular bounce is induced by a sep-

arate scalar field with negative kinetic energy. As a result, the growth of curvature

and anisotropy in the bouncing phase is limited, but the contraction phase has to be

non-ekpyrotic and requires fine-tuning. We used numerical methods to compute the

classical evolution of adiabatic perturbations in this model, and showed that suffi-

ciently small perturbations can pass through the bounce without altering the power

spectrum. However, the amplitude of the adiabatic perturbations is not conserved

even on superhorizon scales.

Inspired by the successes and problems of the above models, we proposed an

ekpyrotic nonsingular bouncing model that combines the desirable features and over-

comes the major difficulties. This new model includes an ekpyrotic contraction phase

and a stable bouncing phase, during which curvature and anisotropy are both highly

suppressed; nearly scale-invariant primordial fluctuations are produced during the

contraction phase, and stay constant outside the horizon during the bounce. This

model gives a good example of a nonsingular bounce that meets our expectations.

7.2 Outlook

In some of our models we used a ghost field as an effective mechanism for violating the

NEC to create a nonsingular bounce. To have a UV-complete theory, the quantum
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instability associated with the ghost field has to be stabilized. There may be other

bouncing mechanisms that are free of both ghost and gradient instability, perhaps by

using more general effective field theories such as a Galileon field [116, 124, 40, 27].

It will be interesting to check if our results continue to hold in the more general case.

A nonsingular bounce can also be thought of as an effective description of a singu-

lar bounce. Indeed, a singular bounce can be regularized provided that the bouncing

solution satisfies certain analyticity conditions [17, 145]. We conjecture that, under

such conditions, the outcome of a singular bounce may be captured by a nonsingular

regularization of the bouncing process. Hence our results would have implications on

bouncing cosmology in general.

Our results suggest that the bouncing cosmology is a plausible scenario for the

early Universe. We have accounted for the observed homogeneity, flatness, and

isotropy on large scales, as well as the nearly scale-invariant primordial fluctuations.

To further test the model, it remains to study predictions for the other aspects of the

universe, such as more detailed statistical properties of the primordial fluctuations

including non-Gaussianity, polarization, and tensor modes. The careful exploration

of the bouncing cosmology has merely started and deserves further consideration.
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Appendix A

Scale-invariant Single-field Models

In this Appendix we present a general scheme to describe single-field cosmological

models by a set of flow parameters [144]. Any single-field model can be represented

by a point or a trajectory in the flow parameter space. The requirement of a scale-

invariant power spectrum constrains the dynamics of the flow parameters and deter-

mines particular classes of trajectories. We show that all existing models correspond

to nearly constant values of the flow parameters. By looking for fixed points in the

parameter space, we find four types of models that generalize inflation, adiabatic

ekpyrosis, apex, and tachyacoustic models respectively. Furthermore, we analyze the

flow lines near the fixed points in different cross-sections of the parameter space to

find new cosmological models that can produce scale-invariant perturbations equally

well.

Our approach is very different from the conventional way of starting from a partic-

ular scalar field Lagrangian and studing its cosmological solutions. In that approach,

generally speaking, only solutions in a limited region of field phase space would yield

scale-invariant perturbations, corresponding to a particular type of mechanism rep-

resented by some part of the flow parameter space. In our approach, however, by

tracing the flow lines in the whole parameter space, we obtain all possible cosmic
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evolutions that can create a scale-invariant power spectrum. Each and every flow

line leads to scale-invariant perturbations, but different trajectories may correspond

to very different scalar field models. This approach effectively avoids the limitations

of particular scalar field models.

A.1 Flow parameters

Consider a single scalar degree of freedom evolving on a flat FLRW background.

Generalizing the derivation in Section 3.4 to allow a noncanonical speed of sound cs,

the power spectrum of curvature perturbations can be studied by using the Mukhanov

variable v ≡ qR, where q2 ≡ a2ε/cs [81, 16]. As before, the Fourier mode vk should

satisfy the equation of motion

vk
′′ +

(
k2 − q′′

q

)
vk = 0, (A.1)

where ′ denotes the derivative with respect to the “sound horizon time” y, related to

the physical time t by dy = (cs/a)dt. In comparison to the comoving length scale

1/k, |q′′/q|−1/2 represents the freeze-out horizon scale.

Consider the background evolution of the universe given by a power-law q ∝ yn,

then q′′/q = n(n − 1)/y2, and the horizon size is roughly ∼ |y|. The time variable y

runs from −∞ to 0, so that the Fourier modes arise from deep inside the horizon and

later exit the horizon. As in Section 3.4, the solution to eq. (A.1) that matches the

Bunch-Davies vacuum state in the asymptotic past is given by

vk(y) =

√
πy

4
H(1)
ν (−ky), (A.2)
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where ν = |n− 1
2
|. After horizon crossing when k(−y)� 1, the curvature perturbation

Rk = vk/
√

2q becomes

Rk = C1k
−ν(−y)

1
2
−n−ν + C2k

ν(−y)
1
2
−n+ν +O(k2+ν), (A.3)

where C1, C2 are dimensionless Taylor coefficients. Note that for n < 1
2
, the leading

term in eq. (A.3) is time independent while the second and higher terms are decaying

at late times, henceRk approaches constant values on large scales outside the horizon.

But for n > 1
2
, however, the leading term keeps growing even after crossing the

horizon, indicating that the homogeneous background is unstable.

The power spectrum of the curvature perturbation R should be evaluated at

horizon crossing or when the super-horizon modes stop growing [81]. In either cases,

the spectral tilt is given by the leading term in (A.3),

ns − 1 = 3− 2ν = 3− |2n− 1|. (A.4)

For the power spectrum to be scale-invariant, one needs n = −1 or 2. The latter case

with n > 1
2

is subject to unstable growths of curvature perturbation on large scales;

hence we focus on the former case with n = −1.

In general, the relation q ∝ (−y)n can be written as

n =
d log q

d log(−y)
. (A.5)

Define the following flow parameters in a similar way,

p ≡ d log a

d log(−y)
=
aHy

cs
, (A.6)

s̃ ≡ d log cs
d log(−y)

, (A.7)
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r ≡ d log |aH|
d log(−y)

=
d log |p|
d log(−y)

+ s̃− 1. (A.8)

The parameter p measures the expansion or contraction rate of the universe. Since

y goes from −∞ to 0, p < 0 corresponds to an expanding universe, whereas p > 0

corresponds to a contracting universe. The parameter s̃measures the time dependence

of the speed of sound cs. cs = 1 corresponds to s̃ = 0; for s̃ < 0 the speed of sound

cs increases with time, whereas for s̃ > 0 it decreases with time. Note that the

more commonly defined parameter s ≡ ċs/Hcs can be expressed as s = s̃/p. The

parameter r measures how the comoving Hubble horizon 1/|aH| scale with the freeze-

out horizon
√
|q/q′′| ∼ (−y). When ε or cs varies with time, these two horizon scales

do not coincide. Note that p also measures the ratio between the freeze-out horizon

(−y) and the “comoving sound horizon” |cs/aH|.

In terms of these flow parameters, the parameter ε = 3
2
(1 + w) is given by

ε ≡ −Ḣ
H2

=
p− r
p

. (A.9)

Here the NEC is assumed, which implies ε ≥ 0. To compute n, define the parameter

η̃ ≡ d log ε

d log(−y)
=

1

p− r

[
r(r − s̃+ 1)− dr

d log(−y)

]
. (A.10)

It is related to the usual slow-roll parameter η ≡ ε̇/Hε by η = η̃/p. With these

parameters, it is straightforward to write n in eq. (A.5) as

n = p+
1

2
(η̃ − s̃). (A.11)

To have a constant n, equations (A.8) and (A.10) imply the following equations,

− dp

d log(−y)
= −p(r − s̃+ 1), (A.12)
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− dr

d log(−y)
= −p(2p− s̃− 2n) + 2pr − r(r + 2n+ 1). (A.13)

On the left hand side, the derivative is with respect to the “log time” − log(−y),

which runs from −∞ to ∞. Given the value of s̃, these two equations determine the

flow in the parameter space (p, r, s̃).

For example, in the case where cs = const, the parameter s̃ vanishes. In the

p r-plane with s̃ = 0, the flow lines according to eqs. (A.12, A.13) for n = −1 are

shown in figure A.1. The shaded region corresponds to ε = (p − r)/p < 0, which

is forbidden by the NEC. There are three fixed points at (p, r) = (−1,−1), (0, 0),

and (0, 1) respectively. The one at (0, 1) behaves as a sink where nearby trajectories

converge. The one at (0, 0) is a saddle point where trajectories approach from both

sides but eventually move away. The other saddle point at (−1,−1) is attached to

a separatrix which, together with the shaded region, divides the plane into three

sectors.

Every flow line in the figure corresponds to a cosmological model that yields scale-

invariant perturbations. The time interval along each flow line measures the number

of scale-invariant modes, since − log(−y) ∼ log k when the modes exit the horizon.

In the bulk of each sector away from the fixed points, the flow lines are qualita-

tively similar to each other. Typically the time dependence of the flow parameters is

very complicated, preventing analytic descriptions of the corresponding cosmological

models.

The more distinctive flow lines are the trajectories near the fixed points. There the

flow velocities given by eqs. (A.12, A.13) approach zero, so the flow parameters stay

near those points for a sustained period. During that period a large number of modes

exit the horizon with a scale-invariant spectrum. The corresponding cosmological

models can be characterized by nearly constant values of the flow parameters, which

allows simple descriptions of the cosmic evolutions. Indeed, the three fixed points
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Figure A.1: Flow lines for n = −1 in the p r-plane with s̃ = 0. The three solid circles
are the fixed points representing inflation (−1,−1), adiabatic ekpyrosis (0, 0), and
apex (0, 1) respectively; the dashed line is a separatrix. Each line segment between
adjacent arrowheads on the flow lines represents 0.1 log time interval, or 0.1 e-fold of
scale-invariant modes.
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in figure A.1 precisely correspond to the three types of scale-invariant cosmological

models with cs = 1. Let us identify each of them.

The fixed point at (−1,−1) corresponds to inflation [62, 104, 3]. On the point

(−1,−1) the parameter ε = 0, which corresponds to the false vacuum inflation where

H = const until the universe tunnels to the true vacuum. In that case aH = 1/(−τ),

where τ is the conformal time that equals the sound horizon time y for cs = 1, hence

p = aHτ = −1 and r = aHτ(1 − ε) = −1. In slow-roll inflation, however, ε is small

but nonzero; the energy of the inflaton field φ is dominated by a nearly flat potential

V (φ). The slow-roll approximation implies φ̇ ≈ −V,φ/3H ≈ (−V,φ/V )
√
V/3, and

ε ≈ 1
2
(
−V,φ
V

)2 � 1 which is assumed to vary only slowly. Therefore

log a =

∫
H dt ≈

∫ √
V

3

dφ

(
−V,φ
V

)
√
V/3

≈
(

V
−V,φ

) ∫
dφ, (A.14)

hence a ≈ e(−V/V,φ)φ and

τ =

∫
dt

a
≈
∫

e(V/V,φ)φ dφ

(
−V,φ
V

)
√
V/3

≈ −e
(V/V,φ)φ√
V/3

+

∫
e(V/V,φ)φ

(−V,φ
2V

) dφ√
V/3

≈ − 1

aH
+ ε τ,

(A.15)

where an integration by parts is performed and the integration constant is chosen to

be zero. Consequently, p = aHτ ≈ −1− ε and r = aHτ(1− ε) ≈ −1 +O(ε2), indeed

close to the fixed point. Inflation ends when the potential becomes steep and the field

speeds up, which lead the flow parameters to move up across the r = 0 (ε = 1) line

and stop producing scale-invariant modes.

The fixed point at (0, 0) corresponds to the adiabatic ekpyrotic model [82, 83].

This model relies on a slow contraction phase with H ≈ H0 + c/t, where H0 < 0

and c � 1. During the period between tbeg ≈ 1/H0 and tend ≈ c/H0, H ≈ H0

but Ḣ ∼ −1/t2, hence ε increases rapidly as ∼ 1/t2. Also within this one Hubble

time a ≈ const, hence the conformal time τ ∼ t. Therefore q2 ∼ ε ∼ 1/τ 2, which
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guarantees a scale-invariant power spectrum. The number of scale-invariant modes

is given by N ≈ log |tbeg/tend| ≈ log(1/c). To see that during this period the flow

parameters stay near the saddle point, note that p = aHτ ≈ H0t, and p−r = aHτε ≈

−tḢ/H ≈ c/H0t. Hence for tbeg � t � tend we find 0 < p � 1 and |r| � 1. Note

that (p− r) corresponds to a growing eigenmode of eqs. (A.12, A.13) near the saddle

point (0, 0); it starts extremely small at tbeg = 1/H0, (p − r)beg ≈ c ∼ e−N � 1,

and becomes (p − r)end ∼ O(1) at tend ≈ c/H0. We have shown that the adiabatic

ekpyrotic mechanism takes place near the point (0, 0) on the p > 0 side. Notably,

this fixed point may also be approached from the p < 0 side, which corresponds to a

slow expansion [79, 77] that produces scale-invariant perturations in a similar way.

Finally, the fixed point at (0, 1) corresponds to the apex model, first discussed

in [79]. In this model the universe slowly transitions from expansion to contraction.

When the universe gradually stops expansion to reach an apex, the scale factor a

slowly comes to a halt, and the Hubble parameter H has to drop from positive to

zero. Therefore, near the apex we may assume that H ≈ Ḣ0t, where the constant

Ḣ0 < 0 and t goes from negative to 0. During the last Hubble time when t >

tbeg = −1/
√
−Ḣ0, the scale factor a ≈ const, hence τ ∼ t. The scale-invariant

perturbations are produced by q2 ∼ ε ≈ −Ḣ0/H
2 ∼ 1/τ 2. The flow parameters are

given by p = aHτ ≈ Ḣ0t
2, and r = aHτ(1− ε) ≈ 1 + Ḣ0t

2. They approach the sink

point (0, 1) asymptotically as t→ 0−. It seems that, as the log time − log(−τ)→∞,

an infinite number of scale-invariant modes would be produced. Nevertheless, before

reaching the point (0, 1) at which ε → ∞, our analysis based on linear perturbation

theory should be expected to break down due to strong coupling [16]. Therefore

the number of scale-invariant modes would be finite. It is also important to have

an asymmetry in the cosmic evolution before and after the apex, so that the scale-

invariant modes are not undone in the subsequent contraction phase.
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We have represented all scale-invariant cosmological models with cs = 1 by the

flow lines on the s̃ = 0 plane in the parameter space. Our diagrammatic representation

provides a clear way of classifying models by the flow lines and searching for simple

analytic solutions near the fixed points. To look for new types of scale-invariant

cosmological models with a time-varying speed of sound, we shall generalize our

analysis to the whole parameter space (p, r, s̃).

A.2 Fixed points

Despite the unknown dynamics of s̃, the fixed points of the flow equations (A.12,

A.13) must satisfy


−p(r − s̃+ 1) = 0,

−p(2p− 2n− s̃) + 2pr − r(r + 2n+ 1) = 0.

(A.16)

For each value of s̃, there are four solutions to these equations, namely (p, r) = (0, 0),

(0,−2n − 1), (s̃ − 1, s̃ − 1), and (s̃/2 + n, s̃ − 1). Each solution draws a fixed point

in the parameter space, which traces out a line as s̃ varies; their positions projected

on the p r-plane are shown in figure A.2 for n = −1. The first three fixed points are

generalizations of the ones in the cs = 1 (s̃ = 0) case to models with time varying

cs (s̃ 6= 0). They will be referred to as the adiabatic ekpyrosis point (0, 0), the

decelerated expansion point (0, 1), and the inflation/deflation point (s̃ − 1, s̃ − 1).

The fourth fixed point (s̃/2 − 1, s̃ − 1) corresponds to the tachyacoustic expansion

scenario [9, 120, 109, 19]. It is degenerate with inflation at s̃ = 0, but otherwise is

a distinct scenario that can generate scale-invariant curvature perturbations in an

expanding universe with a decreasing speed of sound.

Incidentally, cosmological models that correspond to the n = 2 fixed points have

also been considered in the literature. For example, the second fixed point with n = 2

137



- 3 - 2 -1 0 1 2 3

- 3

- 2

-1

0

1

2

3

p

r

Figure A.2: Positions of the four fixed points in scale-invariant models (n = −1),
projected on the p r-plane for different values of s̃: the adiabatic ekpyrosis (solid blue
circle) at (0, 0) for all s̃, the decelerated expansion (red circle) at (0, 1) for all s̃, the
inflation/deflation point (thick orange line) at (s̃ − 1, s̃ − 1), and the tachyacoustic
expansion (dashed green line) at ( s̃

2
− 1, s̃− 1) for 0 < s̃ < 2.

is at (0,−5), which represents the slowly evolving universe described in [121]. The

fourth fixed point with n = 2, located at (s̃/2+2, s̃−1), corresponds to a contracting

universe with a growing speed of sound presented in [81]. The latter scenario includes

the matter dominated contraction model [141, 48, 23] as its s̃ = 0 (constant cs) limit.

The third fixed point stays in the same position (s̃−1, s̃−1) for n = 2; it corresponds

to the “ultra slow-roll” inflation [74, 139, 86, 115, 111] for unit speed of sound cs = 1

(s̃ = 0). Despite their instability against the growth of curvature perturbation on

large scales, these models can be discussed in similar ways to the n = −1 models that

we consider below.

To learn the properties of the fixed points, we shall analyze the flow lines near

those points, as in the s̃ = 0 case. In the more general case, the parameter s̃ may be

nonzero and even time dependent. However, in the larger parameter space (p, r, s̃), the

dynamics of the parameter s̃ is not constrained by the requirement of a scale-invariant

power spectrum that led to eqs. (A.12, A.13). For a practical model such as a scalar

138



field with a particular Lagrangian, the speed of sound cs is determined by the field

configuration. Hence generally there is a relation between the parameters s̃ and p, r.

Here, without being constrained by the underlying model, we will phenomenologically

explore different situations in which s̃ can vary with respect to p and r.

In particular, consider flow lines on a surface s̃(p, r) in the parameter space that

goes through one fixed point. Then near that point a small deviation in s̃ is given by

δs̃ ≈ ∂s̃

∂p
δp+

∂s̃

∂r
δr ≡ α δp+ β δr, (A.17)

where (α, β) is the gradient of the function s̃(p, r) at the fixed point. The flow

equations (A.12, A.13) can be expanded to linear order in δp, δr near that point,

setting n = −1,

− d δp

d log(−y)
= −(−αp+ r − s̃+ 1) δp− (1− β)p δr, (A.18)

− d δr

d log(−y)
= −((4− α)p− 2r − s̃+ 2) δp− (−(2 + β)p+ 2r − 1) δr. (A.19)

The eigenvalues to this linear system are given by

λ1 + λ2 = (2 + α + β)p− 3r + s̃, (A.20)

λ1λ2 = (3α + 4β − 4)p2 + (3s̃+ α + β − 4)p− (2α + 3β)pr + (2r − 1)(r − s̃+ 1).

(A.21)

These eigenvalues determine whether a fixed point is a source, a sink, or a saddle

point.

In the following we analyze each of the four fixed points and derive approximate

solutions of the nearby flow lines. The corresponding types of cosmological models

are described and verified to create scale-invariant curvature perturbations. These

139



models rely on having a manifestly time dependent speed of sound; constraints from

the strong coupling problem and superluminality are discussed in section A.3.

A.2.1 adiabatic ekpyrosis: (p, r) = (0, 0)

This fixed point stays in the same position for any value of s̃. Like in the s̃ = 0 case,

the corresponding cosmological model is either a slow contraction if 0 < p � 1 or a

slow expansion if −1 � p < 0. The eigenvalues from eqs. (A.20) can be explicitly

found to be λ1 = 1, λ2 = s̃ − 1. Because the first eigenvalue is positive, this fixed

point can be either a saddle point or a source of flow depending on the value of the

second eigenvalue. Specifically, it is a saddle point if s̃ < 1, which is qualitatively the

same as in the case s̃ = 0 discussed in section A.1. However, for s̃ > 1 we find a new

situation where this point behaves like a source.

In this new situation with s̃ > 1, the flow lines emerge from the point (0, 0) in

the asymptotic past y → −∞. In that limit, since p, r → 0, both a and H approach

constant values, a ≈ a−∞ and H ≈ H−∞. Take α = β = 0 for simplicity, so that

cs ∼ (−y)s̃. Then in the asymptotic past,

t =

∫
a

cs
dy ∼

∫ y

−∞

a−∞
(−y)s̃

dy ∼ 1

(−y)s̃−1
, (A.22)

which goes from 0 to ∞. That is, the asymptotic past corresponds to finite physical

time t.

To see the cosmic evolution in this situation, it is better to solve the flow equations

and express a and H in terms of t. Near (p, r) = (0, 0), the eigenmodes of eqs. (A.18,

A.19) are given by p ∝ 1/(−y)s̃−1 and r− p ∝ 1/(−y). Using the definitions of p and

r, one finds

log
( a

a−∞

)
∼ 1

(−y)s̃−1
∼ t, (A.23)
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log
( H

H−∞

)
∼ 1

(−y)
∼ t1/(s̃−1). (A.24)

Therefore, in the limit t→ 0,

a ≈ a−∞(1 +H−∞t), (A.25)

H ≈ H−∞

(
1− C(H−∞t)

1/(s̃−1)
)
, (A.26)

cs ∼ (−y)s̃ ∼ t−s̃/(s̃−1), (A.27)

where we assume C ∼ O(1) > 0. For t � 1/|H−∞| it is approximately true that

a ≈ a−∞ and H ≈ H−∞. Under this approximation,

ε ≈ −Ḣ
H2
−∞
≈ C

s̃− 1
(H−∞t)

(2−s̃)/(s̃−1) ∼ (−y)s̃−2, (A.28)

which guarantees the condition q2 ∼ ε/cs ∼ 1/(−y)2 for generating scale-invariant

curvature perturbations.

A particularly interesting example is when s̃ = 2. This corresponds to a cosmolog-

ical model in which H ≈ H−∞−CH2
−∞t. For 0 < t� 1/|H−∞|, it gives a ≈ a−∞ and

ε ≈ C = const. If the speed of sound satisfies cs ∼ 1/t2, then one finds (−y) ∼ 1/t,

hence q2 ∼ 1/cs ∼ 1/(−y)2. That is, the scale invariance of the power spectrum is

achieved by having a uniquely time dependent speed of sound. This model can be

considered as dual to either inflation or adiabatic ekpyrosis in which the 1/(−y)2 de-

pendence of q2 = a2ε/cs comes solely from either a or ε. Like in adiabatic ekpyrosis,

this mechanism works in either a contracting or an expanding universe according to

whether H−∞ is negative or positive.
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A.2.2 decelerated expansion: (p, r) = (0, 1)

This fixed point represents a decelerated cosmic expansion, since near this point p < 0

and ε = (p − r)/p � 1. The eigenvalues from eqs. (A.20) are λ1 = −1, λ2 = s̃ − 2,

which again do not depend on α, β. For s̃ < 2 this fixed point is a sink, the same as

the apex model in the s̃ = 0 case. But for s̃ > 2 it becomes a saddle point, which

gives rise to a new scenario.

In this new scenario with s̃ > 2, the flow lines do not asymptote towards p = 0 but

move away from it instead. Hence the universe does not approach an apex. Indeed,

near the point (0, 1), a ≈ const and H ∼ (−y); but unlike in the apex model where

H → 0 as y → 0−, here the flow line passes by the saddle point while y remains

finite. The unstable eigenmode of eqs. (A.18, A.19) is given by p ∝ −1/(−y)s̃−2,

which implies ε ≈ −1/p ∝ (−y)s̃−2. For s̃ > 2, ε decreases with time rather than

increases.

To see the cosmic evolution in physical time t, assume again α = β = 0 so that

cs ∼ (−y)s̃. Then for a ≈ const one obtains t ∼ 1/(−y)s̃−1 as in eq. (A.22), where

t > 0 and increases. Thus the cosmological model can be described by a decelerated

expansion with

H ∼ t−1/(s̃−1), cs ∼ t−s̃/(s̃−1). (A.29)

We can check that Ḣ ∼ −t−s̃/(s̃−1) and hence ε ∼ t−(s̃−2)/(s̃−1) ∼ (−y)s̃−2, ensuring

q2 ∼ ε/cs ∼ 1/(−y)2. To be consistent, since by eq. (A.29),

log
( a
a0

)
∼ t(s̃−2)/(s̃−1), (A.30)

the approximation a ≈ const holds for sufficiently small t. This approximation breaks

down at finite time before H reaches 0, showing again that it is different from an apex

model.
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There is a marginal case where s̃ = 2 + 2p0 with −1 � p0 < 0. In that case

p ≈ p0 = const, hence a ∼ (−y)p0 . Since cs ∼ (−y)2+2p0 , the physical time t ∼

1/(−y)1+p0 > 0. The cosmic evolution is given by

a ∼ t−p0/(1+p0), H ≈ (−p0)
(1 + p0)t

, cs ∼
1

t2
. (A.31)

This is a slow expansion with constant ε = −(1+p0)/p0 � 1. Therefore q2 ∼ a2/cs ∼

1/(−y)2, which produces scale-invariant curvature perturbations. This model de-

scribes an extremely decelerated expansion with a rapidly decreasing speed of sound,

which is the ε� 1 limit of the tachyacoustic model to be discussed in section A.2.4.

A.2.3 inflation/deflation: (p, r) = (s̃− 1, s̃− 1)

This fixed point describes a de Sitter universe with ε = (p − r)/p = 0. The position

of this fixed point depends on s̃. For s̃ < 1 it lies on the border p = r < 0 in the left

half plane, the same as inflation; but for s̃ > 1 it moves to the right half plane with

p = r > 0 (the case s̃ = 0 coincides with adiabatic ekpyrosis). The eigenvalues from

eqs. (A.20) are λ1 = s̃, λ2 = (α + β − 1)(s̃ − 1). Depending on the value of α + β,

this point can be a saddle, a source, or a sink, as listed in table A.1.

Here we consider the new situation when s̃ > 1 and p = r > 0, which corresponds

to an extremely rapid cosmic contraction, or “deflation”. Specifically, near this fixed

point, p ≈ s̃−1 and r−p ≈ 0, hence a ∼ (−y)s̃−1 and H ≈ const. The eigenmode that

corresponds to the first eigenvalue is (p−r) ∝ 1/(−y)s̃. Therefore ε ≈ (p−r)/(s̃−1) ∼

1/(−y)s̃, which is crucial to ensure q2 = a2ε/cs ∼ 1/(−y)2. Now that ε is rapidly

increasing, it is clear that the flow parameters can only stay near the deflation point

for a finite time.
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For a ∼ (−y)s̃−1 and cs ∼ (−y)s̃, the physical time t is given by

t =

∫
a

cs
dy ∼

∫
(−y)s̃−1

(−y)s̃
dy = − log(−y), (A.32)

i.e. proportional to the number of scale-invariant modes. In physical time t, if H ≈

H0 < 0, then a ∼ eH0t. Comparing that to a ∼ (−y)s̃−1, one finds

t ≈ s̃− 1

H0

log(−y), or (−y) ≈ eH0t/(s̃−1). (A.33)

The crucial part of this model is to have a rapidly growing ε and a rapidly decreasing

cs,

ε ≈ ε0
(−y)s̃

≈ ε0 e
− s̃
s̃−1

H0t, cs ∼ (−y)s̃ ∼ e
s̃
s̃−1

H0t. (A.34)

The de Sitter approximation ε � 1 is valid until tend ≈ (s̃−1)/s̃
(−H0)

log( 1
ε0

). If we assume

that ε0 � 1, then there can be many numbers of Hubble times before tend.

Therefore, this deflation model is described by a rapid cosmic contraction with

H ≈ H0

(
1 + s̃−1

s̃
ε0 e
− s̃
s̃−1

H0t
)
, (A.35)

which satisfies H ≈ H0 for t � tend. The scale invariance of the power spectrum is

achieved by an interplay between

a ∼ eH0t, ε ≈ ε0 e
− s̃
s̃−1

H0t, cs ∼ e
s̃
s̃−1

H0t. (A.36)

So far the dependence of the model on α, β has been neglected as we implicitly

assumed a nearly constant s̃. For α + β > 1 the fixed point is actually a source

where the flow line emerges in the asymptotic past, so the above description works

even better at early times t → −∞. However, for α + β < 1 the fixed point is a

saddle point instead. In that case, when extrapolating backwards in time, the flow
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parameters would deviate from the saddle point at certain time tbeg. This time is

controlled by the second eigenvalue, tbeg ≈ 1
(1−α−β)H0

log( 1
ε0

). The model described

above is valid between tbeg and tend to produce roughly N ∼ log( 1
ε0

) scale-invariant

modes.

Note that eqs. (A.35, A.36) also apply for s̃ < 1 and H0 > 0, in which case they

describe an exponentially expanding universe with a time varying speed of sound,

or “acoustic inflation”. This model is less interesting since inflation with ε � 1

and a constant cs can already produce scale-invariant perturbations. In contrast,

the deflation model relies on having a rapidly decreasing cs as well as a small but

increasing ε.

A.2.4 tachyacoustic expansion: (p, r) = (s̃/2− 1, s̃− 1)

The position of this fixed point also depends on s̃. Moreover, since ε = (p − r)/p =

s̃/(2 − s̃), the null energy condition ε ≥ 0 requires 0 < s̃ < 2 (the cases s̃ = 0, 2

coincide with inflation and apex respectively). Thus in the p r-plane, this fixed point

lies on the line segment r = 2p + 1 for −1 < p < 0, as shown in figure A.2. Since

p < 0 and s̃ > 0, it describes an expanding universe with a decreasing speed of sound.

Here we show that this model precisely corresponds to the tachyacoustic expansion

scenario [9, 120, 109, 19]. Specifically, at the point (p, r) = (s̃/2− 1, s̃− 1) for certain

value of s̃, the model is described by a ∼ (−y)s̃/2−1, H ∼ (−y)s̃/2, and cs ∼ (−y)s̃.

From eq. (A.11) one finds η̃ = 0, consistent with ε = s̃/(2 − s̃) = const. Therefore

q2 ∼ a2/cs ∼ 1/(−y)2, ensuring a scale-invariant power spectrum.

In this model, the physical time t is given by

t =

∫
a

cs
dy ∼

∫
dy

(−y)s̃/2+1
∼ 1

(−y)s̃/2
. (A.37)
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Thus in physical time t, a ∼ t(2−s̃)/s̃, H = (2 − s̃)/(s̃ t), and cs ∼ 1/t2. We can

check that ε = −Ḣ/H2 = s̃/(2 − s̃) as expected. In terms of the parameter s ≡

ċs/Hcs = s̃/p, this relation can be expressed as s = −2ε, which agrees perfectly with

the tachyacoustic scenario [9, 120, 109, 19, 81]. This scenario is emphatically different

from inflation since here ε need not be small at all. In particular, the limit ε � 1

corresponds precisely to the marginal case in section A.2.2.

For flow lines near this fixed point, the eigenvalues in eq. (A.20) become


λ1 + λ2 =

(
α+β
2
− 1
)
s̃− (α + β − 1),

λ1λ2 = 1
2

(
α
2

+ β − 1
)
s̃(2− s̃).

(A.38)

Therefore this point is a saddle point if α
2

+ β < 1, otherwise a source or a sink

depending on whether
(
α+β
2
− 1
)
s̃− (α + β − 1) > 0 or < 0, as listed in table A.1.

fixed adia ekpy decel exp inf / def tachyacoustic

points (0, 0) (0, 1) (s̃− 1, s̃− 1) ( s̃
2
− 1, s̃− 1)

source s̃ > 1 �
0 < s̃ < 1, α + β < 1 α

2
+ β > 1,

s̃ > 1, α + β > 1
(
α+β
2
− 1
)
s̃ > (α + β − 1)

saddle s̃ ≤ 1 s̃ > 2

s̃ ≤ 0, α + β < 1

α
2

+ β < 10 < s̃ < 1, α + β > 1

s̃ > 1, α + β < 1

sink � s̃ ≤ 2 s̃ ≤ 0, α + β > 1
α
2

+ β > 1,(
α+β
2
− 1
)
s̃ < (α + β − 1)

Table A.1: Positions and properties of the fixed points for flow lines on a constrained
surface s̃(p, r) with local gradient (α, β).

A.3 Physical constraints

In the simplistic analysis above, each model can potentially produce a large number

of exactly scale-invariant modes. In practice, some physical constraints should be
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considered that could affect the stability of the models and limit the range of scale-

invariant modes [56, 16].

First of all, the period during which the scale-invariant modes are created should

be stable against the growth of spatial curvature and anisotropy. The effective den-

sities of these two components scale as 1/a2 and 1/a6 respectively [47], whereas the

dominant energy density of the universe scales as 1/a2ε. Therefore an expansion phase

with ε < 1 can efficiently dilute away spatial curvature and anisotropy, leading to a

flat, homogeneous and isotropic universe as observed today. Hence accelerated ex-

pansion models like inflation (with ε� 1) and tachyacoustic expansion (with ε . 1)

can solve the horizon problem as well as provide a scale-invariant power spectrum;

but decelerated expansion models including adiabatic ekpyrotic expansion and apex

(with ε � 1) must be supplemented by additional mechanisms, e.g. an ekpyrotic

contraction phase, to suppress inhomogeneity and anisotropy [77]. Similarly, a slow

contraction phase with ε > 3, such as adiabatic ekpyrosis, can automatically beat

curvature and anisotropy; but a rapid contraction such as deflation (ε � 1) would

require an extra stabilization phase, just like in the matter-like contraction model

[27].

Besides, for models where the comoving Hubble horizon 1/aH does not coincide

with the freeze-out horizon, the scale-invariant modes that have left the freeze-out

horizon must also exit the Hubble horizon before the standard expansion phase. In

models including adiabatic ekpyrosis, decelerated expansion, and deflation, this can

be done by having a subsequent ekpyrotic phase to push the modes outside the Hubble

horizon, such as in [82, 83, 78].

Moreover, since the cosmological models assume classical general relativity,

for consistency the energy density of the universe should remain sub-Planckian,

H2/M2
Pl . 1. To estimate the size of the Hubble parameter when the scale-invariant

modes are generated, taking n = −1 in eq. (A.2) to fix the coefficients in eq. (A.3),
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one finds that the power spectrum is given by

PR ≡
k3

2π2

|vk|2

q2
=

1

8π2M2
Plq

2y2
=

1

8π2M2
Pl

cs
ε a2y2

. (A.39)

From the measured amplitude of the power spectrum, PR ≈ 2.4 × 10−9, the sub-

Planckian energy density criterion can be expressed as

H2

M2
Pl

≈ 8π2

4× 108

ε a2H2y2

cs
≈ p2ε cs

5× 106
. 1. (A.40)

For models with time varying ε and cs, it is also important to avoid strong coupling

in generating scale-invariant perturbations. A simple estimate and often reliable

criterion is that the magnitude of the third order action for R, S3 ∼
∫
O(R3), should

be smaller than the quadratic action S2 (cf. (3.113)) [96, 16]. For a rapidly growing

ε or a rapidly decreasing cs, the dominant contribution to the ratio S3/S2 can be

estimated by the term [78]

S3

S2

∼ R ε2

c2s
. (A.41)

This term results in a non-Gaussianity that peaks at small scales where the obser-

vational bound on fNL ∼ S3/RS2 is weak. Demanding that S3/S2 . 1 when the

scale-invariant modes crosses the horizon, the weak coupling criterion can be written

as

ε2

c2s
.

1

R
∼ 1

5× 10−5
. (A.42)

The above two constraints can quantitatively limit the number of scale-invariant

modes generated in certain types of models. For example, in the tachyacoustic model

with a constant ε ∼ O(1), using p = s̃/2 − 1 = −1/(ε + 1) from section A.2.4,

eq. (A.40) becomes csε/(ε + 1)2 . 5 × 106. Combining that with eq. (A.41), one

obtains

7× 10−3 ε . cs . 5× 106 (ε+ 1)2

ε
. (A.43)

148



Since cs ∼ (−y)s̃ ∼ k−2ε/(ε+1) at horizon crossing, the number of scale-invariant modes

is bounded by [78]

N .
ε+ 1

2ε
log

(
5× 106

7× 10−3

(ε+ 1

ε

)2)
≈ 22. (A.44)

Similarly, in the decelerated expansion model described in section A.2.2, using ε ≈

−1/p, eqs. (A.40) and (A.41) imply 7 × 10−3 . cs/ε . 5 × 106. Since in this model

cs/ε ∼ y2 ∼ 1/k2 at horizon crossing, the number of scale-invariant modes is bound

by N . 1
2

log(5 × 106/7 × 10−3) ≈ 10, just enough to encompass the observed 10

e-folds of primordial density fluctuations. This result is the same as for the apex

model [79].

Finally, models with a time varying cs often run into a superluminal speed of

sound, cs > 1. Such a superluminal speed of sound does not necessarily violate the

causal structure of spacetime [24, 44, 11]. Nevertheless, it is important to understand

how constrained the cosmological models become if cs ≤ 1. It is can be seen from

eq. (A.43) that the tachyacoustic model requires superluminality (hence the name) for

generating a wide range of scale-invariant modes; otherwise this constraint becomes

7 × 10−3 ε . cs ≤ 1, allowing only N . 1
2

log(103/7ε) ≈ 3 e-folds of scale-invariant

modes for ε ∼ O(1). The same bound also applies to the particular adiabatic ekpyrotic

model described in section A.2.1. Similarly, for the decelerated expansion model

discussed above, since ε � 1, one finds 7 × 10−3 . cs/ε � 1, posing an even tighter

bound on N . Hence these models all rely on having a superluminal speed of sound

for generating a sufficient number of scale-invariant modes, in the same spirit as the

tachyacoustic model.

149



Bibliography

[1] P.A.R. Ade et al. Planck 2013 results. XVI. Cosmological parameters.
arXiv:1303.5076, 2013.

[2] Nishant Agarwal, Rachel Bean, Liam McAllister, and Gang Xu. Universality
in D-brane Inflation. JCAP, 1109:002, 2011.

[3] Andreas Albrecht and Paul J. Steinhardt. Cosmology for Grand Unified The-
ories with Radiatively Induced Symmetry Breaking. Phys.Rev.Lett., 48:1220–
1223, 1982.

[4] Laura E. Allen and David Wands. Cosmological perturbations through a simple
bounce. Phys.Rev., D70:063515, 2004.

[5] Alexey Anisimov and Alexander Vikman. Classical stability of the ghost con-
densate. JCAP, 0504:009, 2005.

[6] Nima Arkani-Hamed, Hsin-Chia Cheng, Markus A. Luty, and Shinji Muko-
hyama. Ghost condensation and a consistent infrared modification of gravity.
JHEP, 0405:074, 2004.

[7] C. Armendariz-Picon, Viatcheslav F. Mukhanov, and Paul J. Steinhardt. A
Dynamical solution to the problem of a small cosmological constant and late
time cosmic acceleration. Phys.Rev.Lett., 85:4438–4441, 2000.

[8] C. Armendariz-Picon, Viatcheslav F. Mukhanov, and Paul J. Steinhardt. Es-
sentials of k essence. Phys.Rev., D63:103510, 2001.

[9] Cristian Armendariz-Picon. Near Scale Invariance with Modified Dispersion
Relations. JCAP, 0610:010, 2006.

[10] Abhay Ashtekar and Parampreet Singh. Loop Quantum Cosmology: A Status
Report. Class.Quant.Grav., 28:213001, 2011.

[11] Eugeny Babichev, Viatcheslav Mukhanov, and Alexander Vikman. k-Essence,
superluminal propagation, causality and emergent geometry. JHEP, 0802:101,
2008.

[12] James M. Bardeen. Gauge Invariant Cosmological Perturbations. Phys.Rev.,
D22:1882–1905, 1980.

150



[13] James M. Bardeen, Paul J. Steinhardt, and Michael S. Turner. Spontaneous
Creation of Almost Scale - Free Density Perturbations in an Inflationary Uni-
verse. Phys.Rev., D28:679, 1983.

[14] Itzhak Bars, Shih-Hung Chen, Paul J. Steinhardt, and Neil Turok. Antigravity
and the Big Crunch/Big Bang Transition. Phys.Lett., B715:278–281, 2012.

[15] Daniel Baumann. TASI Lectures on Inflation. arXiv:0907.5424, 2009.

[16] Daniel Baumann, Leonardo Senatore, and Matias Zaldarriaga. Scale-Invariance
and the Strong Coupling Problem. JCAP, 1105:004, 2011.

[17] Edward Belbruno. On the regularizability of the big bang singularity. Celestial
Mechanics and Dynamical Astronomy, 115(1):21–34, 2013.

[18] V.A. Belinsky, I.M. Khalatnikov, and E.M. Lifshitz. Oscillatory approach to a
singular point in the relativistic cosmology. Adv.Phys., 19:525–573, 1970.

[19] Dennis Bessada, William H. Kinney, Dejan Stojkovic, and John Wang. Tachy-
acoustic Cosmology: An Alternative to Inflation. Phys.Rev., D81:043510, 2010.

[20] N.D. Birrell and P.C.W. Davies. Quantum Fields in Curved Space. Cambridge
University Press, 1982.

[21] Martin Bojowald. Quantum Cosmology: Effective Theory. Class.Quant.Grav.,
29:213001, 2012.

[22] Arvind Borde, Alan H. Guth, and Alexander Vilenkin. Inflationary space-times
are incomplete in past directions. Phys.Rev.Lett., 90:151301, 2003.

[23] Robert H. Brandenberger. The Matter Bounce Alternative to Inflationary Cos-
mology. arXiv:1206.4196, 2012.

[24] Jean-Philippe Bruneton. On causality and superluminal behavior in classical
field theories: Applications to k-essence theories and MOND-like theories of
gravity. Phys.Rev., D75:085013, 2007.

[25] Marco Bruni, George F.R. Ellis, and Peter K.S. Dunsby. Gauge invariant per-
turbations in a scalar field dominated universe. Class.Quant.Grav., 9:921–946,
1992.

[26] Evgeny I. Buchbinder, Justin Khoury, and Burt A. Ovrut. New Ekpyrotic
cosmology. Phys.Rev., D76:123503, 2007.

[27] Yi-Fu Cai, Damien A. Easson, and Robert Brandenberger. Towards a Nonsin-
gular Bouncing Cosmology. JCAP, 1208:020, 2012.

[28] Yi-Fu Cai, Taotao Qiu, Robert Brandenberger, Yun-Song Piao, and Xinmin
Zhang. On Perturbations of Quintom Bounce. JCAP, 0803:013, 2008.

151



[29] Yi-Fu Cai, Taotao Qiu, Yun-Song Piao, Mingzhe Li, and Xinmin Zhang. Bounc-
ing universe with quintom matter. JHEP, 0710:071, 2007.

[30] Sean M. Carroll. Spacetime and Geometry: An Introduction to General Rela-
tivity. Addison-Wesley, 2004.

[31] Xingang Chen, Min-xin Huang, Shamit Kachru, and Gary Shiu. Observa-
tional signatures and non-Gaussianities of general single field inflation. JCAP,
0701:002, 2007.

[32] Paolo Creminelli, Markus A. Luty, Alberto Nicolis, and Leonardo Senatore.
Starting the Universe: Stable Violation of the Null Energy Condition and Non-
standard Cosmologies. JHEP, 0612:080, 2006.

[33] Paolo Creminelli, Alberto Nicolis, and Matias Zaldarriaga. Perturbations in
bouncing cosmologies: Dynamical attractor versus scale invariance. Phys.Rev.,
D71:063505, 2005.

[34] Paolo Creminelli and Leonardo Senatore. A Smooth bouncing cosmology with
scale invariant spectrum. JCAP, 0711:010, 2007.

[35] C. Deffayet, Gilles Esposito-Farese, and A. Vikman. Covariant Galileon.
Phys.Rev., D79:084003, 2009.

[36] Cedric Deffayet, Oriol Pujolas, Ignacy Sawicki, and Alexander Vikman. Imper-
fect Dark Energy from Kinetic Gravity Braiding. JCAP, 1010:026, 2010.

[37] Nathalie Deruelle and Viatcheslav F. Mukhanov. On matching conditions for
cosmological perturbations. Phys.Rev., D52:5549–5555, 1995.

[38] S. Dubovsky, T. Gregoire, A. Nicolis, and R. Rattazzi. Null energy condition
and superluminal propagation. JHEP, 0603:025, 2006.

[39] Ruth Durrer and Filippo Vernizzi. Adiabatic perturbations in pre - big bang
models: Matching conditions and scale invariance. Phys.Rev., D66:083503,
2002.

[40] Damien A. Easson, Ignacy Sawicki, and Alexander Vikman. G-Bounce. JCAP,
1111:021, 2011.

[41] A. Einstein and W. de Sitter. On the Relation between the Expansion and the
Mean Density of the Universe. Proc.Nat.Acad.Sci., 18:213–214, 1932.

[42] Albert Einstein. Cosmological Considerations in the General Theory of Rela-
tivity. Sitzungsber.Preuss.Akad.Wiss.Berlin (Math.Phys.), 1917:142–152, 1917.

[43] Albert Einstein. Zum Kosmologischen Problem der allgemeinen Rela-
tivitätstheorie. (German) [On the cosmological problem of the General The-
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