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Objective quality evaluation is a key element for the success of the emerging Voice 

over IP (VoIP) technologies. Although there are extensive economic incentives for the 

convergence of voice, data, and video networks, packet networks such as the Internet 

have inherent incompatibilities with the transport of real time services. Under this 

paradigm, network planners and administrators are interested in ongoing mechanisms to 

measure and ensure the quality of these real time services. 

Objective quality assessment algorithms can be broadly divided into a) intrusive 

(methods that require a reference signal), and b) non intrusive (methods that do not 

require a known reference signal). The latter group, typically requires knowledge of the 

network conditions (level of delay, jitter, packet loss, etc.), and that has been a very 

active area of research in the past decade. The state of the art methods for objective non-

intrusive quality assessment provide high correlations with the subjective tests. 

Although good correlations have been achieved already for objective non-intrusive 

quality assessment, the current large voice transport networks are in a hybrid state, where 

the necessary network parameters cannot easily be observed from the packet traffic 

between nodes. This thesis proposes a new process, the Network Conditions Estimator 

(NCE), which can serve as bridge element to real-world hybrid networks. 



  

Two classifications systems, an artificial neural network and a C4.5 decision tree, 

were developed using speech from a database collected from experiments under 

controlled network conditions. The database was composed of a group of four female 

speakers and three male speakers, who conducted unscripted conversations without 

knowledge about the details of the experiment. Using mel frequency cepstral coefficients 

(MFCCs) as the feature-set, an accuracy of about 70% was achieved in detecting the 

presence of jitter or packet loss on the channel. 

This resulting classifier can be incorporated as an input to the E-Model, in order to 

properly estimate the QoS of a network in real time. Additionally, rather than just 

providing an estimation of subjective quality of service provided, the NCE provides an 

insight into the cause for low performance. 
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CHAPTER 1: Introduction 

 As the tendency towards network convergence increases year after year, Voice 

Over IP (VoIP) has became a critical technology for companies in the telecom sector 

(i.e., cable companies using VoIP to provide telephone service to their subscribers 

through their existing networks) [1]. VoIP is also a very active area of research, due to 

the inherent contradictions between the packet network architecture of the Internet and 

the real time requirements of voice communications [2]. 

 Traditionally, Time Domain Multiplexing (TDM) circuits provided a dedicated link 

between subscribers, making issues such as delay or delay jitter (the variation of delay 

over time) negligible. Packet networks, on the other hand, cannot guarantee the transit 

time of packets, especially under high congestion scenarios. Additionally, the use of 

congestion control algorithms on routers introduces both delay and jitter that are much 

greater than those encountered on TDM circuits. 

 Several algorithms have been developed to deal with the problem of jitter, and are 

referenced in [3] and [4]. Such algorithms involve many non-linear operations, such as 

time scaling of the frames playback, frame interpolation, and prediction from past frames. 

This, in addition to the time varying nature of the channel, makes it very hard to find 

automated approaches to the evaluation of quality for VoIP. This thesis presents a novel 

process, the Networks Condition Estimator, which has the potential of being combined 

with existing algorithms to improve their dependency on certain attributes, such as 

reference signals or network parameters, which may not always be available.  
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1.1 Introduction to VoIP Networks  

 In this section, an overview of the technologies that make VoIP possible is 

included. In particular, the RTP protocol, the standard compression algorithms, and the 

most popular compression algorithms are reviewed in order to provide the necessary 

background to understand the challenges of VoIP. 

 

1.1.1 Traditional TDM Networks  

 For many decades, TDM based Wide Area Networks (WANs) enabled the transport 

of a multitude of user applications. Under a TDM scheme, a circuit is divided into a 

continuous stream of time slots and multiple channels are multiplexed into the circuit. 

These circuits provide reliable and low delay dedicated connections for services such as 

voice, data and video transport. The basic channel bandwidth is 64 Kbits/second, which 

derives from the requirement to transmit a voice call sampled at 8 KHz and quantized 

with 8 bits [5].  

 Circuit switching technologies, such as TDM, provide a temporary dedicated 

connection between two stations, no matter how many switching devices the data are 

routed through. A connection is maintained until broken (when one side hangs up), which 

means bandwidth is reserved regardless of the nature of the information being transmitted 

on the channel (silence, audio, noise, etc).  

 

1.1.2 Voice over Packet Networks  

 In recent years, the tendency towards network convergence has lead to an increased 

interest in the transport of real time services (such as voice or video) over shared packet 
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networks [6]. In Voice over Internet Protocol (VoIP) technologies, voice signals are 

digitized, packetized and then transmitted through a best effort packet network, such as 

the Internet. VoIP has many commercial advantages over TDM networks, as it makes use 

of the massive packet network infrastructure developed for the internet, effectively 

implementing a statistical multiplexing between different services, including voice, data 

and video.  

 Goode in [7] summarized the challenges of transporting voice service over packet 

networks, which arise from the higher delay, delay variation, packet loss, and typically 

high compression algorithms to conserve bandwidth. Typically, Internet applications use 

the TCP/IP protocol suite for their operation, where the IP protocol provides a 

connectionless best effort network communications protocol, and TCP protocol provides 

a reliable transport, which uses acknowledgments and retransmissions to ensure the 

delivery of information. This suite, nonetheless, is not fit for the real time transmission of 

speech, because the acknowledgment and retransmission process results in excessive end-

to-end delay. For this reason, VoIP technologies use the UDP/RTP suite, where UDP 

provides an unreliable connectionless delivery service using IP to transport messages 

between end points. Real Time Transport Protocol (RTP), used in conjunction with UDP, 

provides end-to-end network transport functions for applications transmitting real time 

data, such as audio and video. However, RTP does not reserve resources and does not 

guarantee quality of service [7].  
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1.1.3 Media Transport Protocol (RTP)  

 The Real Time Media Transport Protocol was standardized in 2003 in Request for 

Comments 3550 [8], and is the technical foundation of VoIP. RTP services include:  

• Payload type identification: Indicates the type of content being transported, such as 

audio or video and the codec type  

• Sequence numbering: The Protocol Data Unit (PDU) number of the packet, to keep 

track of the order in which packet must be played out  

• Time stamping: A time stamp, to allow synchronization and jitter calculations  

• Payload: Binary representation of a number of coded audio frames  

 RTP by itself does not provide a mechanism to ensure timely delivery or Quality of 

Service (QoS, defined in ITU T Recommendation E.800 [9] as the ““collective degree of 

service performance””). Also, although the order of the packets is tracked, out of order 

delivery is possible on jittery network connections, as will be explained in later sections. 

The companion protocol RTCP does allow monitoring of a link, but most VoIP 

applications offer continuous stream of RTP/UDP/IP packets, without regard to packet 

loss or delay in reaching the receiver [7].  

 

1.1.4 Codecs  

 The term codec refers to the combination of encoders and decoders used in order to 

reduce the bandwidth requirements over limited capacity channels. At the transmitter, the 

encodec takes an analog voice signal from an input such as a microphone and transforms 

the signal into a digital format that can be appended as the payload of an RTP packet. On 

the receiver, the decoder takes that payload content of the RTP packet and converts it 
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back to an analog signal for play out to the receiving user. Spanias provides a very 

comprehensive overview on the coding technologies in use [10].  

 The objective of speech coding is to obtain representations of the speech signal that 

maximizes perceptual quality but minimizes the number of required bits. The broadest 

division among speech coding algorithms is between waveform quantization and 

parametric quantization, where the first group represents the signal by quantization of the 

time samples, and the second group represents the signal by a binary representation of a 

speech model or spectral parameters [11].  

 The simplest nonparametric coding technique is Pulse Code Modulation (PCM), 

which is simply a quantizer of sampled amplitudes. ITU T Recommendation G.711 [12] 

standardizes the u Law and A Law compression algorithms, used in the United States and 

Europe, respectively. Both algorithms use logarithmic scale quantization and are 

considered both uncompressed and reference for quality comparison with other 

algorithms. Appendixes I (September 1999) and II (February 2000) of ITU T 

recommendation G.711 incorporated Packet Loss Concealment (PLC) and Discontinuous 

Transmission (DTX) mechanisms for the G.711 codec, making it fit for VoIP 

applications [13].  

 Parametric codecs, such as ITU T G.729 [14], typically involve an analysis 

synthesis process. In the analysis stage, speech is represented by a compact set of 

parameters that are encoded efficiently. At the synthesis stage, these parameters are 

decoded, and used in conjunction with a reconstruction algorithm to recreate a speech 

signal. The analysis stage can be open loop or closed loop. In the case of close loop 

analysis, the parameters are extracted by minimizing an objective metric, typically the 
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square of the error between the original signal and the reconstructed speech [10]. Since 

close loop analysis usually involves the reconstructed speech, it is also called analysis by 

synthesis. Figure 1.1 illustrates a typical analysis by synthesis coder, where we can 

observe that the signal X~[n], the reconstructed speech, is recursively compared with the 

original signal X[n], in order to find the correct excitation in a code book that minimizes 

of the perceptual difference.  

 Some of the most commonly used codecs in the industry today are ITU T G.729, 

ITU T G.723.1 [15] and iLBC [16], all of which use Linear Prediction Coefficients (LPC) 

for the representation of the speech signals, and construct the signal using the analysis by 

synthesis process described above. In the particular case of G.729, the autocorrelation 

coefficients are computed on 10 ms windows, and converted to LP coefficients using the 

Levinson Durbin algorithm. The exact equations and algorithms involved in this process 

are available in Chapter 3 of ITU T recommendation G.729E [14]. 

 

Figure 1.1: Analysis by Synthesis Coder  

 The function of the decoder consists then of decoding the transmitted parameters 

(LP parameters, adaptive codebook vector, fixed codebook vector, and gains) and 

performing synthesis to obtain the reconstructed speech, followed by a post processing 

stage, consisting of an adaptive postfilter and a fixed highpass filter [17]. The decoded 
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parameters consist of the excitation signal (both adaptive codebook and fixed codebook 

components), as well as the LP coefficients and additional integrity information. The 

adaptive codebook and fixed codebook components are combined in order to generate the 

excitation signal. The excitation is then filtered with the recovered LP coefficients, as 

seen in equation 1.1 [14]: 

 

 Postprocessing consists of adaptive postfiltering and highpass filtering. The 

adaptive postfilter is the cascade of three filters: a long term postfilter , a short term 

postfilter , and a tilt compensation filter , followed by an adaptive gain control procedure 

[ITU T G.729]. The postfilter coefficients are updated every 5 ms subframe. The 

postfiltering process is organized as follows. First, the reconstructed speech is filtered 

through to produce the residual signal. This signal is used to compute the lag and gain of 

the long term postfilter. The signal is then filtered through the long term postfilter and the 

synthesis filter. Finally, the output of the synthesis filter is passed through the tilt 

compensation filter to generate the postfiltered reconstructed speech signal. An adaptive 

gain control is then applied to match the energies. The resulting signal is filtered with a 

100 Hz highpass filter and multiplied by two to produce the output signal of the decoder. 

Figure 1.2 illustrates the complete decoding process. 
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Figure 1.2: Signal flow at the CS ACELP decoder, from ITU T Recommendation G.729E (January 

2007)  

 

1.2 Phenomena affecting Quality on VoIP  

 Packet networks, such as the Internet, have some inherent incompatibilities with the 

transport of real time services, such as voice or video. This section covers in some detail 

these challenges, as well as existing algorithms in place to mitigate their effects. In  
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particular, a detailed review on the roots of delay and jitter is conducted, because these 

two network conditions are particularly difficult to manage for VoIP systems.  

 

1.2.1 Delay and Jitter  

 The causes and effects of delay on packet networks are referenced in [18], which 

describes how each stage affects the overall delay on the VoIP channel. The total delay 

on the network is compounded by several independent sources, which can be broadly 

divided in two categories: fixed delay components and variable delay components.  

 Fixed delay components add directly to the overall delay on the channel. Variable 

delay (commonly called delay jitter or simply jitter), is caused by the queuing that occurs 

in the different egress trunks that interface the Local Area Networks (LANs) to the Wide 

Area Networks (WANs), and add a variable and unpredictable amount of delay. ITU 

recommendations G.114 [19] and G.131 [20] provide guidelines on the impact of delay 

on speech transport applications. Table 1.1 shows a summary of these documents, 

assuming echo cancellers are being used:  

Range (ms) Description 
0-150 Acceptable for most user applications 
150-400 Acceptable, provided that administrators 

are aware of the transmission time and the 
impact it has on the transmission quality of 
user applications. 

Above 400 Unacceptable for general network planning 
purposes. However, it is recognized that in 
some exceptional cases this limit is 
exceeded. 

Table 1.1: Impact of One-Way Transmission Delay on Voice Services Quality 
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1.2.1.1 Coder Delay (Fixed)  

 Coder delay refers to the time taken by the DSP processor to compress a block of 

PCM sample. This factor is evidently affected by the processing capability of the device 

performing the compression algorithm, the number of concurrent calls on this device, 

and, more importantly, by the algorithmic complexity and the frame size of the coder in 

use. Table 1.2 provides a comparative view of processing delays on Cisco Systems 2600 

series Access Servers, assuming a best case scenario of one active channel per DSP chip, 

and a worst case scenario of 4 active channels per DSP chip:  

Coder Bit Rate Required 
Sample Block 

Best Case 
Coder Delay 

Worst Case 
Coder Delay 

ADPCM, G.726 32 Kbps 10 ms 2.5 ms 10 ms 
CS-ACELP, 

G.729A 
8.0 Kbps 10 ms 2.5 ms 10 ms 

MP-
MLQ,G.723.1 

6.3 Kbps 30 ms 5 ms 20 ms 

MP-ACELP, 
G.723.1 

5.3 Kbps 30 ms 5 ms 20 ms 

Table 1.2: Typical Processing Delays for Various Codecs  

 In addition to the coder delay, two other important factors that add to the overall 

delay are the decompression delay and the algorithmic delay. Decompression delay is 

roughly 10% of the compression delay, but it is multiplied by the number of frames sent 

in an RTP packet. Algorithmic delay refers to the necessary delay some coders required, 

in order to posses ““future knowledge”” of the signal. This delay depends on the number 

of future frames the coder or decoder needs to look ahead. [18] summarizes the total 

Lumped Coder Delay Parameter as the sum of the worst case compression delay, the 

number of blocks in a frame times the decompression time per block, and the algorithmic 

delay.  
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1.2.1.2 Packetization Delay (fixed)  

 Packetization delay is the time it takes to accumulate sufficient frames as needed by 

the designed payload size (number of frames in a single RTP packet). This delay is the 

product of the window size chosen for the compression algorithm (in ms) and the number 

of frames included in each RTP packet. Table 1.3 shows nominal values for this type of 

delay:  

Coder Bit Rate Required 
Sample Block 

Best Case 
Coder Delay 

Worst Case 
Coder Delay 

ADPCM, G.726 32 Kbps 10 ms 2.5 ms 10 ms 
CS-ACELP, 

G.729A 
8.0 Kbps 10 ms 2.5 ms 10 ms 

MP-
MLQ,G.723.1 

6.3 Kbps 30 ms 5 ms 20 ms 

MP-ACELP, 
G.723.1 

5.3 Kbps 30 ms 5 ms 20 ms 

Table 1.3: Typical Packetization Delays for Various Codecs  

 Lower payload sizes reduce delay but increase bandwidth utilization because a 

greater number of packets require a greater number of RTP and UDP headers to be 

appended. Although both algorithmic delay and packetization delay are always present 

they do not simply add together because VoIP gateways usually perform packetization 

and compression tasks in parallel, which greatly reduces the net effect of the algorithmic 

delay. In low speed links an additional factor called serialization delay is also present. 

This factor is purposely omitted, because for current links and practical frame sizes its 

effect is negligible [21], but reference tables are available for different frame sizes and 

different low speed links.  
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1.2.1.3 Queuing/Buffering Delay (Variable)  

 After the compressed voice payload is built, the header is added and the frame is 

queued for transmission on the network connection. Queuing delay is a variable delay 

and is dependent on the trunk speed and the state of the queue in the router. For example, 

assuming a 64 Kbps link, if a voice packet is queued behind one 48 bytes data frame and 

a 42 bytes voice frame, because the line is low speed a serialization delay of 3 ms is 

induced for the data frame and 5.25 ms induced for the speech frame, combining for a 

total delay of 8.25 ms [18]. Queuing delay refers to the queue inside the transmitting 

endpoint or gateway, and must not be confused with the propagation and network 

switching delay.  

 

1.2.1.4 Propagation Delay and Network Switching Delay (Variable)  

 Finally, the most difficult to quantify source of variable delay is the Network 

Switching Delay. The propagation portion of the switching delay results from the 

physical distance that needs to be traveled by the transmitted packets. A common 

assumption, as standardized in ITU G.114 [22], is to estimate 10 us per kilometer 

between hops. Nonetheless, network congestion may alter the number of hops necessary 

to reach the destination points, so the physical distance can vary from packet to packet, 

making packets arrive in an order different to which they were transmitted. The other 

significant component is the sum of the various queuing delays that occur on the different 

hops of the WAN traveled. Typical carrier delays for US frame relay connections are 40 

ms fixed and 25 ms variable [18]. The variation in delay is called the delay jitter, or 

simply jitter, and is a major factor affecting Quality of Service (QoS) on VoIP.  
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1.2.1.5 De Jitter Delay (Fixed or Variable)  

 Due to the routing of packets over different network paths and the asynchronous  

characteristics of the network, packets may arrive to their destination with varying delay. 

Jitter degrades speech quality significantly and has to be compensated for. This is usually 

done at the receiver side by applying anti-jitter buffers, which store packets for a static or 

dynamically managed amount of time before playback [23]. These mechanisms introduce 

additional delay and potential packet loss if packets arrive too late to be played out. The 

length of the jitter buffer can be fixed or adaptive, and it is explained in more detail in 

section 1.3.1.  

 

1.2.2 Overview of Packet Loss  

 Under the scope of this thesis, packet loss refers to the unavailability of packets at 

the decoder. These packets may simply not be received, be received too late to be played 

out by the play out buffer, or contain bit errors in the payload. The main elements when 

evaluating the impact on quality of packet loss are: the packet loss distribution, the packet 

payload size, the recovery mechanisms in place at the packet level, the codec in use, and 

finally the error concealment algorithms at the receiver.  

 Because of several correction and concealment algorithms, lost packets do not 

simply disappear. Error correction algorithms make use of redundancy in order to 

reconstruct loss packets, and anti-jitter buffers will use various methods to replace 

packets that cannot be recovered. Finally, the performance of CELP coders depend on 

long term estimation loops, so a reconstructed packet may have adverse effects on the 

decompression of past or future frames. This process is illustrated in Figure 1.3.  
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Figure 1.3: Effects of Packet Loss  

 

1.3 Existing Correction Algorithms  

 An array of technologies was developed in response to the challenges described to 

the successful delivery of voice services over packet networks. In this section, a brief 

overview is provided of the most popular techniques applied in state of the art VoIP 

systems. Many of these techniques are re applications of existing techniques in traditional 

communications systems, but many of them exploit the unique characteristics of voice 

signals.  

 The analysis of the different techniques is of great interest for this research because 

it provides an insight in the observable artifacts that will be produced by delay, jitter and 

packet loss. It is important to mention that, under many circumstances, these algorithms 

will completely conceal any network deficiencies form the decoded signal, so classifiers 



 

 

15 

 

working after the receiver will not be able to accurately estimate the network conditions. 

Nonetheless, network conditions can be considered irrelevant under these circumstances, 

as far as the transport of voice services is concerned. The scope of this thesis is to detect 

phenomena on the PCM signal that may indicate that the correction algorithms in place 

are not successfully compensating for network deficiencies.  

  

1.3.1 Anti-Jitter Buffers  

 Since speech is a constant bit rate service, the jitter induced by all the variable 

delays must be removed before the RTP packets can be decoded. This is achieved by 

buffering a number of packets in an anti-jitter buffer [24]. Effectively, an anti-jitter buffer 

will transform the jittery delay into a fixed delay, equal to the length of the buffer in 

frames times each frame’s duration. The frame duration is dependent on the compression 

algorithm used, and is in the range of 5 milliseconds to 30 milliseconds, so it is evident 

that the anti-jitter buffer will be a major source of delay in the system. Figure 1.4 

illustrates the mechanics of the anti-jitter buffer.  

 

Figure 1.4: Mechanics of the Anti-Jitter Buffer 

 The length of the anti-jitter buffer is critical for the performance of a VoIP system. 

If the buffer length is too short, variations in delay can cause the buffer to be “under-run”, 

and dropped packets will affect the quality of the received signal. If the length of the 

buffer is too long, the overall delay will be increased, which may result in unacceptable 
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quality. This necessary compromise made the study of anti-jitter buffers a very active 

area of research, which developed into the use of adaptive anti-jitter buffers.  

 

1.3.2 Forward Error Correction (FEC) and Packet Loss Concealment  

 Packet loss behavior is bursty, and generally modeled using Markov chains, most 

specifically Gilbert Model [25]. Given this quality of packet loss, forward error 

correction algorithms with an open loop approach are favored over closed loop correction 

algorithms (usually referred to as correction algorithms), that involve the re transmission 

of packets. This is the case because closed loop algorithms introduce network delay as 

the feedback packets need to travel back to the transmitter. The most common closed 

loop correction alternative is Automatic Repeat Request (ARQ) that is native in the TCP 

protocol [24].  

 FEC algorithms, on the other hand, continuously transmit redundant information, 

with certain temporal restrictions to conserve bandwidth efficiency. FEC approaches add 

redundancy to the normal voice stream to protect it from the loss introduced by the 

network. A conundrum in FEC approaches is that packet loss is many times caused by 

bandwidth saturation, and adding redundancy packets effectively increase the bandwidth 

utilization. To this purpose, the number of redundant packets sent is controlled in FEC 

implementations, to limit bandwidth usage [24].  

 Media independent FEC includes protection algorithms such as Viterbi codes and 

Reed Solomon, which protect the integrity of the entire packet. When the FEC algorithms 

are media dependent, different bit rates are used for the original and redundancy packets. 

The redundancy packets are transmitted on a lower quality, but since they are interpolated 
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between higher quality frames these quality deficiency is most of the times not 

perceivable. The problem with this approach is that it requires additional processing at 

the sender and the receiver. Usually FEC is combined with packet loss concealment: The 

FEC will provide a protection against complete loss, while packet loss concealment will 

look at the characteristics of surrounding packets to interpolate an adequate signal [26], 

[27], [28].  

 This interpolation is many times achieved by means of simple silence insertion. The 

problem with this approach is that the longer the packet loss, the more annoying the 

effects of the interpolation to the user. Alternatively, surrounding frames can be 

replicated in order to replace of the lost frame. This approach has an equally low 

computational expense as silence and noise substitution. A refinement to this approach is  

the pitch waveform substitution, where the gap is filled by a pitch waveform generated 

from the pitch of the last successfully received frame [29], [30].  

  

1.4 Estimating Network Conditions by Observing PCM Signals  

1.4.1 Motivation  

 Objective evaluation of speech quality has been a very active area of research for 

the last decade. As VoIP technologies evolve, and the economic and managerial 

incentives grow for network convergence, transport of voice over packet networks has 

became a common practice among wholesale long distance carriers. At the present time, 

the international footprint of telephony networks is in a very peculiar hybrid state, where 

calls are routed through both TDM and packet networks around the world.  
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 Typically, wholesale carriers and resellers route their traffic base on two criteria: 

least cost and best quality. Online minutes markets, such as Arbinet or I Basis, price the 

cost of minutes based on the quality of the route, which at the present time they evaluate 

with metrics such as Average Call Duration (ACD) or Answer Seizure Ration (ASR) 

[31]. Although these metrics are very effective in reflecting the QoS for a specific route, 

they have two fundamental flaws: a great number of calls are necessary to obtain 

adequate ACD and ASR metrics, and these metrics provide no insight into the root cause 

of low measurements.  

 Existing intrusive methods are not commonly use in international long distance 

QoS monitoring because they require physical presence at both ends of the channel. Non-

intrusive methods, such as the E-Model, propose an alternative that tackle this issue, but 

depend on the proper measurement of network metrics, such as packet loss, delay and 

jitter. As shown in Figure 1.4, in the current hybrid state of international telephony, such 

metrics are not reliable, because of tandem elements such as TDM switches or media 

routers isolate the different nodes of the packet network. As seen in the figure, the 

originating gateway in Argentina may have very low delay and jitter to the reseller in 

Brazil. Nonetheless, if the reseller in Brazil experiences high jitter to the phone company 

in Italy, this information would effectively be concealed from the gateway in Argentina, 

because of the routing through the TDM network at the reseller’s facilities.  
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Figure 1.5: Voice Routed Over a Heterogeneous Network  

 

1.4.2 Outline of Thesis  

 The objective of this thesis is to do a thorough study on the possible network 

impairments that can affect Voice over IP, and device classifiers that will identify these 

impairments by studying the decoded PCM signal at the receivers end. In this sense, there 

is a big overlap between the subject matter of this thesis and the existing research on 

quality of service (QoS), objective quality measurement, and QoS monitoring.  

 In this chapter, an overview of the main impairments (delay, jitter and packet loss) 

was conducted, along with the existing mechanisms in place to minimize their impact on 

quality (FEC, PLC, Adaptive Playout) [32], [33]. A description on the root causes of 

delay was conducted, with the objective of illustrating how in complex telephony 

networks, such as the ones encountered in international wholesale, the network 

conditions can be very hard to predict. Also, state of the art speech codecs were 

described, in order to gain understanding on the trade offs made in order to conserve 

bandwidth. One of the most significant tradeoffs is that LPC algorithms add a level of 
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sensibility to packet loss, due to long terms processes that get desynchronized by noise 

information at the receiver. It is important to note that under some conditions the 

enhanced PLC algorithms these codecs incorporate mitigate this sensibility.  

 In chapter 2 an overview on the existing research on quality measurement will be 

conducted. This chapter covers the state of the art methods for objective quality 

measurement algorithms, both intrusive and non-intrusive, as well as an overview of the 

latest literature, which for the most part attempt to train different sorts of artificial 

intelligence classifiers (such as neural networks, fuzzy classifiers, KD Trees, etc.) in 

order to estimate the QoS.  

 Chapter 3 presents the proposed architecture, which is a novel element in the field 

of QoS monitoring: a classifier that can estimate the network conditions from the 

received PCM signals. This classifier matches different anomalies in the PCM signal with 

specific network conditions. The training of the classifiers is done with the results of 

experiments conducted under a controlled environment, described in Chapter 4.  

 Chapter 5 presents the experimental results of the classifiers, and compares their 

performance under a variety of metrics. Chapter 6 presents the conclusions of this thesis.  

  

1.4.3 Contributions  

 The main contribution of this thesis is the introduction of a new process, the 

Network Condition Estimator (NCE), which can be used in conjunction with existing 

technologies, such as the E-Model, to allow real time monitoring of QoS for VoIP 

networks. The payload content of LPC codec (G.729) was used for the training of the 

network. Since that coder already performed the analysis of the signal in terms of LPC 
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coefficients, using these coefficients, as well as the excitations, as features for the 

classification would drastically reduce the computational impact of the NCE on the 

equipment. 
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CHAPTER 2: Related Work 

2.1 Quality Evaluation of VoIP  

 ITU T Recommendation E.800 defines Quality of Service (QoS) as “the collective 

effect of service performance which determines the degree of satisfaction of a user with 

the service.” In 2004, ITU T Delayed Contribution D.197 introduced the term Quality of 

Experience (QoE), which is defined as “a measure of the overall acceptability of an 

application or service, as perceived subjectively by the end user”. Under this new context, 

QoS refers to the quality of the network from an objective perspective, and QoE to the 

quality of the service as subjectively perceived by users, which obviously depends 

dramatically on the QoS. In the bibliography, the terms are used mostly interchangeably.  

  

2.2 Objective vs. Subjective Quality Evaluation  

 Subjective measurements of QoS are carried out by groups of people, which in 

various fashions give their personal opinion about several aspects of the quality of a 

conversation (such as listening quality, listening effort and loudness preference) [34]. 

ITU T Recommendation P.800 [35] standardizes the procedures to obtain such 

measurements. The most common metric used to express to the results of subjective 

measurements is the Mean Opinion Score (MOS), which varies from 1 to 5, as shown in 

Table 2.1. 

MOS Quality Impairment 
5 Excellent Imperceptible 
4 Good Perceptible but not annoying 
3 Fair Slightly annoying 
2 Poor Annoying 
1 Bad Very Annoying 

Table 2.1: Reference Values for MOS Results [36] 
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 Although subjective methods provide us with the best metric for quality 

assessment, they have many practical problems: they cannot be performed at the network 

planning face, they are very laborious, and also very expensive [6]. In response to these 

challenges, new methods that permit the estimation of MOS values from objective 

measures were developed.  

 Objective voice quality metrics replace the human testing subjects with various 

computational models or algorithms, which compute MOS values based on various 

parameters [37]. The objective of these systems is to predict the MOS values that would 

be produced by a panel of evaluators, under diverse speech distortion conditions. The 

accuracy of these algorithms is therefore measured in terms of their correlation with 

subjective MOS scores, where a value of 0.8 or greater is considered effective [38]. 

Depending on whether or not these algorithms require an unaffected reference signal, 

they can be classified as intrusive and non-intrusive, as seen in the next section.  

 

2.3 Intrusive vs. Non-Intrusive Quality Evaluation  

 This distinction between intrusive and non intrusive algorithms refers to whether or 

not a reference signal is necessary in order to estimate the MOS. Intrusive quality 

measurement algorithms usually use two inputs signals: a reference signal and a degraded 

signal taken from the output of the receiver at the far end of the network [39]. Non 

intrusive algorithms, on the other hand, attempt to estimate the MOS from network 

impairment parameters, such as jitter, delay and packet loss, without a reference signal 

[40], [41], [42].  
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 Most recent versions of intrusive E-Models work by transforming both the 

reference and the degraded signals into perceptual domains, which is a domain where the 

signal is characterized by its most relevant psychoacoustic features. Once both signals are 

in this domain, the distance between them is calculated, providing an estimation of 

perceptual similarity between the signals, and mapped into a MOS scale [38].  

 Non-intrusive methods can be broadly divided into signal based and parametric. 

Signal based models, which at the present time are in a very incipient level of 

development, estimate MOS by processing the output of a production system [43], [44], 

[45]. Many of these methods focus on speech production models, speech signal 

likelihood, or other perceptual aspects such as noise loudness. Non-intrusive parametric 

methods, on the opposite, typically do not take the audio signal as an input, but rather 

underlying properties of the underlying transport network and equipment [46]. In the case 

of VoIP networks, such properties include codec type, bit rate, delay and packet loss 

statistics [47].  

 

2.4 State of the Art for Objective Evaluation Algorithms  

2.4.1 PSQM (Intrusive)  

 The Perceptual Speech Quality Measurement (PSQM) method was standardized by 

the ITU T Rec. P.861 in 1998 [48], and is the result of the work of Beerends et al. [49], 

working at KPN Research in the Netherlands. The original PSQM algorithm was 

developed for the study of low bit rate codecs working in telephone band signals, and it 

was very ineffective for high distortion scenarios such as clipping or packet loss [50]. For 

this reason, PSQM+ was later developed, providing support for packet networks testing 
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[48]. The mathematical algorithm can be separated in three blocks depicted in Figure 2.1. 

The steps involved in the PSQM algorithm are the following: 

 

Figure 2.1: PSQM Model  

1)  Pre processing: The inputs signals are time aligned first, and then power 

normalized. 

2) Perceptual modeling: The signals are converted to a perceptual domain, based on 

perceptually warped frequency bands and loudness sensitivities, observed on the human 

auditory system.  

3) Perceptual distance calculation: A weighted distance between the reference and the 

degraded signals is estimated in the time domain, to produce a value from 0 (excellent 

quality) to practical upper bounds in the range of 15 to 20 [50], called the PSQM score.  

 The PSQM score is finally mapped to a MOS scale. As previously mentioned, 

PSQM was unable to properly predict MOS scores under clipping or packet loss 

scenarios, so PSQM+ must be used for VoIP quality assessment [51].  

 

2.4.2 PAMS (Intrusive)  

 Perceptual Analysis Measurement System (PAMS) provides a voice quality 

objective measurement for a system affected by damaging factors such as time clipping, 
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packets loss, delay and distortion due to the codec usage [52]. Figure 2.2 illustrates the 

process, where the three outputs to the block are later combined in a non-linear mapping 

to obtain a MOS.  

 

Figure 2.2: PAMS Model  

 PAMS greatest contribution was the time alignment algorithm, which made it 

insensitive to jitter, and better fit for VoIP quality evaluation. The PAM algorithm can be 

divided as follows:  

1) Pre processing: before signals are compared, they are aligned and power equalized, 

to account for bulk delay, variable delay and linear filtering. Both signals are also 

filtered, to simulate the response of the response between the network handset to the 

inner ear. 

2)  Auditory transform: PAMS uses the auditory transform described on [38], [43] and 

[42]. The transform contains 19 band Bark spaced perceptual filterbanks, smoothing and 

downsampling, and perceptual warping to the phone and sone scale.  
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3) Error parameterization: the difference between the two signals is evaluated in the 

perceptual domain and parameterized to yield a Listening Quality Score and a Listening 

Effort Score.  

 The perceptual errors are mapped in a subjective quality scale. In particular, PAMS 

produces a Listening Quality Score and a Listening Effort Score. A non-linear mapping is 

necessary to derive MOS values from the output of the PAMS algorithm. The function 

used to obtain MOS values from the output of the PAMS algorithm was obtained by 

correlation with subjective experiments.  

  

2.4.3 PESQ (Intrusive)  

 In 2001, ITU approved recommendation P.862 [53]for the Perceptual Estimation of 

Speech Quality algorithm [54], [55]. PESQ combines features of PSQM and PAMS, 

which were chosen by a designated study group from among several other candidates. 

ThE-Model is shown in Figure 2.3.  

 PESQ adds novel factors and methods to calculate signal distortion offering the 

possibility to use natural and artificial audio samples [56], and is the latest 

recommendation by the ITU for intrusive quality measurements. It is applied for the 

evaluation of the following factors:  

• Transcoding  

• Transmission Errors on the transmission channel  

• Codec Errors  

• Noise introduced by the system  
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• Packet loss  

• Time clipping  

 

Figure 2.3: PESQ Model  

The PESQ method can be structured as follows [53]:  

1) Pre processing: this step includes the time and frequency alignment of the reference 

and the degraded signals. 

2)  Perceptual Modeling: The steps for the perceptual modeling are the same used in 

PAMS. 

3)  CognitivE-Modeling: in this phase the values that represent noise computation are 

evaluated. These values are then combined to provide a MOS score prediction. A 

difference between reference signal and distorted signal for each time frequency cell is 

calculated. A positive difference indicates the presence of noise, while a negative 

difference indicates a minimum noise presence such as codec distortion. ThE-Model  
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permits to discover the time jitter and to identify which frames are involved and which 

frames affected by the delay are erased in order to prevent a bad score.  

  

2.4.4 E-Model  

 The most popular non-intrusive objective measurement measure is the E-Model [De 

Rango06]. E-Model is an abbreviation of “European Telecommunications Standards 

Institute (ETSI) Computational Model”. The E-Model operates under the assumption that 

each quality degradation type is associated to a certain type of damaging factor [6], to 

produce a ““Rating Factor”” (R) [47]. Table 2.2, obtained from ITU T Recommendation 

G.711, shows all the different degradation types contemplated by the E-Model, as well as 

default values for a clear telephone channel with PCM coding. 

Parameter Abbreviation Unit Default Value 
Sending Loudness 

Rating 
SLR dB 8 

Receiving Loudness 
Rating 

RLR dB 2 

Sidetone Masking 
Rating 

STMR dB 15 

Listener Sidetone 
Rating 

LSTR dB 18 

D-Factor Handset, 
Send Side 

Ds - 3 

D-Factor Handset, 
Receive Side 

Dr - 3 

Talker Echo 
Loudness Rating 

TELR dB 65 

Weighted Echo Path 
Loss 

WEPL dB 110 

Round Trip Delay in 
a 4-Wire Loop 

Tr Ms 0 

Absolute Delay Ta Ms 0 
Mean One-Way 

Delay 
T Ms 0 

Number of 
Quantizing 

Qdu - 1 
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Distortion Units 
Equipment 

Impairment Factor 
Ie - 0 

Circuit Noise 
relative to 0 dBr-

point 

Nc dBm0p -70 

Noise Floor at 
Receive Side 

Nfor dBmp -64 

Room Noise at Send 
Side 

Ps dB(A) 35 

Room Noise at 
Receive Side 

Pr dB(A) 35 

Packet Loss 
Percentage 

Pp % 0 

Packet Loss 
Robustness Factor 

Bpl % 1 

Burst Ratio BurstR % 1 
Advantage Factor A - 0 

Table 2.2: Default E-Model Values for G.711 Codec 

 The E-Model operates under the assumption that different degradations, when 

transformed to a particular scale, can be added together to obtain the total degradation of 

the channel [47]. The transmission rating scale, or R Scale, is the output of the E-Model 

that expresses quality. It is obtained by equation 2.1, where is the speech quality due to 

the basic signal to noise ratio, is the simultaneous impairment factor, is the delayed 

impairment factor, is the effective equipment impairment factor (which was updated on 

ITU T Delayed Contribution D.027 in 2005 and ITU T Delayed Contribution D.044 in 

2001 to encompass impairments related to VoIP and packet networks in general), and A 

is the Advantage Factor. In Appendix E, [36] provides a all necessary equations to derive 

the R rating from the parameters in table 2.2. Equation 2.2 provides the mapping from the 

R factor to the MOS scale [6].  
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 At the present time, the E-Model represents the state of the art for non-intrusive 

objective quality evaluation. 

 

2.4.5 Artificial Intelligence Approaches  

 Several terms are used in the literature to refer to objective non-intrusive quality 

estimators, out of which a persisting one is the “single ended” estimator. The previously 

described E-Model represents the standardized state of the art in this subset of classifiers, 

but extensive research has been conducted in ordered to provide alternatives. Most recent 

publications in this area use artificial intelligence classifiers, such as fuzzy logic, neural 

networks and Bayesian models, among others, which are trained on a variety of feature 

sets to estimate MOS.  

 Chivi et al. [42] presents the use of Perceptual Linear Prediction (PLP) vector 

quantizers as the feature set of choice. Based on this features, he evaluates three metrics 

for distortion: median minimum distance, transition probability distance, and combined 

distortion index. After testing this classifier against several test beds, he concludes that 

the technique is effective and robust against speaker dependency, audio content and 

distortion variation.  

 Chen et al. [57] introduces the use of speech perceptual spectral density features, 

extracted from the output audio to train a fuzzy logic neural network. This classifier was  
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also trained and tested against several test sets and showed a high correlation with PESQ 

results.  

 Falk et al. [58] conducted a broader survey on the use of various Machine Learning 

methods in order to derive a single ended classifier. Gaussian MixturE-Models, Support 

Vector Machines and Random Forest Evaluators were trained, using both clean and 

degraded speech signals. The resulting classifiers produce simultaneous estimations of 

the MOS, which are later combined using hard and soft decisions on a second classifier 

stage.  

 Mahdi [50] introduces a KD Tree based non-intrusive speech quality evaluator. 

This single ended classifier computes the auditory distance between the perceptual 

features (PLP) representing segments of the input speech signal and several reference 

signals contained in a reference book. The reference book is constructed by clustering a 

large number of feature vectors, obtained from a database of clean speech, using a KD 

Tree data structure. The auditory distance between the tested vectors and the references 

vectors is mapped into a listening quality scores domain, in order to obtain an estimation 

of MOS. The performance obtained is one of similar accuracy as ITU T 3SQM, but with 

significantly reduced computational expense.  

 Chen et al. [59] proposed the BM NiSQE algorithm, which combines Gaussian 

Mixture Density Hidden Markov Models (GMDHMM) with Bayesian inferences and 

minimum mean square error estimators, in order to reflect both the temporal variations of 

speech signal and the statistical characteristics of the perceptual feature space. The 

authors conclude in this paper that the method yields a high correlation with subjective 

quality scores, obtained using the PESQ algorithm. 
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CHAPTER 3: Proposed Approach 

 This chapter describes the development of the Network Conditions Estimator 

(NCE), which is a novel contribution to the objective evaluation of quality for VoIP 

networks. The objective of this process is to give an estimation of the actual network 

conditions of the packet networks involved on the transport of voice services, by 

examining the output PCM signal of the last codec involved. The need for such process 

arises from the existence of tandem devices in hybrid telephony networks, which 

effectively mask the transmission of QoS and monitoring information at the IP level.  

  

3.1 Applications of Network Conditions Estimator  

 The network conditions estimator obtained after the training of the classifier has 

many potential applications with existing technologies. In terms of parametric non-

intrusive algorithms like the E-Model, it can be used as the input for the parametric 

values of jitter and packet loss, as seen in Figure 3.1.  

Figure 3.1: Combination of the NCE with the E-Model  
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 Furthermore, given that the quality of a specific destination is known to be below 

requirements by other means, such as intrusive measurements, the NCE can help pin 

point the concrete underlying network condition that is causing a drop in quality.  

  

3.2 Theoretical Background  

 In this section, the theoretical foundations of the NCE are covered. In order to 

model the mapping between the feature space vectors extracted from the PCM signal and 

the actual network conditions of the network, a neural network classifier was developed. 

Neural networks have the property of, giving certain assumptions, being able to mimic 

any linear or non-linear mapping. Although neural networks are particularly simple to 

train, they do not represent the state of the art for artificial intelligence classifiers. For this 

reason, alternative classifiers are also evaluated in Chapter 5 on the best performing 

feature set, such as Decision Trees.  

  

3.2.1.1 Artificial Neural Networks  

 A multilayered feed forward Neural Network was trained with a Generalized Back 

propagation algorithm, following the architecture of Nayak et al. [60]. Figure 3.2 shows a 

generic neural network, with one hidden layer. The number of neurons was adjusted for 

each feature set, until the best performance was achieved. The number of features N 

varied according to the feature set in investigation.  



 

 

35 

 

 

Figure 3.2: Neural Network Structure Used for the Classifier 

 
3.2.1.2 C4.5 Decision Trees  
  
 A decision tree is a data structure consisting on decision nodes and decision leaves, 

where the nodes represent tests on a specific attribute, and a leaves represent class labels 

[61]. For each possible outcome for a test, a child node is present. In particular, for 

discrete values the outcome of a test on an attribute A has h possible outcomes: 

 

In the case of continues attributes, there are two possible outcomes: 

 

where t is a value determined at the node, called threshold. Figure 3.3 illustrates a sample 

decision tree, which decides whether a child should be allowed to go out to play, based 

on the attributes outlook, humidity and windy. 
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Figure 3.3: Sample Decision Tree 

 C4.5 decision trees recursively find the attribute that will split the training set into 

subsets providing the maximum information gain. The information gain for a set of cases 

is:  

 

 In equation 3.1, gain (a) is the information gain of splitting the set T into sub sets 

T1, T2,…TS with distinct values of a. info (T) is the entropy function, where N Class is the 

number of distinct classes found in the set T, and Cj is a specific class in the group.  

  

3.2.2 Feature Extraction  

 A variety of features have been examined in the literature for the task of speech and 

speaker recognition. [62] conducts a thorough survey of some of the most popular 

features sets used to date: MFCCs, LPC and LPCC. For the purpose of this thesis, the 
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feature sets evaluated included all of these features, in addition to Multi-Resolution 

filterbanks. Additionally, several combinations of the various feature sets, as well as their 

rates of change, were included.  

 

3.2.2.1 Multi-Resolution Filterbanks  

 The first feature set investigated was the energy bands obtained using filterbanks. 

Nguyen [63] gives an overview on how critical subband analysis can be achieved by 

means of dyatic filterbanks. Dyatic filterbanks can be implemented as n Level Symmetric 

(Figure 3.4) or Asymmetric filterbanks (Figure 3.5), the difference being that the first 

group will provide a decomposition of the signal into its coarser and more detailed 

components, while the second one will provide uniform spectral and temporal resolution. 

The energy in each subband was calculated for every 20 ms interval, in order to generate 

N features.  

 

Figure 3.4: Typical Symmetric Filterbank  
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Figure 3.5: Typical Asymmetric Filterbank  

 For the particular task at hand, the use of asymmetric filterbanks was avoided, as it 

imposes an implicit bias on the importance of the different frequency bands that have 

more resolution. Only symmetric filterbanks were evaluated, since it was desired that the 

classifier found the relevant frequency bands by means of a training algorithm.  

 As shown in Figure 3.4, the implementation of a filterbank requires a number of 

high pass and low-pass filtering operations. Typically, a single low-pass filter H0 (z) is 

used as the prototype, which for this study was of the 10th order FIR filter. Figure 3.5 

shows the frequency response of the low-pass filter prototype. The high pass filter was 

obtained from the low-pass filter, as seen in equation 3.3.  
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Figure 3.6: Frequency Response of the Prototype Low-Pass Filter used in the Filterbank Analysis 

 

3.2.2.2 Mel-Frequency Cepstral Coefficients (MFCC)  

 Mel-Frequency cepstrum coefficients are commonly used in speech recognition 

tasks, due to the fact that the auditory response of the human ear resolves frequencies 

nonlinearly [64]. The warping from linear frequency to Mel-Frequency is given in 

Equation 3.4. Figure 3.6 shows this mapping with 20 triangular bandpass filters that are 

equally spaced along the Mel-Frequency scale, with band-limiting between 300 and 3400 

Hz.  
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Figure 3.7: Filter for Generating MFCCs, with Band-Limiting Between 300 Hz to 3400 Hz [Wong01]  

 The MFCCs were computed using the Discrete Cosine Transform [65], as seen in 

Equation 3.5, where N is the number of bandpass filters mj is the log bandpass filter 

output amplitudes. A small drawback is that MFCCs are more computationally expensive 

than LPCC due to the Fast Fourier Transform (FFT) at the early stages to convert speech 

from the time to the frequency domain.  

 

 

3.2.2.3 Linear Prediction Coefficients (LPC)  

 Linear Predictive Coding is a popular technique for speech compression and speech 

synthesis. Linear prediction models the human vocal tract as an infinite impulse response 

(IIR) system that produces the speech signal. The general form of the filter is given in 

equation 3.6.  
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 In terms of the training, the coefficients can be used for the training of the 

classifier. In particular, for the case of the training, the variation of the pole placements is 

of particular interest, since there are physiological constraints to the amount of change 

that can be naturally produced by a speaker.  

  

3.2.2.4 Linear Prediction Cepstrum Coefficients (LPCC)  

 Linear Prediction Cepstrum Coefficients are Linear Prediction Coefficients (LPC) 

represented in the cepstrum domain [64]. LPCs work under the assumption that the 

characteristics of the vocal tract can bE-Modeled by an all pole filter, where the features 

extracted are simply the coefficients of this all pole filter, and are equivalent to the 

smoothed envelope of the log spectrum of the speech. LPC can be calculated either by the 

autocorrelation or covariance methods directly from the windowed portion of speech, and 

the LPCCs [66] are acquired from the LPC following Equation 3.7.  

 

3.3 Exploiting LPC Codecs for Feature Extraction  

 LPC codecs were covered in certain detail in Chapter 2, because they present an 

opportunity for significant computational savings in the implementation of an NCE. The 

RTP payload of a G.729 packet is described in ITUT T G.729E. Table 4.1 shows the 

content of the information appended:  
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Symbol Description Bits 

L0 Switched MA predictor of LSP quantizer 1 
L1 First stage vector of quantizer 7 
L2 Second stage lower vector of LSP quantizer 5 
L3 Second stage higher vector of LSP quantizer 5 
P1 Pitch delay first subframe 8 
P0 Parity bit for pitch delay 1 
C1 Fixed codebook first subframe 13 
S1 Signs of fixed-codebook pulses 1st subframe 4 
GA1 Gain codebook (stage 1) 1st subframe 3 
GB1 Gain codebook (stage 2) 1st subframe 4 
P2 Pitch delay second subframe 5 
C2 Fixed codebook 2nd subframe 13 
S2 Signs of fixed-codebook pulses 2nd subframe 4 
GA2 Gain codebook (stage 1) 2nd subframe 3 
GB2 Gain codebook (stage 2) 2nd subframe 4 
NOTE – The bit stream ordering is reflected by the order in the table. For each 
parameter, the most significant bit (MSB) is transmitted first. 

Table 3.1: Payload Content of a Transmitted RTP Packet [ITUT T G.729E]  

 The received indices L0, L1, L2 and L3 of the Linear Spectrum Pairs (LSP) 

quantizer are used to reconstruct the quantized LSP coefficients using the procedure 

described in clause 3.2.4 of ITU T G.729E. A procedure is also provided in the document 

to recover the LPCs from the LSP coefficients. Although at first sight it may seem like 

extracting this parameters from the RTP packets defeats the purpose of estimating 

network conditions (because this information is directly observable from the RTP 

headers), this is not exactly the case. As described initially, tandem elements make it 

possible to not have deficiencies in the underlying network between the last two nodes, 

but significant impairments between previous nodes. Given this is the scenario, an NCE 

should take into account any network information obtained directly from the RTP packets  
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and add it to its output, but should not avoid further inspection of the output based 

features, such as LPCs.  

 A final consideration for the use of LPCs extracted from the payload of the RTP 

packets is that in the case that jitter or packet loss is directly observed in the network 

packets, until further research is conducted, the estimation should be made entirely based 

on the decoded signal only. This is the case, because it is not yet clear whether or not the 

cascading of jitter and packet loss across different nodes can simply be added together.  

  

3.4 Training Considerations  

 Some special considerations were necessary in order to train the classifier. The first  

consideration was the number of frames necessary to make any useful observations on 

the time varying phenomena produced by jitter or packet loss. In terms of jitter, for 

example, typical encountered values of 25 ms to 100 ms may not be easily reflected in a 

single frame of audio. Since the frames extracted are of 20 ms duration, typically 10 

frames to 20 frames were used for the training, as well as their respective velocities and 

accelerations in the feature space.  

 Also, many times a combination of different feature set yield better results that only 

one set of features. Hence, several experiments were conducted that combined subband 

energies, MFCCs, LPCs and LPCCs, as well as their respective velocities and 

accelerations. The metric used for the evaluation of the feature sets was strictly the 

performance under an objective function, such as Mean Square Error between the ground 

truth values and the predicted values.  
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 Finally, the back propagation training algorithm used does not have a closed end 

solution, but it rather reiterates the weight’s updating process until a certain maximum 

error is obtained, as measured by the objective function. Being this the case, as in many 

optimization problems, a subjective decision as to the number of training cycles used 

must be made. This arbitrary decision on the number of cycles makes it perfectly possible 

to stop training at a local minima, producing a less than optimum classifier.  
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CHAPTER 4: Experimental Setup 

 Several publications have carried out simulations on existing speech databases to 

generate the training and validation databases. Chen et al. [57], [59] conducted their 

experiments on the database provided by ITU T P series supplement 23 (1998), in order 

obtain 1338 audio files with their corresponding subjective MOS (MOS LQS). Falk et al. 

[58] followed the same approach, but expanded the scope to other pre-recorded 

databases, covering more codecs and noise scenarios, working with a total of 24256 

audio files.  

 The experiments conducted for this thesis were all conducted with live speakers, 

unscripted conversations, and using devices of common commercial use. There were 

several reasons behind this decision:  

1) A simple playback of pre recorded files through the network, although simpler to 

implement, does not reflect the totality of phenomena that occurs on a typical phone 

conversation, because bandwidth consumption is reduced by half, and all conversational 

or emotional phenomena are not reflected. Additionally, 60 minutes of unscripted 

conversations provide a diverse collection of words and phonemes, which can become 

challenging in a pre-recorded database. 

2)  A reduced number of call recordings may not provide sufficient data for quality 

assessment training, but do provide enough data for identification of network conditions. 

This is the case, because when a conversation is segmented in 20 ms frames of audio, 3 

minutes of translate into 9,000 frames with various labels. A total of 60 minutes of audio 

were recorded for this thesis, so over 180,000 frames of audio were available for training 

and validation.  



 

 

46 

 

3) The implementations of the codecs, FEC and PLC on the chosen devices comply 

with all the necessary standards, and are of very common use in the marketplace [67], 

[68]. A custom implementation of such algorithms would have had induced an additional 

level of uncertainty in the results obtained. 

 

4.1 General Considerations for the Experimental Setup  

 In order to train the different classifiers, it was necessary to develop an 

experimental environment, where complete control over the network conditions was 

possible. Furthermore, the ground truth values for the network conditions (delay, jitter, 

packet loss) needed to be recorded at all times, in order to be used as the training input to 

the classifiers.  

 Given the above mentioned requirements, the setup consisted on an isolated LAN, 

where two computers act as the end points, and a server acts as both the network 

emulator and the sip proxy. The two end points, two computers running the Eyebeam 

Softphone by CounterPath Technologies, were located in different rooms, so that 

participants could only communicate with each other through their respective headsets. 

Since all elements resided on the same switch, and no other traffic was present on that 

switch at the time of the experiments, it was safe to assume that any delay, jitter or packet 

loss present on the switch was due to the emulator in use. All participants in the 

experiments were acquaintances, so that they could conduct an unscripted conversation 

lasting several minutes.  
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4.2 Asterisk PBX  

 A Private Branch Exchange (PBX) is a private telephone network, which 

traditionally was used as a mean to connect to the PSTN with a minimized number of 

lines [69]. The original idea was that most of the calls within a company are between 

internal extensions, so having this private network could allow for significant savings. As 

time passed, PBX systems incorporated a variety of so called “Class 5” features, such as 

call transfer, call on hold, voice mail, and other such functionalities. Asterisk PBX is an 

open source software PBX, with native support for a variety of VoIP protocols, including 

SIP and RTP.  

 For the purpose of this thesis, Asterisk PBX was used as a SIP Proxy, SIP Registrar 

and Media Router (as specified in IETF RFC 3261 [70]), meaning that it simulates a 

completely functional phone central. Under this environment, all the endpoints involved 

in the experimental calls registered onto the same Asterisk PBX server. Asterisk PBX 

was installed on a Fedora Linux 8.0 operating system, with two separate network 

interfaces configured with different network addresses. Figure 4.1 illustrates the setup, 

and Figure 4.2 illustrates the typical signaling and media packet flow. As seen in the 

figures, Asterisk PBX is acting as a tandem element for the purpose of RTP traffic, which 

means that packet loss on one interface is concealed from the other, making all the typical 

non intrusive quality measurement algorithms ineffective, as any jitter or packet loss on 

one interface is not transmitted to the other one.  
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Figure 4.1: Experimental Network Setup  

 

Figure 4.2: Signaling and Media Packet Flow  

 

4.3 Netem  

 Netem is a Linux utility that allows a Linux server, acting as a router or bridge, to 

emulate the properties of a WAN. The latest version at the time this thesis was written 

allows emulating delay, jitter, packet loss, packet duplication and re ordering. 

Furthermore, the statistical properties of the delay and the packet loss can be specified. In 

the case of delay and jitter, the user can chose from normal, pareto or paretonormal 

distributions. In the case of packet loss, a correlation parameter can be set to control the 

burstiness of the loss.  

 Since the server had two Ethernet interfaces, and was effectively acting as a router, 

Netem was configured to act on one interface only, in order to best emulate the behavior 

of a tandem element (such as a TDM switch), as shown in Figure 4.3.  
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Figure 4.3: Architecture of Emulator Server  

 Another advantage of Netem is that it is controlled by the command line, in 

opposition to a GUI. This allows for the development of scripts that provide the time 

control necessary to properly label the extracted frames. Figure 4.4 shows a sample 

script, and Figure 4.5 shows the script used.  

 

 

Figure 4.4: Typical Scripted Jitter Emulation  
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sleep 15 
tc qdisc change dev eth0 root netem delay 150ms 25ms distribution normal 
sleep 15 
tc qdisc change dev eth0 root netem delay 150ms 0ms distribution normal 
sleep 15 

tc qdisc change dev eth0 root netem delay 150ms 100ms distribution normal 

Figure 4.5: The Code Necessary to Implement the Script  

 The same procedure was followed for packet loss emulation. It is important to note 

that a fix delay is necessary in order to add jitter to the connection, to avoid negative 

delay values. Also, even though the delay on the local switch was 0 for all practical 

purposes, this is not the case for any traffic routed through the internet, so a fix jitter 

component should be added in any case.  

  

4.4 Eyebeam Softphone  

 Both end points ran instances of the Eyebeam Softphone, the commercial version of 

the X Lite softphone software by CounterPath Technologies. A Softphone is software 

that allows the making of telephone calls from a computer, without the use of any 

dedicated hardware. In general, most Softphones support the SIP protocol for signaling, 

and the RTP protocol for media transport. Eyebeam was chosen over other options, 

including its free version X Lite, because it has native support for a number of codecs, as 

seen in Figure 4.6. Under the scope of this thesis, G.729 was or particular interest, as it 

represents the most commonly used LPC codec.  
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Figure 4.6: Codec Options for Eyebeam Softphone  

 A Softphone was preferred over dedicated hardware, because of availability, but 

also to enhance the comfort for the participants, who conducted all the test wearing 

headsets instead of handsets. Additionally, section 4.6 explains the advantage of using 

computers as the endpoints, in terms of data capturing.  

  

4.5 Monitoring, Analysis and Capture Tools: Wireshark and Ping  

 Wireshark is a very popular open source packet sniffer. A packet sniffer is a type of 

software that captures the traffic on a network interface, and decodes it according to the 

relevant RFC . Wireshark [71] is a particularly powerful tool when it comes to VoIP calls 

analysis and troubleshooting, because it allows to capture all signaling and media traffic 

on the interface. Figure 4.7 shows a generic Wireshark capture of VoIP traffic, Figure 4.8 
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shows an analysis window for a typical call, and Figure 4.9 shows a RTP payload dump, 

which enable to capture all payload content on the RTP packets, and group it together on 

a single file for play out.  

 

 

Figure 4.7: Typical Wireshark Capture of TCP Traffic 
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Figure 4.8: Typical Analysis Window in Wireshark  

 

Figure 4.9: Wireshark Screen Allowing the Dump of Payload to a File  

 As we can see, Wireshark also provides the delay and jitter statistics in the Delta 

and Jitter columns of the Stream Analysis windows. This information was used 
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extensively, to corroborate that the emulator was performing as expected. Also, the Lost 

RTP packets statistic was extensively use, to insure the desired number of packets was 

lost during packet loss experiments. Since this statistic is only a summary of the packet s 

lost, but does not offer any insight into the distribution, the ping utility was used to keep 

track the network conditions in parallel with the experiments, as illustrated in Figure 

4.10. The ping command will only indicate when packets are lost at the IP level, meaning 

that packet that arrive too late to be played out would not be reflected as lost with this 

utility. Nonetheless, it provides an intuitive idea of the network conditions between the 

end points and the emulator. Loss of continuity in the icmp_seq field indicate that a 

packet was lost, and the time field indicates the round trip delay taken for the packet to go 

from the end point to the network emulator. The jitter is observed as variations of the 

time field.  

 

Figure 4.10: Output of the Ping Command During one of the Experiments  
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4.6 Training Set Generation Procedure  

 Several alternatives where available for the capture of the audio necessary for the 

training of the classifier. Because tools such as Wireshark are of public domain, the 

simplest way to capture the voice stream was by capturing the RTP packets between the 

end points 1 and the unaffected interface Eth0 at the emulation server. This is a safe 

approach, because all packet loss, jitter, FEC and PLC algorithms are enacted on the Eth1 

interface, connected to Net2. Figure 4.11 illustrates this process.  

 

Figure 4.11: Audio Capturing Scheme  

 The received audio packets were then combined into a single large file, producing 

the different recordings. These recordings, along with the corresponding script indicating 

the conditions at each time, were processed by a Matlab script, to produce the final 

frames, which were used for the training process indicated in Chapter 3.  
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CHAPTER 5: Experimental Results 

 A large database of over 150,000 frames of audio was collected following the 

procedure shown in chapter 4. The data was collected from a group of 4 female and 3 

male speakers, each of which conducted 5 conversations lasting 2 minutes each. Each 

conversation contained periods with various levels of jitter and packet loss, as well as 

periods without network disturbances, and were conducted using a standard 

implementation of the G.729 codec that does not incorporate Voice Activity Detection 

(VAD is only available in the G.729b codec). These frames were all labeled according to 

the corresponding network conditions, in order to be used as the training and testing 

databases for a series of artificial intelligence classifiers. To simplify the training process, 

the network conditions were discretized to the following labels:  

1)  Low Jitter: An arbitrary 60 ms of jitter  

2)  Medium Jitter: An arbitrary 120 ms of jitter  

3)  High Jitter: An arbitrary 320 ms of jitter  

4)  Low Packet Loss: An arbitrary 2% of packet loss  

5)  Medium Packet Loss: An arbitrary 10% of packet loss  

6)  High packet loss: An arbitrary 20% of packet loss  

7)  Normal: Negligible delay, jitter and packet loss  

 A number of systems were trained, and evaluated in terms of their accuracy when 

used to classify a testing database different to the database used for training (both in 

terms of percentage of correctly classified instances and the resulting confusion matrix). 

The summary of the results is shown in this chapter.  
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5.1 Classifiers Used  

 Only a few experiments were conducted using neural network classifiers, because 

the computational complexity of the back propagation training process was several times 

higher than the one for C4.5, and the improvement on classification accuracy was 

minimal if any. An outline of the few experiments conducted with the algorithm is shown 

in Table 5.1, along with the performance of the C4.5 classification tree. As we can see, 

the C4.5 algorithm’s performance matches the one of the neural network classifier, but 

the training process takes a small fraction of the time. For this reason, C4.5 classification 

trees were used for most experiments.  

 Besides offering very similar accuracy at a significantly reduced training time, 

decision trees share a property with neural networks at the classification stage: their 

implementation is extremely computationally efficient, as it only requires simple 

comparisons between numerical values.  

Classifier Dataset Average accuracy (%) 

Neural Network 4 female speakers (3 for 
training, one for testing) 

71.85 

Neural Network 3 male speakers (2 for 
training, one for testing) 

67.46 

Neural Network 7 speakers combined (6 for 
training, one for testing) 

65.39 

C4.5 4 female speakers (3 for 
training, one for testing) 

72.67 

C4.5 3 male speakers (2 for 
training, one for testing) 

69.82 

C4.5 7 speakers combined (6 for 
training, one for testing) 

68.20 

Table 5.1: Comparison of Accuracy Between Neural Network Classifier and C4.5 Classification Tree 

When Classifying Between Normal Conditions and High Jitter  
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5.2 MFCC Performance  

 The best performance was obtained using a feature set composed of the Mel scale 

Cepstral Coefficients (MFCC). This set was composed of 60 features: 20 MFCCs 

coefficients, their delayed versions, and their twice delayed versions. The choice of 20 

MFCCs was made based on trial and error, where less than 10 coefficients provided 

accuracies below 50%, and more than 25 coefficients showed a decline in accuracy. In 

the case of decision trees, the delayed and twice delayed version were replaced with the 

first and second differentials of the coefficients, because the C4.5 algorithm cannot 

induce differential relationships in the same way neural networks can (C4.5 will only 

look at the information gain obtained by splitting the feature space on a particular 

attribute).  

 

5.2.1 Speaker Dependent Performance  

 Table 5.2 shows the performance obtained by training the system using the MFCCs 

feature set, on databases compiled from an individual male speaker, picked at random 

from the 3 available in the database. Two thirds of the database was used for training, and 

one third for testing.  

Dataset Accuracy Confusion Matrix 
Normal vs. High Jitter 68.50% A B  

572 132 A 
315 400 B 

 

Normal vs. Medium Jitter 68.00% A B  
592 97 A 
357 373 B 

 

Normal vs. Low Jitter 62.86% A B  
339 359 A 
168 553 B 

 

Normal vs. High Packet 
Loss 

67.65% A B  
561 164 A 
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295 419 B 
 

Normal vs. Medium Packet 
Loss 

63.78% A B  
469 210 A 
304 436 B 

 

Normal vs. Low Packet 
Loss 

63.85% A B  
450 238 A 
275 456 B 

 

Table 5.2: Experimental Results for a Single Male Speaker Using C4.5 

 As we can see on the table, the classifier achieved good results in all scenarios, 

except for the Low Jitter level, where the confusion matrix shows incoherent values 

between the Low Jitter and the Normal Network. Table 5.3 shows representative values 

for a female speaker. We can observe that the system performed better in terms of jitter 

detection in the case of the female speaker.  

Dataset Accuracy Confusion Matrix 
Normal vs. High Jitter 73.65% A B  

515 175 A 
141 368 B 

 

Normal vs. High Packet 
Loss 

63.97% A B  
592 97 A 
357 373 B 

 

Table 5.3: Experimental Results for a Single Female Speaker  

 

5.2.2 Multi-Speaker performance  

 Speaker dependency was also tested for the designed classifier. The following 

results were achieved when training for three male speakers, and classifying on the third. 

The process was repeated on the rotating all speakers as the testing set, obtaining the 

following results (average accuracy for all speakers):  

• Normal vs. High Jitter: 69.88%  

• Normal vs. Medium Jitter: 67.26%  
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• Normal vs. High Packet Loss: 66.79%  

• Normal vs. Medium Packet Loss: 68.51%  

After conducting the same tests for 3 female speakers, the following results were 

obtained  

• Normal vs. High Jitter: 71.30%  

• Normal vs. Medium Jitter: 70.11%  

• Normal vs. High Packet Loss: 64.57%  

• Normal vs. Medium Packet Loss: 63.72%  

As we can see, the accuracy remains fairly steady regardless of speaker dependency. 

Finally, in the most generic case of a system trained with 6 speakers (3 male and 3 

female), where 5 are used for training and 1 for testing, the performance of the classifier 

approximates the average of the performance for the male and female speakers, but still 

yields consistent results:  

• Normal vs. High Jitter: 68.91%  

• Normal vs. Medium Jitter: 68.33%  

• Normal vs. High Packet Loss: 65.34%  

• Normal vs. Medium Packet Loss: 64.77%  

 

5.2.3 Accuracy Discerning Between Different Network Deficiencies  

 In addition to the accuracy classifying between normal network conditions and 

deficiencies such as jitter or packet loss, it is also of great interest to know whether or not 

the classifier can discern between the different types of network deficiencies. The 

following results illustrate the performance of a classifier, trained with both Jitter and 
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High Loss samples. As we can see, the classifier is more accurate than the one developed 

to classify against normal network conditions:  

• High Jitter vs. High Packet Loss: 74.67% (on Multi-Speaker dataset)  

• Medium jitter vs. Medium Packet Loss: 70.89% (on Multi-Speaker dataset)  

 

5.3 LPCs and LPCCs Performance  

 After a long process of trial and error, it was evident that the best configuration in 

terms of linear prediction analysis was a combination of Linear Prediction Coefficients 

(LPCs) and Linear Prediction Cepstral Coefficients (LPCCs). In addition to 10 linear 

prediction coefficients and 10 linear prediction cepstral coefficients, the feature set 

contained the delayed and twice delayed coefficients, for a total of 60 features. Although 

this configuration provided the best results, the performance was several percentage 

points lower than the one obtained for MFCCs across all the experiments.  

 

5.3.1 Speaker Dependent Accuracy  

 Table 5.4 shows the results for a two male speakers. As we can see, for a male 

speaker, although the classifier is still effective, the performance is overall a few 

percentage points lower than the one obtained by MFCCs. In particular, when classifying 

for High Packet Loss, the confusion matrix shows an equal number of true negatives and 

false negatives (second row).  
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Dataset Accuracy Confusion Matrix 
Normal vs. High Jitter 65.61% A B  

214 139 A 
101 244 B 

 

Normal vs. High Packet 
Loss 

63.36% A B  
264 83 A 
175 177 B 

 

Table 5.4: Experimental Results for a System Trained and Tested on a Male Speaker  

 

Dataset Accuracy Confusion Matrix 
Normal vs. High Jitter 57.52% A B  

226 120 A 
137 122 B 

 

Normal vs. High Packet 
Loss 

54.82% A B  
217 129 A 
140 119 B 

 

Table 5.5: Experimental Results for a System Trained and Tested on a Female Speaker  

 As seen in Table 5.5, by inspecting the confusion matrix, the classifier becomes 

ineffective at properly classifying Normal network conditions from High Packet Loss, in  

the case of female speakers, because the number of false negatives is greater than the 

number of true negatives.  

  

5.3.2 Speaker Independent Accuracy  

 The following results show the performance of a classifier trained with the Multi-

Speaker dataset of 3 male speakers and 3 female speakers. We can see that in this 

scenario the classifier is less effective than the MFCCs equivalent:  

• Normal vs. High Jitter: 60.72%  

• Normal vs. Medium Jitter: 57.05%  

• Normal vs. High Packet Loss: 55.69%  

• Normal vs. Medium Packet Loss: 51.23%  
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5.3.3 Accuracy Discerning Between Different Network Deficiencies  

 Finally, we are again interested in the performance of the classifier at discerning 

between jitter and packet loss. The following results show the performance of a classifier 

trained with both High Jitter and High Packet Loss frames on the Multi-Speaker dataset 

of 3 males and 3 females. As seen in the table, this classifier is unable to properly detect 

High Packet Loss.  

• High Jitter vs. High Packet Loss: 54.65%  

• Medium Jitter vs. Medium Packet Loss: 49.91%  

 

5.4 LPCs Extracted from the G.729 Codec Payload  

 Even though the performance of the classifier was consistently better using the 

MFCCs features than the LPCs features, there are great potential practical advantages to 

the use of LPCs features, because many of them are readily available in the payload of 

certain codecs. For this particular study, the procedure detailed on ITU T G.729E was 

used to obtain the 10th order LPCs from the received payload. Table 5.6 shows a 

summary of the performance obtained using these coefficients, their delayed versions, 

and their twice delayed version for a variety of scenarios. The last column indicates 

whether the number of true positives and true negatives is greater than the number of 

false positives and false negatives or not.  

 As seen in the table, the performance obtained with this feature was only effective 

at classifying a reduced number of scenarios, namely: High Jitter and High Packet Loss 

for male speakers and High Jitter for female speakers.  
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Dataset Accuracy Strong diagonal in 
confusion matrix 

Normal vs. High Jitter, two 
male speakers 

60.71% Yes 

Normal vs. High Packet 
Loss, two male speakers 

57.23% Yes 

Normal vs. High Jitter, two 
female speakers 

53.25% Yes 

Normal vs. High Packet 
Loss, two female speakers 

49.8% No 

Normal vs. High Jitter, two 
male and two female 
speakers 

56.25% No 

Normal vs. High Packet 
Loss, two male and two 
female spakers 

52.23% No 

High Jitter vs. High Packet 
Loss 

51.00% No 

Table 5.6: Summary of Performance Obtained with LPCs Features Extracted from the  

G.729 Codecs Payload 
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CHAPTER 6: Conclusion and Future Work 

 This thesis concentrated on the study of a particular issue in objective VoIP Quality 

Evaluation: how can parametric algorithms deal with the concealment of network 

conditions, caused by transcoding, various tandem elements, or hybrid TDM-VoIP 

networks. Although this is not a concern in current research publications, which deal 

mostly with native VoIP networks, the belief of the author is that a solution to this 

problem would be valuable for hundreds or thousands of whole sale carriers of voice 

services, who already have massive investments in their existing infrastructures. Needless 

to say, the transition to native packet networks, which properly relay all delay, jitter and 

packet loss information, will be rather progressive for such companies.  

  

6.1 Overview of Work Conducted  

 This thesis aimed at achieving two main purposes: to provide a comprehensive 

overview of the challenges to the transport of voice services over packet networks, 

especially when tandem elements are involved, and to provide a method to estimate 

network conditions from the decoded PCM signal at the last decoder’s output. In this 

sense, all the relative aspects of the RTP protocol and the most popular coding 

technologies were covered. Particularly, a brief description of the Code Exited Linear 

Prediction Coefficient (CELP) codecs was conducted, in order to illustrate the complexity 

of such algorithms, the valuable information that they contain for analysis purposes, and 

their particular sensibility to jitter and packet loss, due to their long term prediction 

processes.  
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 A description of the delay, jitter and packet loss was also provided, giving 

particular emphasis to the buildup of delay and jitter across the different hops of the 

internet, which best illustrates the challenge of transporting voice over packet networks. 

Some of the most common correction and concealment algorithms were briefly 

described, in order to provide some insight into the roots for some of the audible artifacts 

users can perceive on VoIP calls where the underlying network is suffering of some 

particular deficiencies.  

 Finally, based on a comprehensive overview of the literature in the field of non 

intrusive objective quality evaluation, the motivation and strategy for the development of 

the Network Condition Estimator (NCE) was provided. The NCE is a novel element in 

the field, aimed at providing robustness algorithms, such as the E-Model. In addition, the 

NCE can potentially provide a diagnostic tool for the troubleshooting of VoIP networks: 

existing methods can provide a metric for the quality of a specific route with good 

correlation with subjective scores, but provide no justification for low scores. NCE, when 

combined with one of the existing algorithms, can provide the root cause for the low 

scores.  

 

6.2 Conclusions  

 An advantage of training a system for specific network deficiencies is that 

classifiers can be trained based on data with extremely low levels of uncertainty, by 

following procedures such as the one detailed in Chapter 4. After a series of lengthy 

experiments, a significant amount of information was compiled to begin studying the 

possible classifiers. This process culminated in a configuration that provides consistent 
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acceptable levels of accuracy in many aspects. The classifier is speaker independent, 

gender independent, has sensibility to three different levels of jitter and delay, and can 

discern between the actual deficiencies being experienced. The last result is of particular 

relevance, because it implies that the several classifiers can be combined to provide 

accurate diagnostics of the underlying network’s condition.  

 Although the best performance of the classifier was achieved using MFCCs, there 

is great motivation to use LPC features for the NCE, as they can many times be obtained 

without significantly reduced processing requirement from the payload content of RTP 

packets. For this reason, the experimental results of classifiers trained on LPC features 

sets were reviewed, but the conclusion is that with the current level of development their 

performance did not provide consistent results, especially when the LPCs were extracted 

from the payload of RTP packets containing CELP coded frames.  

  

6.3 Future Work  

  Future study needs to be conducted into the root cause for the lower performance of 

the classifier when trained with LPCs extracted from the RTP payload, in opposition to 

the ones extracted by traditional means from the decoded signal. At first glance, the two 

possible reasons for the lower performance may be quantization level of the coefficients 

at the source, or an erroneous implementation of the extraction algorithm.  

 Beside the study of this inconsistency in the results, there are several aspects to be 

further studied for the development of NCEs. One of them relates to the discretization of 

the network conditions into three levels, which made it possible to use some powerful 

artificial intelligence technologies such as neural networks and C4.5 trees. Additional 
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work can be conducted, in order to find a more detailed estimation, possibly by means of 

linear regression or more complex non-linear mappings.  

 Also, the interaction between the NCE and existing algorithms such as the E-Model 

need to be studied further, in terms of the improvement attainable by the integration of 

the two algorithms, and their effect on the reliability and confidence of the predicted 

scores.  

 Finally, the jitter and packet loss phenomena were selected amongst the many 

affecting the transport of voice over packet networks, because they were relatively 

simpler to emulate on a closed environment, and produce very distinctive artifacts. 

Nonetheless, other phenomena such as delay and the effects of multiple transcoding 

stages can also be emulated and studied. In terms of transcoding, the codec in use is an 

element of particular weight in E-Model evaluation, so the detection of the most 

aggressive coder used in a transcoding sequence could significantly improve the accuracy 

of the estimations.  
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