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In this thesis, we have focus on the following three projects: (1) the inhibition of amyloid 

beta aggregation, (2) structural and mechanical properties of amyloid peptides, and (3) 

complex biological systems of molecular recognition pertaining to hydrolysis. In the first 

project, we have looked at the inhibition of early and late forms of Aß peptides using 

heparin derived disaccharides, small molecules, and a Rhenium centered 

photoluminescence probe. We have determined and characterized the most relevant 

binding sites of these complexes to both the monomeric and fibrillar forms of the Aß 

peptide. Currently, the aggregation of biomolecules has been implicated in a large 

number of neurological diseases. Furthermore, we have been able to develop models of 

larger Aß aggregates that clearly represent mature fibril structures based on mechanical

property measurements. Our results were compared to experimentally determined values 

and were found to be in excellent agreement. Lastly, three complex systems of hydrolysis

were investigated. Among them, the three transient species associated with the 

mechanistic cycle of GpdQ were determined as well as the effect of primary and 

secondary shell residues on the active site conformations. Additionally, binding sites on

human serum albumin were identified and characterized based on experimental mass-



spec data for ZrK, and the effect of the addition of an ATCUN binding domain on the

antimicrobial peptide (Buforin) and its binding to DNA was investigated. 
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Chapter 1. Introduction

Alzheimer’s disease (AD) is a neurological disorder that affects more than 

5 million Americans. Furthermore, the amount of people developing this disease has 

steadily increased, placing great strain on our already weakened healthcare system. On 

average, in the United States, a person develops AD every 67 seconds.1 To date the actual 

cause of the disease is not well understood, but strides are being made in this area of 

research. This deadly disease is characterized by the accumulation of amyloid plaques 

and fibrils in the brain.1 The major components of amyloid plaques are individual peptide 

sequences consisting of 40-

amyloid precursor protein (APP).2-3 This task is completed by two specialized enzymes 

-site APP-cleaving enzyme-1 (BACE1) which cleaves the C- -

secretase which subsequently cleaves the fragment produced from BACE1.4 After 

-42 peptides tend to aggregate forming fibrils and later plaques within 

the brain.5 Therefore, one main area of interest in treating AD is the development of the 

-42 peptides that are 

naturally produced. 

For the inhibition of the fibril formation, this task could be accomplished by 

employing low molecular weight (LMW) glycoaminoglycans (GAGs) such as 

4 The natural 

form of heparin, a linear sulfated polysaccharide chain, can potentially disrupt the 

5 -secretase 

processing of APP and was first reported to do so by Leveugle et al. in 2007.6-7 However, 

in recent studies levels of BACE1 in cell cultures have been shown to decrease rather 
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than the functioning of either specialized enzyme.4 In contrast, Scholefield et al. reported 

that a more highly sulfated analog of heparin (HS) like GAGs can inhibit BACE1 activity 

ltures.8 GAGs may 

-

might prevent the persistence of toxic form

so repeating units cannot further oligomerize.5

-42 peptides, charged amino acid residues between region 1-11 are 

-inflammatory response.5, 9-11 Therefore, inhibiting the activity within 

this region could be useful in slowing the progress AD. In binding to this site, heparin can 

and may also block cell surface adh 5, 9, 12-14 Both effects could 

aggregation.5, 9, 13-14 It has also been demonstrated that GAGs significantly attenuate the 

15-17

prevent further aggregation or induce a different kind of aggregation altogether.5, 9, 15

interact 

efficiently within cells to produce a toxic response.5, 9, 15-18 Heparin and its sulfated 

forms are a candidate for such a therapeutic treatment.5, 9, 12-17 Another potential 

therapeutic treatment using small molecule has gained much interest in recent years.19-21

These small molecules are capable of targeting and modulating the reactivities of Aß.22

Among them, L2-B (N1, N1 –dimethyl-N4-(pyridine-2-ylmethyl)benzene-1,4-diamine) 

was recently developed by the Lim lab and was shown to regulate metal-Aß species, 

along with antioxidant activity, and its efficacy both in vivo and in vitro has been 
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demonstrated.22 However, it has not been determined how molecular formulas and 

properties effect the reactivity and binding to the Aß surface. Therefore, the elucidation 

of these binding events is advantageous to scientists within this field of study. 

Additionally, looking at in from the opposite perspective, must effort has been made to 

determine the mechanical properties of such molecules and to exploit them for novel 

biomaterial applications. These studies have shown that a biomolecule that has been 

labeled detrimental to human health could actually be used to improve our lives, 

highlighting the “Silver Lining” of these molecules.     

Biomaterials are part of an exciting field of study that has grown steadily over the 

past 50 years and encompasses aspects of medicine23, biology24, chemistry25-26, and 

materials science27. Their uses range from scaffolds used in growing cells28 to bio-

implants that regulate fertility in cattle29. In medical applications, biomaterials are rarely 

used as isolated materials, but are more commonly integrated into devices or implants 

that perform very specific tasks.23 Amyloid beta (A ) peptides are promising 

biomolecules that are capable of forming various variety of materials under diverse 

conditions.25-26, 30-33 Their stability,34-35 biocompatibility,36 accurate self-assembly,37 and 

easy functionalization38 provide an excellent set of material properties that can be 

exploited for the aforementioned  applications.39-40 Driven by intermolecular forces such 

-

self-assemble molecule by molecule to produce supramolecular architectures (fibrils). 

This process proceeds through the formation of a natively unfolded intermediate to 

-sheet-rich fibrils.41 The fibrils possess



4 
 

characteristic morphologies (hollow cylinders, twisted, and flat ribbons) ~100 Å in 

diameter and have variable lengths up to several micrometers.42-46, 25, 44

The fibrils formed by small fragments of A peptides possess high mechanical 

strength, elasticity, thermochemical stability, and self-healing.26, 47-50 These properties 

compare very favorably to most proteinaceous and non-proteinaceous materials.51 They 

are most likely related to their macromolecular nature and in particular, to the physical

and chemical constraints imposed by the individual amino acid residues. However, due to 

their heterogeneity, high-

amyloid oligomers cannot be easily determined because they are non-crystalline solid 

materials which are not amenable to X-ray crystallography and liquid state NMR.52-58

Additionally, due to the fast rate of aggregation, structural determination of the early 

aggregates by using these experimental techniques is extremely difficult. Despite the 

availability of a sizeable amount of data, there are no systematic studies to elucidate the 

roles of amino acid sequence and structure pertaining to the fundamental material 

properties such as great strength, sturdiness, and elasticity.

Structurally, amyloid fibrils are mostly polymorphic, and typically appear as 

unbranched filaments that are a few nanometers in diameter, reaching up to a micrometer 

in length.26 In addition, mature fibril structures have been shown to consist of one or 

more protofibrils which can adopt morphologies that range from twisted rope like 

structures to flat tapes.25, 59 X-ray diffraction studies indicate amyloidgenic fibrils have a 

common core-like structure consisting of a dense network of hydrogen bonds stabilizing 

-strands, which are perpendicular to the fibril axis.60 Peptides of 

alternating hydrophilic and hydrophobic amino acid residues have a tendency to adopt a 
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-sheet core structure.30, 61 Examples of peptides that adopt this morphology 

-lactoglobulin.62

Apart from their fundamental biological significance, amyloidgenic fibrils possess 

mechanical properties comparable to the most robust natural polymers (spider silk) and in 

some cases are comparable to the strongest known materials, such as steel.25 Due to their 

mechanical rigidity and strength, amyloidgenic fibrils are extremely favorable for novel 

applications as biomaterials. Moreover, mechanical and structural properties which prove 

to be so damaging in amyloid diseases such as Alzheimer’s, also make them attractive 

candidates for novel biomaterials. Currently, atomic force microscopy based indentation 

experiments can provide quantitative measurements of local elastic environments and 

also allow for the imaging of individual fibrils by applying forces that range from pico to 

nanonewtons.63 Recent studies have shown Young’s modulus values range from 

megapascals64-65 to gigapasccals25-26, 66, depending on the specific experimental 

conditions (experimental approach and specific loading conditions). However, there is a 

lack of qualitative mechanical characterization at the atomic scale and a large variation in 

the measured moduli.63 Therefore, the model used to extract the mechanical properties of 

these fibrils must be validated by some other means. To this end, we propose a novel 

approach that utilizes a duel in-silico method that combines molecular dynamics and 

strain-stress tests to compare with experimentally calculated modulus using atomic force 

microscopy experiments. The interplay between theoretical and experimental groups can 

provide platforms for designing better and more accurate experimental parameters, where 

one could obtain a more finite value for the elastic moduli of these fibrils. An approach 
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that utilizes a more realistic fibrous structure taking into consideration key mechanical 

material parameters such as, torsional modulus, bending rigidity, and Young’s modulus.

Peptides and proteins have a variety of functions: as enzymes that accelerate 

vital chemical reactions, as regulatory molecules whose binding to other peptides or 

proteins inhibits or activates their function, as detectors of signals through binding of 

small molecules, peptides or proteins, and as selective channels that enable or facilitate

transport through cellular membranes.67 In all of these roles, peptides and/or proteins 

bind small molecules, nucleic acids, and other protein partners forming a transient 

complex through noncovalent interactions.67 These interactions are often very specific 

in that a particular protein binds only to one or a few other molecules in the cell 

however, more recently, proteins have been identified that are more promiscuous and 

have the ability to bind a large range of substrate such as Glycerophosphodiesterase 

(GpdQ) and Human serum albumin (HSA). Consequently, detailed characterization of 

protein interactions with their binding partners is of paramount importance in a 

quantitative and integrative biology which aims to understand biological systems in 

terms of their molecular components. With the ultimate goal of characterize the 

thermodynamic and kinetic behavior of components of living systems in sufficient 

detail that the response of those systems to stimuli (natural substrates or drugs) can be 

modeled with sufficient accuracy that the behavior of the system may be predicted or 

modified as desired.67

Biological systems of hydrolysis, both peptide and phosphoester, have been 

studied in great detail within this thesis. Hydrolysis has been involved in a wide range of 

biological and industrial applications ranging from proteomics68 to the production of free 
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fatty acids.69 In our body, peptide hydrolysis is achieved using specialized enzymes 

known as proteases (cleave peptide bonds of proteins and large peptides) or peptidases 

(break peptide bonds of short peptides). These enzymes constitute about 60% of all 

enzymes that are used today in textile, food, leather, paper, and ethanol production 

industries. 70 However, due to the inherent stability of proteins (peptide bonds are their 

linkage), the hydrolysis half-life for the uncatalyzed reaction is estimated to be between 

350-600 years under physiological conditions.71 Due to this kinetic inertness, peptide 

bond cleavage is a very challenging task where only a few reagents are able to catalyze 

this reaction.72 Phosphoester hydrolysis is another process central to all life on Earth, as 

phosphodiester bonds make up the backbones of stands of nucleic acid. In DNA and 

RNA, the phosphodiester bond is the linkage between the 3' carbon atom of one sugar to 

the 5' carbon atom of another. One potential application of this cleaving technique would 

be the treatment of infectious diseases, both in animals and humans. All living organisms, 

including viruses and bacteria, carry DNA or RNA molecules. Catalysts that can cut 

DNA or RNA sequence specifically (targeting one particular phosphodiester bond over 

another) could in principle be used to attack viruses or bacteria without harming the host.

In this thesis, a plethora of computational techniques such as quantum 

mechanics (QM), quantum mechanics molecular mechanics (QM/MM), and molecular 

dynamics (MD) have been used to study the (i) inhibition of Aß aggregates, (ii) method 

development for mechanical property determination and characterization of Aß 

aggregates, and (iii) molecular recognition of three complex systems of hydrolysis. The 

systems of hydrolysis pertain to either peptide or phosphoester cleavage by a natural 

enzyme, synthetic metal complex, and a system that employs both.   
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Chapter 2. Background Information

Computer simulation techniques have become a very powerful instrument used to 

address the many-body problem in statistical physics, physical chemistry, and 

biophysics.73 Although the theoretical description of very complex systems from the view 

point of statistical physics is well defined, paired with the detailed microscopic 

information obtained through experimentation, it is often only possible to study specific 

details of those systems using simulations. However, simulations need specific inputs 

parameters that characterize the whole system that are either determined through 

theoretical calculation or provided by experimental data. These simulations are often used 

both to solve theoretical models beyond certain approximations and to provide a hint to 

experimentalists for future investigation. In the case of large experimental groups or 

facilities it is often required to prove the potential outcome of a study using computer 

simulations. In this way, the field of computer simulations has developed into a very 

important branch of science, one that helps theorists and experimentalists to go beyond 

their inherent limitations.73

2.1. Molecular Dynamics Simulations

The traditional simulation methods can be divided into two classes of stochastic 

and deterministic simulations, which are largely covered by the Monte Carlo (MC) and

molecular dynamics (MD) methods, respectively. MD methods are governed by the 

system’s Hamiltonian and consequently, Hamilton’s equations of motion are integrated to 

move particles to new positions and to get new velocities at those new positions. This is 

an advantage over MC simulations, since not only is the configuration space sampled but 
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the whole phase space is as well, which gives additional dynamical information about the 

system. However, both methods are complementary in that they lead to the same

averages of static quantities, given that the system under consideration is sampled at 

sufficiently long time lengths so that all points within a given space are statistically 

represented and the same statistical ensemble is used.73

= , = (1)

MD simulations programs require three basic ingredients: (i) a model of the interactions 

between atoms, molecules, surfaces etc. is needed. It is often assumed that the particles of 

interest interact in a pairwise manor, which is considered exact for particles with fixed 

partial charges. This assumption greatly reduces the computational cost required to 

implement the model into a program. (ii) An integrator is needed, which propagates 

particle positions and velocities with respect to time (from t to t + ). The time step 

has to been chosen properly to guarantee the stability of the integrator, i.e. there should 

be no drift in the system’s energy. (iii) A statistical ensemble has to be chosen where the 

thermodynamics properties such as pressure, temperature, and the number of particles 

must be controlled. The typical choice of an ensemble is MD is the microcanonical 

ensemble (NVE), where the total number of particles, volume, and energy are conserved 

throughout the simulation, since the system’s Hamiltonian without external potential is a

conserved quantity. Nevertheless, there are other extensions to the Hamiltonian which 

allow for simulating different statistical ensembles such as NVT and NPT. Primarily the 

isothermal-isobaric ensemble (NPT) has been applied throughout my study which 

maintains a constant number of particles, pressure, and temperature. This ensemble plays 
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an important role in chemistry as chemical reactions are usually carried out under 

constant pressure condition.74 These steps define the MD simulation and with these in 

hand one can obtain exact results with numerical precision. However, these results are on 

correct when compared to theoretical predictions and experimental findings. If the 

simulation results differ greatly from the real system properties, the model must be 

refined. These initial parameters can come from either neutron diffraction measurements, 

NMR data, or from first principle investigations like quantum ab initio calculations or 

combinations of. This process can be understood as an adaptive refinement method which 

leads to an approximation of a model of the real world at least for certain properties. 

2.2. Molecular Dynamics Time Scales

Microscopic simulations are limited by their accessible time- and length-scales 

coverable. With quantum simulation methods, based on the fast motions of electrons, 

typically in the picosecond range, MD simulations in the nanosecond range, and 

Brownian dynamics in the microsecond range, it is clear that the more detailed a 

simulation technique operates, the smaller is the accessibility of long time and length 

scales. Classical molecular dynamics approximates the electronic distributions in a rather 

coarse-grained approach by either fixing partial charges or by adding an approximate 

model for polarization effects. In both cases, the time scale is determined based on the 

intermolecular collisions, rotational motions, and intramolecular vibrations, which are 

orders of magnitude slower than electron motions. 

Classical molecular dynamics methods are currently applied to a large class of 

problems, for example properties of liquids75-78, defects in solids79-80, surface properties81-
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84, molecular clusters85-87, polyelectrolytes88-91, and biomolecules92-101. Due to this large 

area of application many different types of simulation code have been developed by 

many groups. Examples are AMBER/Sander102-103, CHARMM104, NAMD105,

GROMACS106-109, and LAMMPS110.  Within this thesis, all molecular dynamics 

simulations were carried out in GROMACS, utilizing either the GROMOS53a6111 or 

AMBER03112-113 force-fields.  

2.3. Molecular Interactions in Molecular Dynamics and Force-Fields

Molecular dynamics simulations consist of the numerical, step-by-step, solution 

of the classical Newtonian equations of motion, which may be written

= = (2)

Firstly, we need to be able to calculate the forces fi acting on the atoms, and these are 

usually derived from a potential energy U(rN), where rN = (r1, r2….rN) represents the 

complete set of 3N atomic coordinates. The part of the potential energy Unon-bonded

representing non-bonded interactions between atoms is traditionally split into 1-body, 2-

body, and 3-body….terms:

( ) = ( ) +  , +…… (3)

The u(r) term represents an external applied potential field or the effects of the container 

walls; which is usually dropped for fully periodic systems. Also, it is usual to concentrate 

on the pair potential and neglect three-body interactions. In most simulations, the 

simplest model that represents the essential physics within the system is a sufficient 
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model. The most commonly used form is the Lennard-Jones potential, with two 

, the well depth. 

( ) = 4 ( ) ( ) (4)

If electrostatic charges are present, the appropriate Coulomb potentials are added.

( ) =  (5)

Where Q1 and Q2 are the charges and 0 is the permittivity of free space. The correct 

handlings of long-range forces are essential in many different types of molecular 

simulations. For molecules we must also consider intramolecular bonding, with the 

simplest terms as follows:

= ( ) (6a)

+  ( ) (6b)

+ , (1 + cos ) (6c)

The bonds will typically involve the separation =  between adjacent pairs of 

atoms in a molecular framework and is assumed to be harmonic in nature Eq. (6a) with a 

specified equilibrium separation. The bend angles are between successive bond vectors 

and therefore involve three atom coordinates. Usually the bend term is taken to be 

quadratic in the angular displacement from the equilibrium value and the torsion angles 

are defined in terms of three connecting bonds, hence the use of four coordinates as 
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shown in Eq. (6c). A simulation package force-field will specify the precise form of Eq. 

(5) and the various strength parameters k and other constants therein. Many molecular 

mechanics force-fields, aimed at improving the prediction of structures and properties 

typically include many cross-terms (e.g. stretch-bend): MM3114 and MM4115 are 

examples. Quantum mechanical calculations may provide a platform to determine the 

“best” molecular force-field. Additionally, comparison of simulation results with 

thermophysical properties and vibration frequencies is invaluable in force-field 

development and refinement. A separate and more current family of force fields, such as 

AMBER116, CHARMM117 and OPLS118 are geared more to larger molecules (proteins, 

polymers) in condensed phases; their functional form is simpler, closer to that of Eq. (5), 

and their parameters are typically determined by quantum chemical calculations 

combined with thermophysical and phase coexistence data.

2.3. Molecular Docking 

Typically, the goals of molecular docking are to identify ligands that bind to a 

specific receptor or binding site and the identification of its preferred, energetically most 

favorable binding conformations. In order to accomplish this task, molecular docking 

tools can be used to generate a set of different ligand binding conformations which use a 

scoring function to estimate their binding affinities in order to determine the best binding 

mode. Autodock119 uses a computationally inexpensive hybrid force-field that contains 

terms based on molecular mechanics as well empirical terms. The prediction of absolute 

binding energies may be less accurate compared to other approaches, purely force-field 

methods, however this semi-empirical approach is considered well-suited for the relative 
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rankings. The Autodock semi-empirical force-field includes intramolecular terms, a 

desolvation model, and also considers directionality in hydrogen bonds. The 

conformational entropy is calculated as the sum of the torsional degrees of freedom 

which are user defined. Water molecules are not model explicitly, but pair-wise atomic 

terms are used to estimate the water’s contribution (dispersion/repulsion, hydrogen 

bonding, electrostatics, etc.), where weights are added for calibration. Firstly, it calculates 

the energy of the ligand and receptor in the unbound state, then calculates the energy of 

the protein-ligand complex. The difference between the two is then taken as shown in Eq. 

(7). 

= ( ) + ( ) + ( + ) (7) 

Where P refers to the protein, L refers to the ligand, V is the pair-wise evaluations 

conf denotes the loss of conformational entropy upon binding. 120

2.4. Binding Free Energies Utilizing the Lambda Dynamics Approach 

Free energy simulations are fundamental to understanding the thermodynamic 

properties of various biologically important phenomena121-122 such as; estimation of 

hydration free energies of ions123-124 and small molecules125-126, protein-ligand 

affinities127, and protein stability. 128-129 Drug potency is often correlated to binding 

affinities to a target receptor and the use of theoretical tools which can reliably estimate 

the binding free energy can facilitate the design of novel therapeutics.128, 130-131 The 

difference in free energy between two states of a system can be determined using a 
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coupling parameter approach in concert with a thermodynamic integration (TI) as shown 

in formula (8). 

= ( ) (8)

In this approach, the Hamiltonian H is ma

-dependence of the Hamiltonian defines the pathway that connects the two states A and 

-

points by preforming separate si

nonbonded interactions that can be transformed during free energy calculations, namely, 

Coulombic and van der Waals interactions. However, special treatment must be used 

when turning off these interactions. First Coulombic terms are turned off prior to the van 

der Waals terms so that no oppositely-charged atoms will interact at very close distances 

which would result in unstable configurations and unreliable energies. Furthermore, using 

a thermodynamic cycle, the relative binding energies of two ligands can be described by 

the difference in free energy associated with the chemical change of one ligand into the 

other in the bound and solvated environments.132 This approach has been described in 

more detail in previous works.132-134

2.5 Parameterizing Non-Standard Molecules for Molecular Dynamics

Many of the studies presented in this thesis required the parameterization of non-

standard molecules before molecular dynamics could be performed. Typical force-fields 

have well defined parameters for amino acids (proteins) and nucleic acids (DNA). 

However, they fall short if you are interested in simulating something more exotic, such 
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as metal complexes (polyxoxmetalate ZrK) or small molecules like L2-B (N1,N1-

dimethyl-N4-(pyrindin-2-ylmethyl)benzene-1,4-diamine)). Therefore, quantum chemistry 

techniques have to be exploited to calculate the parameters of these complex non-

standard molecules. All bonded terms such as; bonds, angles, dihedrals (torsion angles), 

and impropers (out of plane bending) must be described as well as the charges per atom. 

When considering bonds two quantities are required, the length of the bond and the force 

constant associated with it. Similarly, to define angles, the angle between three atoms 

must be defined as well as a force constant. For dihedrals, six coefficients (C0-C5) 

reflect the degrees of freedom with respect to the principle dihedral angle while 

impropers are typically used to define planar regions within a molecule that are locked at

1800 during the simulations. Additionally, non-bonded terms must be either taking for 

literature or calculated manually. The non-bounded terms (van der Waals and 

electrostatic) are typically described using 12-6 Lennard-Jones potentials (Eq. 4) and 

Coulombic potentials (Eq. 5), respectively. Non-bonded terms are the hardest to obtain 

(typically through quantum software), however currently there are published routes that 

give a good approximation of these terms.135-136 An example is given below where I 

parameterize ZrK (polyoxometalate). The X-ray structure of ZrK after including a 

hydroxyl nucleophile was fully optimized without any geometrical constraint employing 

DFT functional B3LYP28 and Lanl2dz137 basis set as implemented in the Gaussian 09138

program. It is noteworthy that ZrK and POMs in general are very complex molecules to 

treat using molecular mechanics. The RESP charges for ZrK were calculated and used to 

form a topology file using antechamber,139-140 an in-built tool in AMBER.141 The set of 

Lennard-Jones parameters for the W and O atoms of the ZrK framework were taken from 
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previous works 142-143 while the parameters for Zr were taken from the UFF force field.144

The ZrK metal cluster was treated as a semi-rigid body during the simulations where the 

oxygen and tungsten cage was held together using a matrix, a distance restrains with high 
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Chapter 3: Inhibition of Amyloid Beta Aggregation

In this chapter inhibition of amyloid beta aggregation using glycoaminoglycans 

(GAGs), small drug like molecules (i.e. N1,N1-dimethyl-N4-(pyrindin-2-

ylmethyl)benzene-1,4-diamine)), and a photoluminescence metal probe

[Re(CO)3(dppz)(Py)]+ will be discussed in detail. Combined molecular docking and 

molecular dynamics simulations have provided the platform to study the binding of these 

The inhibition of these early aggregates has been reported as a potential way of halting or 

prolonging the onset of neurological diseases such as Alzheimer’s and Parkinson’s.

3

The development of heparin analogs for the treatment of Alzheimer’s disease will require 

several key criteria to be met, such as; (1) the low molecular weight heparin analogs must 

be able to cross the brain barrier,5-7 4 (3) 

and provide specificity for binding to only certain proteins within a cell line.4, 6-7 Thus, 

structural information regarding the exact binding sites on either monomer and/or fibril 

-42 peptides must be elucidated. Nurcombe et al. reported that the 

specificity of sulfated heparin for binding to fibroblast growth factor receptors is 

controlled primarily through its sulfation pattern.145 However, it is not well understood 

how the amount of sulfated groups an orientation present on the GAGs will affect its 

binding. Furthermore, fine tuning the amount and orientation of the sulfated groups 

present could further provide specificity for binding.5 With the wide variety of GAGs 

which possess different molecular weights, charge densities, degrees of saturation, and 

types of saccharide units, the amount of possible motifs are enormous.5 However, 
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-GAGs and the information regarding the nature of 

the interactions are not available. In this study, we have combined molecular docking and 

molecular simulations techniques to study interactions of both monomeric and fibrilliar 

with a variety of chemically distinct GAG molecules (Figures 3.1 and 

3.7). Our results will help to develop novel low molecular weight GAG compounds that 

could be used as a therapeutic treatment for Alzheimer’s disease.

Figure 3.1. Atomic representation of heparin analogues used within this study ADC, 
SDC, DC.

3.2. Fibril and Monomer   

nding sites (A 

and B in figure 3.2). The first site (site A) was on the top of the fibril in the region of 

His14-Lys16. This binding site was generated by the interactions between the negatively 

charged sulfates attached to ADC, SDC, and DC and the positively charged amino acid 

residues on the fibril’s surface. For example, the carboxylate and sulfate groups of both 

Similar interactions were observed for DC, where it formed hydrogen bonding 

interactions with three Lys16 residues. Additionally, ADC, SDC, DC were found to bind 

Binding to this site has the 



20 
 

specifically focused on in our studies. The presence of a bound heparin molecule could 

reduce the formation of oligomers by blocking the site of adhesion making it impossible 

for another monomer unit to bind, thus halting aggregation.

Figure 3.2. Docking results showing site A formed between residues His14-Lys16 and 
site B formed between Glu22-Lys28

monomer in order to elucidate 

aggregation and our 

heparin analogues. All three analogues studied bind to the N-terminus region of the 

monomer and interact strongly with polar amino acid Arg5, as well as, neutral residue 

His6. The electrostatic potential map shown in Figure 3.3 shows a very large positively 

charge region (blue lobe) that could accommodate binding of these negatively charged 

species.  
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3.3. ADC Interactions with Both Monomeri eptide

The ADC molecule shows binding to the N-terminus region of 

monomer (Figure 3.4a), between residues Ala1 and His6. 

Figure 3.3. Electrostatic potential map of the showing negatively 
charged regions in red and positive regions in blue.

Strong hydrogen bonding interactions between the sulfated group present on ADC and 

polar residues Asp1 and Arg5 at distances of 2.13 and 1.97 Å respectively were observed. 

Furthermore, His6 shows a hydrogen bonding interaction with the terminal amine of 

ADC at a distance of 1.77 Å. The binding energy computed for this complex was -18.4 

kJ/mol, which indicates strong electrostatic and hydrophobic interactions (Table 3.1).

fibril 

(Figure 3.4b). Site A was stabilized by many hydrogen bonds originating from polar and 

charged amino acid residues His14 and Lys16, respectively. Moreover, ADC interacts 

through a host of hydrogen bonding interactions with polar residues located at site B 

(Glu22- fibril. The amine present on ADC displays strong hydrogen 

bonding with the negatively charged oxygen of Glu22 at a distance of 2.23 Å.
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Additionally, ADC interacts with multiple Lys28 residues on separate monomers within 

the fibril through hydrogen bonding 2.5 Å). The binding energy calculated 

for this complex is -28.6 kJ/mol (Table 3.1), which is more negative (indicative of better 

binding or increased interactions) when compared to the binding of ADC to the peptide 

form.

Figure 3.4. (a) ADC (amide disaccharide) binding to the monomer form of Aß40 peptide. 
(b) ADC binding to the fibril form of the Aß40 peptide. Zoomed views with residues and 
distances labeled.

3.4. SDC Interactions with Both Monomeri eptide

monomer through its N-terminus region as well. This result was not surprising when 

considering a less negative species ADC also interacted within the same region. The SDC 

is stabilized within this pocket by three electrostatic interactions with the NH3 present 

(Asp1) at distances of 2.06, 2.35, 3.32 Å. Positive residue Arg5 also shows two strong 

hydrogen bonds with a sulfate group of SDC at distances of 2.30 and 2.44 Å. These 

strong interactions kept SDC in place over the course of the MD simulation. The binding 
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energy calculated for this complex indicates stable binding energies within this site (-20.2

kJ/mol, Table 3.1). This is slightly better than the previous case with ADC. However, this 

trend was expected due to an increase in negative charge for the SDC with compared 

with the ADC (more sulfate groups were added). 

Figure 3.5. (a) SDC (super sulfated disaccharide) binding to the monomer form of Aß40 
peptide. (b) ADC binding to the fibril form of the Aß40 peptide. Zoomed views with 
residues and distances labeled.

This increase in negative charge would cause the SDC to bind fast

aggregate’s surface. SDC also interacted strongly with both site A and B of the fibril 

(Figure 3.5b). MD simulations of site A reveal a large number of hydrogen bonding 

interactions originating from polar and charged amino acid residues His14 and Lys16, 

respectively. All hydrogen bonds are within 3.0 Å, which indicates moderate to strong 

hydrogen bonding between the fibril’s surface and the sulfate groups present on SDC. 

Interestingly, only three of the six sulfate groups interact with the fibrils surface, most 

likely due to steric clashes or strain and electrostatic repulsion that would arise from the 

charged groups being too close together. For the site B, again there were multiple 
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hydrogen bonding interactions that were responsible for the binding of the ligand to the 

fibril (Figure 3.5b). One sulfate group exhibited hydrogen bonding with Asn27 and 

Lys28. Another sulfate group interacted with Val24 and the Lys28 of the neighboring 

monomer at distances of 1.84 and 2.01, respectively. The carboxylate group present on 

SDC also interacted with Lys28 at a distance of 2.12 Å. The binding energy calculated 

for this complex indicates stable binding energies within this site (-28.8 kJ/mol, Table 

3.1). Since inhibition of the generation of higher order

proposed as one of the promising strategies to prevent AD, the interactions of only the 

fibril form have been investigated with the remaining GAG molecules.

3.5. DC Interactions with the Fibril Form eptide

 

Figure 3.6. DC interacting with binding site B from Aß40 fibrils. Zoomed view of the 
hairpin region between residues Glu22-Lys28 of the Aß40 fibril.

At site A, the lysyl side chain of Lys16 of interacted with the negatively 

charged oxygen located within a sulfate group of DC. Interestingly, only one sulfate 

group present on DC was not interacting with the fibril. The binding pocket was further 
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stabilized by His14, showing a strong hydrogen bond with a sulfate group at a distance of 

1.96 Å. Furthermore, down the fibril, Lys16 associated with a hydroxyl present on the 

ring of the heparin analogue.

System E
elec

G
desol A

G
desol B

G
elec

G
nonpolar

G
binding

ADC + monomer -48.2 12.4 25.3 -10.5 -7.9 -18.4
ADC + fibril -81.0 34.8 39.7 -6.5 -15.9 -22.4

SDC + monomer -74.2 36.4 26.0 -11.8 -8.4 -20.2
SDC + fibril -103.7 43.6 40.2 -19.9 -8.9 -28.8
DC + fibril -60.2 36.8 22.6 -1.0 -15.9 -16.9

Table 3.1. Shows the relative binding energies calculated with separate energy 
contributions determined. All energy values are shown in kJ/mol

In many of our simulations, binding to different sections of the fibril caused the DC 

molecule to shift up the top binding site. However, interactions at site B of the fibril 

remained intact throughout the simulation. At this site, DC exhibited several hydrogen 

bonding interactions as detailed in Figure 3.6. One sulfate group of DC interacted with 

Val24 and Ser26 residues in the hairpin region at distances of 1.80 and 2.00 Å, 

respectively. Additional interactions observed included hydrogen bonding between the 

carboxylate group of DC and a Lys28 residue and between a hydroxyl group of DC and 

another Lys28 residue. These strong hydrogen bonding interactions were sufficient to 

keep DC bound to this site over the course of a MD simulation. DC shows the weakest 

binding energy when comparing the three complexes studied, but was expected. With 

increasing negative charge present within the heparin analogues the binding energy also 

increases, this is not surprising as the negative charges of the heparin analogues would be 

attracted to the positively charged residues on the aggregates surface, whether on the side 

or tops of these fibrils. However, binding to the side of the fibrils surface could block the 
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addition of more peptide units thereby restricting or modulating the aggregation of these 

critical peptides.

3.6. Variants (V1, V2, V3 and V4) and Their Interactions with Both Monomeric and 

In addition to the three models described ADC, SDC, and DC, four more 

analogues were studied to see the effect of modifying the functional group present within 

our standard DC molecule. These four analogues are shown in Figure 3.7. In the first 

variant studied (V1), the hydroxyl functional groups were deprotonated while the 

carboxylic acid (COO-) groups were protonated. 

 

Figure 3.7. Structural models of DC variants V1-V4. Functional group substitutions are 
shown in red compared to DC.

The main reasons for the changes were to allow for more hydrogen bonding acceptors on 

the surface of V1 to try to increase the interaction with site B fibril. 

Furthermore, the protonated carboxylic acid groups could function as a molecular hook 
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allowing for acceptor and donor hydrogen bonding interactions. However, V1 only 

interacted with the site A and would not bind to the site B of the fibril (5+ simulations).

In the second variant (V2), one carboxylic acid group was substituted for an aromatic 

benzene ring to see if the addition of a hydrophobic group would help stabilize the site B.  

Heparin Analogues Site A Site B
ADC X X
SDC X X
DC X X
V1 X O
V2 O O
V3 O O
V4 O O

Table 3.2. 
represents binding and the “O” represents no binding to that site.  

This site could be stabilized by interacting with some of the hydrophobic residues hidden 

However, no binding to this site of the fibrils was 

observed, mostly due to the steric bulkiness of benzene group present on V2. In all of the 

simulations, V2 failed to stay bound to the site B but did bind to the site A. Interestingly,

during the simulations of site A, V2 shifts to a more hydrophobic site on the top of the 

fibril closer to hydrophobic residues Val18 and Phe19. In the third variant (V3), the 

aromatic benzene was kept and a carboxylic acid group substituted for an amide group. 

Again, due to the bulkiness of the benzene ring, V3 binds only to a shifted site between 

residues Lys16-Phe19. In the last Variant studied V4, methoxy groups were added to the 

DC fame work to gain the hydrophobic binding benefit but loose the steric bulkiness of 

having a benzene ring. Again, as seen for V3, V4 binds to shifted site between residues 
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Lys16- Table 3.2 lists all 

successful hits obtained for the heparin analogues.  

3.7. Summary and Conclusions 

In this study, we have utilized molecular docking and MD simulations techniques 

with a wide 

range of chemically diverse GAGs referred to as ADC, SDC, DC, V1, V2, V3 and V4 

(Figure 3.1 and 3.7). GAGs such as heparin have been experimentally proposed to inhibit 

the generation of neurotoxic forms of amyloid oligomers. Our docking results predicted 

two major binding sites (A an 40 fibrils (Figure 3.2). Site A is located at the 

top of the fibril (His14-Lys16), while site B is present in the hairpin region (Glu22-

Lys28). Since the letter lies along the axis of fibrils, it is an interesting target to design 

It was found that ADC, SDC, and DC bind to both 

sites, while V1 bind to site A only and V2, V3, and V4 bind to a different site formed 

between residues Lys16-Phe19 (Table 3.2). These results suggested that ADC, SDC and 

DC can inhibit amyloid aggregation and lead to the development of molecules for the 

prevention of AD.

3.8. Development of Small Molecules Capable of Targeting and M

Small molecules capable of not only targeting but inhibiting amyloid beta 

aggregation have been examined as tools to probe the molecular level foundations of 

individual and inter-related features involve in neurological diseases.22 Among them, L2-

B (N1,N1-dimethyl-N4-(pyrindin-2-ylmethyl)benzene-1,4-diamine; shown in Figure 3.8)

was recently discovered to regulate metal-
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its in vitro and in vivo efficacy toward metal- demonstrated by Mi Hee Lim 

and coworkers.146-147 However, up tell now, how the molecular formula and properties of 

such a tool and their effect on the specific reactivities for a desired target are not well 

understood. Therefore small molecules with common core features based on L2-B

backbone (Figure 3.8) can be used to construct a viable chemical library of reactive 

analogues.

3.9. L2-B Docking to the 2-fold and 3-

Since there are no high resolution structures of the L2-

either NMR or X-ray diffraction, the exact binding sites between the L2-

fibril are not known experimentally. 

Figure 3.8. Small molecules inhibitors of Amyloid beta aggregation. The structural 
similarities are highlighted, Blue sections correspond to structural portion 1 and the red 
sections are structural portion 2 

Computational approaches have become a powerful tool for studying protein ligand 

interactions in recent years. In this study, we have utilized three different molecular 

docking techniques and MD simulations. The binding of the L2- 40 fibril 
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models with two-fold symmetry was investigated using (1) rigid docking, (2) flexible 

docking, and (3) rigid docking on different conformations of fibrils derived from short-

term MD simulations, respectively. The last two approaches include flexibility of the 

receptor. The L2-b complex was docked onto the two- -fold 

structure is the predominate conformation. 

Table 3.3. List of binding sites for L2-B bound to the two-

Due to the C2 symmetry of the two-fold fibril, it contains two similar binding sites on 

each side termed as X and X`. Firstly, the rigid docking on the fibrils provided 20 top 

ranked poses.  The L2-b complex binds to the same site at both sides of the fibril termed 

as 1 and 1` and in seven of the 20 poses (Figure 3.9 and Table 3.3). Both the hydrophobic 

-b

complex in this site. Moreover, among the seven poses obtained the L2-b complex binds 

to site 1 in five poses and to site 1` in the remaining two. The reason for this variance is 

the different orientations of the Phe20 residue positioned at the 1 and 1` sites, which 

interact differently with the L2-b complex. This is due to the rigid docking simulations 

that do not allow for reorientation of the side chains of the fibril residues. On the other 

hand, the L2-b complex binds to site 2+2` in ten of the 20 top ranked poses (Figure 3.9). 

Binding Site -fold)

1+1` Phe20, Glu22
2+2` Phe19, Asp23, Lys28

3+3` Glu11, His14
4+4` Asn27, Val40
5+5` Phe19, Phe20, Glu22
6+6` Gly33, Met35
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It is formed by the Phe19, Asp23, and Lys

fibrils. It is interesting that site 2 was only occupied by three poses while site 2` was 

occupied by six poses. It may be due to the different orientation of Lys28 in the two-fold 

t imposed on the residue by rigid docking which prevents 

reorientation, thus preventing the binding of the L2-b complex. 

Figure 3.9. Binding sites of L2-b complex in two-

In addition, the L2-b complex binds to site 3+3` in the remaining three poses. This 

binding site is formed by the residues of Glu11 and H ). 

To include the effect of receptor flexibility on the docking to these sites, we also 

performed flexible docking and rigid docking on different conformations of fibrils 
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derived from short-term MD simulations. The results were similar using these methods 

and are summarized in Figure 3.9 for fibrils with two-fold symmetry. In the third 

-term (5 ns) molecular 

dynamics (MD) simulation at each 1 ns interval in an aqueous solution were used for 

rigid docking. All 100 poses provided by rigid docking have been analyzed and six major 

sites have been found. The L2-b complex was found to bind to the 1+1` sites in 18% of 

poses obtained. The 2+2` and 3+3` sites were occupied in 66 (66%) and 8 (8%) of the 

poses, respectively. Sites 4, 5, and 6 have the occupation percentages of 4%, 2%, and 1% 

respectively. Of all the binding sites, it is obvious that site 5 is located at the ends of the 

fibril (Figure 3.9). Therefore, its contribution to the binding of the L2-b is negligible 

since binding sites at the end of the fibrils are scarce given the fibrillar elongation 

possible binding positions for site 5+5`. In contrast to this, sites 1, 2, 3, and 4 lie 

longitudinally to the fibril axis, and their number would increase as more monomers were 

added and the fibril was elongated. In addition, we modeled the two-

fibrils interaction with the L2-b complex using amino acids from 9 40 which form the 

fibril backbone. The amino acids from 1-8, occupying most of the region where sites 3 

and 4 were found, are in a random coil conformation. This conformation will hinder the 

approach of the L2-b complex to sites 3 and 4. Hence, the binding interactions between 

the L2-

shows binding to the surface of the fibril, while site 2 is located in the chamber of the 

re mostly responsible for the binding of 

the L2- 40 fibrils. Moreover, the binding energy of site 2 (-6.5 kcal/mol) 
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is more negative than that of site 1 (-6.3 kcal/mol), and the percentage of the L2-b

complex bound to site 2 (66%) is much larger than that of site 1 (18 %).  

3.10. L2-B2 Docking to 2-fold Fibril

In this study, three different docking procedures were employed in order to 

achieve an accurate starting structure for further molecular dynamics simulation (MD). 

Figure 3.10. L2-B2 docking, showing sites 1, 2, 3, and 4 with interacting residues 
labeled.

The binding L2-B2 to the amyloid beta (AB40) two-fold symmetry structure was 

investigated implementing rigid docking, flexible docking, and rigid docking on different 

conformations of the AB40 peptide taken from a short MD simulation of the fibril alone. 

In all docking procedures, the ligand is kept flexible and receptor kept rigid excluding the 

flexible docking where both the ligand and receptor’s movements are not restricted. The 

docking results (Table 3.4 and Figure 3.10) produced 4 binding sites for L2-B2, 

respectively. Due to the C2 symmetry of the two-fold structure, similar binding sites were 

found on either side of the fibril and are termed X and X`. The relative abundances of the 



34 
 

docked sites obtained are listed in Table X and X. Sites 4+4` in both cases studied 

produced an appreciable abundance. However, this site was not chosen for further MD 

simulation due to steric hindrance originating from the eight missing residues that should 

be present attached to the N-terminus of the fibril. 

Binding Site Relative Abundance (%) -fold)
1+1` 45.0 Lys28
2+2` 31.0 Phe20, Glu22
3+3` 13.0 Asn27
4+4` 11.0 Glu11, His13

Table 3.4. Shows docking results for L2-B2 to the 2-fold fibril

For L2-B2, sites 1+1`, 2+2`, and 3+3` were chosen for further analysis. Site 1+1` as 

shown in Figure 3.11, possesses the highest abundance value. At that site, electronegative 

atoms attached to the small molecule are attracted to the positively charged protons 

present on the side chain of Lys28. Site 2+2` shows interactions with residue Phe20, 

contributing nonpolar interactions with the aromatic ring present on L2-B2 and Glu22 

that forms a hydrogen bond with the amine nitrogen of L2-B2. Site 3+3` shows a minor 

interaction with Asn27, however is positioned on the edge of the fibril and could easily 

shift to another pocket on the fibrils surface.  

3.11. L2-B, L2-B1 and L2- onomer

In Addition to fibril docking, L2-B, L2-B1 and L2-B2 were docked to m-

(amyloid beta 40 monomer). Due to the flexibility of the monomer, a long 100 ns MD 

simulation was run on the peptide alone. Snapshots were taken every nanosecond to 

allow for docking to different m-
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snapshot taken, totaling 2000 poses. Starting structures for MD were chosen based on 

residue binding abundances obtained through careful analysis of the docked poses. For 

L2-B, Table 3.5 shows relative abundance values for the docking of L2-B to m-

The aromatic residues Phe4, Phe19, and Phe20 possess some of the highest percentages 

of 10.08, 6.37, and 19.75 respectively. 

Residue Relative Abundance (%)
Phe4 10.08
Arg5 8.17
His6 6.90

Val18 4.78
Phe19 6.37
Phe20 19.75

Binding site Interacting m-
1 Arg5, Phe4, His6
2 His14, Val18
3 Phe20, Phe4

Table 3.5. Shows the relative abundance of interacting m- -B with 
binding sites identified.  

Table 3.6. Shows the relative abundance of interacting m- -B1 with 
binding sites identified.

In addition, His6 and positive residue Arg5 both have appreciable abundance values of 

6.90 and 8.17 respectively. Additionally, Table 3.5 lists all three possible binding sites 

found for L2-B bound to m- -B1 docking results are very similar to the other two 

Residue Relative Abundance (%)
Phe4 9.60
His6 5.48

Tyr10 6.54
Val18 6.35
Phe19 11.10
Phe20 17.55

Binding site Interacting m-
1 Phe4, His6, Tyr10
2 Val18, Phe19
3 Phe4, Phe20
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variants, and are shown in Tables 3.6. Table 3.7 shows the relative abundance 

percentages of interacting m- -B2.  The aromatic residues Phe4, 

Phe19, and Phe20 possessed the highest abundance values of 8.71, 6.73, and 11.58% 

respectively. Table 3.7 shows the initial interacting residues located at each site for L2-

B2 (starting structures). In all three cases, L2-B, L2-B1 and L2-B2 bind with a greater 

regions where charged residues dominate. 

Residue Relative Abundance (%)
Phe4 8.71
Arg5 6.83
His6 8.42

Val18 5.35
Phe19 6.73
Phe20 11.58

Binding site Interacting m-
1 Arg5, Phe4, Phe20, His6
2 His14, Lys16, Val18, Gln15
3 Phe20, Glu3, Phe4

Table 3.7. Shows the relative abundance of interacting m- -B2 
with binding sites identified.  

Hydrophobic regions form distinct pockets that are comprised of non-polar and aromatic 

residues that facilitate the binding of these small molecules.

3.12. Molecular Dynamics on L2-B Bound to 2-fold ibrils

In the next step, 50 ns unrestrained, all-atom molecular dynamics (MD) 

simulations in explicit aqueous solution were performed to investigate the stability of 

sites 1 and 2, respectively. These simulations were performed using the 

GROMOS53a6111 force field as implemented in the GROMACS108 program. The L2-b
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significant change in the orientation of the complex was observed in the binding sites 

after docking and 50 ns MD simulations. Site 1 is a cleft formed by Phe20 and Glu22 in 

the most representative structure derived from the 50 ns MD simulation. The L2-b

complex is observed to form a hydrogen bond with the side chain carboxyl oxygen of 

Glu22 at a distance of 2.34 Å. 

Figure 3.11. 2- L2-B binding site 1 after 50 ns molecular dynamics 
simulation. (a) Binding pocket formed between residues Phe20-Glu22, view of the whole 
fibril with N terminus labeled. (b) Zoomed in view of the binding pocket with residues 
(cyan) and interaction distances labeled in angstroms.

Two separate Phe20 residues coordinate and a CH- interaction with the 

rings of the L2-b complex at distances of 3.33 and 3.14 Å, respectively. The details of the 

structure can be found in Figure 3.11a and 3.11b. In site 2, the L2-b complex was buried 

in a hydrophobic cleft. At this site, the pyridine ring of L2-B interacts with residues 

Phe19 through a CH- (Figure 3.12a and 3.12b).
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Additionally, Lys28 forms a hydrogen bond with the same pyridine ring at a distance of 

2.12 Å. Ile32 also shows a CH- ring of L2-B. These 

interactions align the hydrophobic part of the L2-b perfectly into the hydrophobic 

chamber of site 2 (Figure 3.13).  

Figure 3.12. 2- L2-B binding site 2 after 50 ns molecular dynamics 
simulation. (a) Binding pocket formed between residues Phe19-Ile32, view of the whole 
fibril with N terminus labeled. (b) Zoomed in view of the binding pocket with residues 
(cyan) and interaction distances labeled in angstroms.

3.13. Molecular Dynamics on L2-B2 Bound to the 2- Fibril

Unrestrained 50 ns molecular dynamic simulations were performed on the starting 

structures obtained for L2-B2 bound to the AB40 fibril from molecular docking. For L2-

B2, site 1+1` is stabilized - interaction between the aromatic side chain of Phe19 

and the aromatic ring present on L2-B2 at a distance of 4.75Å. In Addition, Ala21 of the 

same site further stabilizes L2-B2 within the hydrophobic pocket of the fibril by 

contributing a CH- interaction at a distance of 4.20Å. The MD most represententive 

structure is shown in Figure 3.13. At site 2+2`, L2-B2 is held on the fibril edge by a host 
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of Phe20 residues each contributing CH- interactions (Figure 3.14) with the aromatic 

portions of L2-B2.  Glu22 further stabilizes this binding site through weak hydrogen 

bonding with an amine group attached to L2-B2 at a distance of 3.86Å. The binding 

pocket located at site 3+3` consists of a hydrophobic residue Val39 and a polar residue 

Lys28. 

Figure 3.13. 2- L2-B2 binding site 1 after 50 ns molecular dynamics 
simulation. (a) Binding pocket formed between residues Phe19-Ala21, view of the whole 
fibril with N terminus labeled. (b) Zoomed in view of the binding pocket with residues 
(cyan) and interaction distances labeled in angstroms.

Figure 3.14. 2- L2-B2 binding site 2 after 50 ns molecular dynamics 
simulation. (a) Binding pocket formed between residues Phe19-Ala21, view of the whole 
fibril with N terminus labeled. (b) Zoomed in view of the binding pocket with residues 
(cyan) and interaction distances labeled in angstroms.
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Val39 interacts through a CH- interaction with the aromatic ring of L2-B2 at a distance 

of 3.82Å, while Lys28 contributes weak hydrogen bonding at a distance of 3.87Å.

However, Site 3 is not shown. 

3.14. Molecular Dynamics on L2-B, L2-B1, and L2-B2 Bound to Monomer

Unrestrained 25 ns molecular dynamics simulations were performed on the 

starting structure obtained from docking L2-B to m-

Figure 3.15. L2-B binding sites after 25 ns molecular dynamics simulations. (A) Binding 

of the binding pocket for both sites are shown.

The first 5 ns of the simulation were part of the pre-production phase. The following 20 

ns were part of the production phase. Cluster calculations were performed on the 

production phase only. At site 1 (Figure 3.15a), hydrophobic residue Phe19 interacts with 

L2- - interaction at a distance of 3.93 Å. In addition, the carbonyl 

located in the backbone of Leu 17 forms a strong hydrogen bond with the amine bridging 

the two aromatic rings of L2-B at a distance of 2.82 Å. Interestingly, if the side chain of 

Leu 17 were allowed to rotate more than 300, a strong CH- interaction would be gained 
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and this site further enhanced (Figure 3.15a). Rotations of this kind would be allowed due 

to the unrestricted and flexible structure of m- s stabilized by both polar and 

non-polar residues (Figure 3.15b). Both Phe - interaction 

at distances of 3.96 and 3.44 Å, respectively. 

Figure 3.16. L2-B1 binding sites after 25 ns molecular dynamics simulations. (A) 
Bin

-
19 and (B) hydrogen bonding with His 6 on the reverse side, not shown.  

Furthermore, His 6 displays moderate hydrogen bonding with the amine present on L2-B

at a distance of 3.31 Å. Site 1 is primarily stabilized by hydrophobic residues whereas for 

site 2, both hydrophobic and hydrophilic residues help to stabilize the interacting cleft. 

From MD, zoomed in clustered snapshots are shown in Figure 6A and 6B. At site 1, L2-

B1 is held between two aromat - -

interactions, respectively - interaction with Phe 19 occurs at a 

distance of 3.50 Å which indicates strong orbital overlap between their -



42 
 

interaction occurs at a distance of 3.31 Å and could -

interaction, if the aromatic ring present on L2-B1 was to rotate by 700.  Additionally, the 

backbone atoms of Phe 19 show a strong hydrogen bond with the amine bridging the two 

aromatic rings of L2-B1 at a distance of 2.06 Å. 

Figure 3.17. L2-B2 binding sites after 25 ns molecular dynamics simulations. (A) 

respectively. Zoomed in snapshots of the binding pocket for all three sites are shown.

At site 2, only polar amino acids interact with L2-B1 (Figure 3.16b) -

interaction with the aromatic ring of L2-B1 at a distance of 3.636 Å. Additionally, a 

CH- interaction was observed between His 14 and the aromatic ring of L2-B1 at a 

distance of 3.54 Å. The bridging amine in L2-B1 forms a strong hydrogen bond with His 

6 at a distance of 2.68 Å. Just like for L2-B, Site 1 is primarily stabilized by hydrophobic 

residues whereas for site 2, hydrophilic residues help to stabilize the interacting site. At 

site 1, L2-B2 is held between two aromatic residues Phe4 and Phe20 by CH- -

interactions, respectively (Figure 3.17a). The NH- interaction occurs at a distance of 
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2.71Å while the CH- interaction occurs at 3.82Å. Furthermore, the tail end of L2-B2 is 

stabilized by weak hydrogen bonding from Ser8 at a distance of 3.68Å. At site 2, Phe19 

and Ser26 interact with L2-B2 through hydrogen bonding at distances of 2.34Å and 

3.01Å, respectively (Figure 3.17b). In addition, the hydrophobic side chain of Val18 

interacts with the aromatic ring of L2-B2 through a CH- interaction at a distance of 

4.58Å. 

Small 
Molecule

Binding 
Site

Electrostatic 
Contribution 

(kcal/mol)

Hydrophobic 
Contribution 

(kcal/mol)

Binding 
Energy 

(kcal/mol)
L2-B 1 0.164 -2.881 -2.717

L2-B2
1 2.831 -3.982 -1.151

2 1.879 -3.235 -1.357

Table 3.8. Binding energies are listed for L2-B and L2-B2 binding to the Aß40 fibril
with electrostatic and hydrophobic contributions to the overall binding energy. More 
negative values indicate better binding.

Small 
Molecule

Binding 
Site

Electrostatic 
Contribution 

(kcal/mol)

Hydrophobic 
Contribution 

(kcal/mol)

Binding 
Energy 

(kcal/mol)

L2-B 1 0.847 -1.711 -0.864
2 1.105 -2.639 -1.534

L2-B1 1 1.292 -2.439 -1.147
2 2.581 -2.839 -0.258

L2-B2 1 0.685 -2.053 -1.368
2 1.132 -3.014 -1.882

Table 3.9. Binding energies are listed for L2-B, L2-B1, and L2-B2 binding to the Aß40 
monomer with electrostatic and hydrophobic contributions to the overall binding energy. 
More negative values indicate better binding.

3.15. Summary and Conclusions

In summary, binding sites have been identified and characterized for two small 

molecules, L2-B and L2-B2, binding to the Aß40 fibril. From docking and MD two 

primary sites were identified (site 1 and 2) for each, however site 1 of L2-B corresponds 
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to site 2 of L2-B2 and vice versa. Nevertheless, Site 1 (L2-B) was located in a

hydrophobic cleft formed from residues Lys28, Phe19, and Asp23. Site 2, was located on 

the surface of the fibril between residues Glu22 and Phe20. It is clear from docking and 

molecular dynamics these small hydrophobic molecules readily bind to hydrophobic 

regions within the fibrils. Additionally, the L2-B, L2-B1, and L2-B2 molecules were 

docked to the monomer form of the Aß40 peptide. From the results, residues Phe4, Arg5, 

Phe19, Phe20, Val18, and His6 contribute the most to the binding of these small 

molecules. After the MD simulations, all three small molecules (L2-B, L2-B1, and L2-

B2) bind to similar sections along the Aß40 monomer interacting primarily with 

hydrophobic residues Phe19 and Phe20. Given this result it is expected that L2-B2 will 

have the best binding to both the monomer and fibril forms of the Aß40 peptide.

However, they all bind in a very similar manor and similar strengths as shown in Tables 

3.8 and 3.9. 

3.16. Identification of Molecular Binding Sites on Amyloid Beta Fibrillar Aggregates

Experimental binding site identification and characterization of small molecules to 

proteins is often done using X-ray crystallography,148-149 in which the protein is co-

a challenging task due to the diverse morphologies of the fibrils which include regions of 

high degrees of disorder.100 Furthermore, current X-ray structures are obtained from 

150-153 Fibrils that are 

prepared from shorter segments are not necessarily the same in structure to those formed 

100

fibrils produced by the full length peptide are not trivial in nature.100 In this work, both 
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docking and molecular dynamics has been employed to identify and characterize the 

binding site of a Rhenium centered photoluminescence probe [Re(CO)3(dppz)(py)]+ to 

ta where a photochemical 

oxidation technique was used that provides a footprint near the site of binding.100

Furthermore, simulations were run to determine the extent of oxygen trapping within the 

idation to take place.

3.17. Molecular Docking of [Re(CO)3(dppz)(py)]+ ibrils  

The Re-complex [Re(dppz)(CO)3(py)]+ has been docked to the dominant 

-fold structure. Due to their C2 symmetry, 

these fibrils contain a similar binding sites within separate domains which will be termed 

X and X`. Parameters for Re+ were not available in the molecular dynamics program; 

hence the Re+ atom was replaced by Mn2+ in the docking simulations. Mn2+ is a good 

approximation for the Re+ metal center as the [Re(dppz)(CO)3(py)] + complex interacts 

with fibrils only through its aromatic ligands (dppz or pyridine). Moreover, the 

Mn2+ and Re+ atoms

fibril flexibility of the docked structures was compared by using two methods: (1) 

flexible docking and (2) rigid docking on the differ

from short-term (5 ns) molecular dynamic (MD) simulations in an aqueous solution.  

Docking the Re-complex onto the two- -ranked sites. In 

eight of them, the Re-complex binds in the same position within separate domains of the 

fibril structure. The first site, termed A and A`, shows interaction with residues Phe20, 

Val18, and Lys16. The most dominant site, B and B`, was found to interact with residues 

Gly9, Tyr10, Asn27, Val39, and Val40. However, site B and B` contributions to the 
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the simulations, where the first eight amino acid residues have been left out. Within this 

portion (1-8), the linked amino acids form random coil secondary structure that would 

block the binding of the Re-complex to this site. Site C and C` is slightly less dominating 

than the A and A` site due to a much higher surface area within the latter.  

Figure 3.18. Docking results from rigid docking on different conformations of the two-

space of the fibrils sampled

Binding sites at the end of the fibril are scarce given the fibrillar elongation displayed by 

C` binding sites during the fibrillation process, whereas binding sites located on top of 

the fibril would increase as the number of monomer units increased. Therefore, it is 

plausible that site A and A` contributes the most to the binding of [Re(dppz)(CO)3(py)]+
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Poses totaling 140 were analyzed.  Two docking methods were used to 

insure accurate sampling of conformational space for both the receptor and ligand. In the 

fibril structure was equilibrated using a short-term molecular 

dynamics simulation where sides chains where allowed to change conformation. 

Binding Site Interacting A 40 Residues (2-fold)

A+A’ Phe20, Val18, Lys16

B+B’ Gly9, Tyr10, Asn27, Val39, Val40

C+C’ Asn27, Ala21, Phe19, Lys28

D+D’ Asn27, Gly9, Tyr10

E His14, Lys16, Val12

F Leu34, Val36

Table 3.10.

Structures were chosen at 1 ns intervals and were utilized in the rigid docking scheme. 

This approach has been widely utilized in computational chemistry.154-156 The Re-

complex was found to bind to A and A` sites 24% of the time and shows an even split of 

12% each when comparing the A site to A`. The B and B` sites are the most dominant 

when comparing the docked poses obtained, occurring 34% of the time. However, this 

binding site can be neglected due to its binding position where eight more amino acids 

should be present. The eight missing amino acids form random coil secondary structure 

that would essentially block the binding to this site. Site C and C` occurred in 20% of the 

poses analyzed and exists where the Re-complex binds to the side of the fibril, interacting 
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with polar residue Lys28 and non-polar residues Phe19, Ala21, and Asn27. Site C` occurs 

with slightly higher frequency than site C and interacts with the same residues. The rigid 

docking also shows the existence of site D and D` that is bridging the gap between the 

total poses analyzed and 

interacts with non-polar residues Gly9, Tyr10, and Asn27. Again, it is possible that this 

site exists only due to the absence of the first eight amino acids present in the pristine 

fibril structure. Two more sites were observed in the rigid docking scheme, termed E and 

F, but occurred with such a low frequency that they were excluded from further analysis. 

Docking results are shown in Figure 3.18 and interacting residues are shown in Table 

3.10.

3.18. Molecular Dynamics Simulations of [Re(CO)3(dppz)(py)]+ Binding 

Fibrils

More than 20 molecular dynamics simulations were performed to insure accurate 

and precise binding of the [Re(dppz)(CO)3(py)]+

and A` was investigated utilizing a 50 ns molecular dynamic simulation in explicit 

solvent. These simulations were performed in GROMACS-4.5.6108 software with 

AMBER03113, 157 force field parameters. NMR constrains were added to the 

[Re(dppz)(CO)3(py)] + complex in order to accurately maintain the geometry as well as 

the coordination to the metal center. The dppz ligand was kept at 180 degrees as it was 

required to remain planar throughout the simulations. The pyridine ring was also locked 

at 180 degrees with respect to the opposite CO ligand, but was allowed to rotate during 

the simulations. During the MD simulations C

place to maintain the stability of the fibril structure. These atomic constraints helped to 
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maintain the secondary structure of these fibrils without affecting the flexibility of their 

side chains within the binding sites. The interaction persisted between the 

[Re(dppz)(CO)3(py)]+
40 fibril throughout the simulation. However, 

changes in the orientation of the Re-complex were observed in many of the simulations 

(more than 80%). 

 

Figure 3.19. Binding modes for [Re{CO)3(dppz)(py)]+ to site A on the two-fold 

Two distinct binding modes were observed within the same binding pocket termed 

primary and secondary (Figure 3.19). During the simulations, the [Re(dppz)(CO)3(py)]+

complex shifted between two conformations; the first was embedded within the fibril’s 

hydrophobic pocket between residues Val18 and Phe20 and the second was raised out of 
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the hydrophobic pocket exposing the dppz ligand to a more hydrophilic environment. The 

primary binding mode, shown in Figure 3.19, was observed to occur more than 75% of 

the time within the simulations while the secondary mode was observed to occur less 

frequently. This is mostly due to the increased interaction between hydrophobic residues 

within the pocket that stabilizes the primary site more often compared to the secondary 

- interaction holds the complex. Thermodynamically, 

the primary mode should dominate and was observed in the majority of the simulations.

The primary binding mode was buried within the hydrophobic pocket, extending 

down the fibril parallel to the beta-sheet axis. The dppz ligand is a hydrophobic extended 

aromatic system which can hide from more hydrophilic environments and does so 

throughout our simulations. This result was supported by binding constants and Job plot 

analysis that supports the occurrence of a non-polar binding domain on the surface of the 

Val18 and Phe20 where hydrophobic groups can readily bind.100 The 

[Re(dppz)(CO)3(py)]+ comp - interactions with the fibril 

surface at distances less than 4 Å. CH- interactions were also observed between residue 

Val18 and the dppz ligand. Notably, the pyridine ring also shows interaction with the 

non-polar residue Phe19 at a distance of 3.57 Å. However, during the simulations, 

pyridine ring rotations were observed which could explain the secondary binding motif. 

As the pyridine ring rotates, the binding pocket is destabilized, allowing the dppz to turn 

outwards and expose itself to a more hydrophilic environment. However, the dppz was 

never allowed to turn fully out of the - interactions observed 

(<4Å , Fig 3.19).
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3.19. Molecular Dynamics Simulations on Trapping 

MD simulations in the presence of 19 oxygen molecules showed that molecular 

oxygen can be trapped within

 

Figure 3.20. Molecular dynamics simulations of molecular oxygen pockets near Met35 
residues. 

Out of 19 molecules placed, four oxygen molecules (O1-O4) were located inside the 

hydrophobic core of the Aß fibrils after 200 ns simulations (Figure 3.20). The first (O1)

and second oxygen (O2) were embedded deep inside the hydrophobic pocket of the two 

domains and were in proximity of five Met35 residues within the stacks. The O1

molecule was surrounded by four Met35 residues at distances of 4.44, 4.63, 4.87, and 

5.76 Å. Additionally, a second oxygen molecule (O2), close in proximity to O1, was 

surrounded by five Met35 residues at distances of 3.78, 4.21, 5.04, 5.41, and 5.73 Å. A 
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third oxygen molecule (O3) was near only two Met35 residues at distances of 4.59 and 

5.56 Å. However, the fourth oxygen molecule (O4) was considerably distant from Met35 

at a distance of 8.55 Å. Oxygen is a small, hydrophobic molecule that can interact with 

the hydrophobic interior of the fibril, however these simulations only show that oxygen is 

stable in this hydrophobic environment and cannot completely explain how oxygen gets 

there. In the simulations, C fibrils were frozen in place to maintain the 

stability of the fibril structure, which prevented exploring the dynamic fluctuations in 

structure that were likely to contribute to the diffusion of oxygen to these regions. On the 

other hand, studies have identified that the maturation and even photobleaching of 

fluorescent proteins such as mCherry were associated with the penetration of molecular 

oxygen into the beta barrel through gaps in the structure.158 Structural defects like kinks, 

twists, and bends in the fibrils structure could introduce these gaps allowing oxygen to 

access the hydrophobic interior.

3.20. Summary and Conclusions

In summary, complementary docking and MD simulations identified a molecular 

binding site for a Rhenium centered photoluminescence probe [Re(dppz)(CO)3(py)]+  to 

Aß fibrils. The site was located in a hydrophobic regions formed between residues Val18 

and Phe20 on the surface of the Aß40 fibrils. After MD, two primary binding modes were 

observed, one were the dppz ligand was buried within this hydrophobic region, and 

another where the dppz was exposed to a more solvated environment. These separate 

binding modes could explain the light-switching ability of this molecule; however, only 

partially as more experimental evidence is needed. Furthermore, our simulations show 

that molecular oxygen can be trapped within the fibril stacks in the vicinity of many 
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Met35 residues. However, that exact pathway of the oxygen molecules remains elusive 

and will need to be explored in future simulations.
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Chapter 4. Structural and Mechanical Properties of Amyloid Beta Fibrils

In this chapter, the computational methods used to obtain amyloid fibrils of 

varying lengths will be discussed. Furthermore, geometric parameters obtained from 

theoretical in-silco structures will be compared to experimental values. Lastly, 

mechanical properties such as Young’s modulus, ultimate tensile strength, and bulk and 

shear modulus obtained from computational derived amyloid fibril structures will be 

discussed and compared with experimental values obtained using atomic force 

microscopy nanoindention techniques.

4.1. Constructing Amyloid Beta 40/42 Fibrils of Varying Lengths

Despite the availability of smaller fragments of Amyloid fibrils such as 2LMN159 for 

160

Figure 4.1. Smaller Aß40 fibrils showing the growth along the principle axis of 
aggregation 

Amyloid fibrils are non-crystalline solid materials that are not amendable to either X-ray 

crystallography or liquid state NMR.161 Therefore, full length structures were 



55 
 

constructed in-silco integrating the available crystallographic and NMR data within the 

models (Figure 4.1) n was made up 

eptides (monomers) consisting of 32 amino acids, where n is number of the 

Figure 4.2. Larger in silico grown Aß fibrils structures highlighting the degree of fibril 
twist as the structures become longer. Also showing the typical morphology of Aß40 
fibrils that form a “C-shaped” cross section

The amino acid sequence of each monomer begins with Gly9 through Val40, where the 

first eight amino acids were not resolved in solid state NMR and left out from subsequent 

molecular dynamics simulations. Amyloid fibrils were essentially grown, starting with a

40 fibril structure that was generously provided by Robert Tycko using a solid-state 

nuclear magnetic resonance (NMR) method (PDB ID: 2LMN)159. This starting structure 

consisted of five monomer units (n=5) within each domain (two in total). Molecular 
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5 in an aqueous environment which 

allowed for a steady state structure to be obtained. The validity of this beginning fibril

structure was proven by RMSD calculations performed with a strict cut-off of 0.3 nm. 

Figure 4.3. Largest Aß42 fibril structure studied showing “S-shape” morphology. The 
degree of the fibril twist is shown

5 were used to grow these fibrils in an ordered fashion. First, single 

interior monomer units were selected and copied from both domains and were added to 

5. This new structure was then equilibrated using long MD simulations 

with all of the 5 structure. This procedure 

120 was obtained (Figure 4.2)

same procedure was followed however a different starting structure was used from the 

Protein Data Bank under PDB ID: 5KK3160. This structure was obtained using magic 

angle spinning nuclear magnetic resonance (MAS NMR) and consisted of 32 amino acids 

where the amino acid sequence begins with Glu11 through Ala42. The first ten amino 
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acids were part of a random coil section that adopts many conformations and was not 

solved crystallographically. The in-silco growth procedure stated above was repeated 

200 was obtained (Figure 4.3).

4.2. Validation of in-silco Produced Amyloid Beta 40/42 Fibrils Using Geometric 

Parameters 

The validity of the amyloid beta fibrils structures was tested utilizing a 

comparison between computational calculated and experientially determined geometric 

parameters such as secondary structure, interstrand twist and distance, and periodicity. 

Figure 4.4. The initial and clustered Aß40 fibril structures taking from the molecular 
dynamics simulations. Structures in red correspond to the initial constructed 
conformations while the blue is the clustered result after molecular dynamics  

The extrapolated asymptotic values for the inter-strand distance, twist angle, and 

periodicity were calculated utilizing relaxed structures obtain from molecular dynamics

simulations. The inter-strand distance was calculated based on fibril length and the 

equation L/n=d, where L is length, n is the number of monomer units, and d is the inter-
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strand distance. Length measurements were extracted using the Yasara162 program 

package where fibrils where fit to molecular volumes. The inter-strand twist angles were 

calculated from the molecular dynamics simulation trajectories, where V19, L34, and S26 

were used as anchor points that provided two best-fit planes between monomers, which 

allow the angle between them to be obtained. 

Monomers -sheet (%) R. Coil (%) Fibril Twist d (nm) 0) Periodicity v (nm)
20 87.8 12.2 3.57 ± 1.94
30 89.2 10.8 4.17 ± 2.34
40 89.5 10.5 10.49 ± 5.11 0.477 1.50 114.5
50 90.6 9.4 8.91 ± 3.63 0.479 1.47 117.3
60 90.4 9.6 9.19 ± 3.69 0.479 1.29 133.7
80 90.7 9.3 17.36 ± 4.38 0.481 1.34 129.2
120 90.4 9.6 25.02 ± 6.05 0.481 1.32 131.2
Table 4.1:
twist calculated from MD simulations. This value represents the twist angle from one end 
of the fibril to the other.  d -strand distance and twist angles between 
adjacent monomers, respectively. Length of the fibril, L=n d, where n is the number of 
monomer layers in an amyloid fibril.    

In addition, monomer units were chosen from the interior of the fibril due to large 

variations at either end that contributes to higher inter-strand twists that would not exist if 

the fibrils were to persist. Periodicity was calculated using the equation v=360× ,

where d and are the inter-strand distance and inter-strand twist angle, respectively. The 

Periodicity (v) is defined as the minimum length needed to cover a twist angle of 360°.

-chains emanating from two separate monomer units were 

held together by interdigitating like the teeth on a zipper by intermolecular forces such as 

hydrogen - - interactions.163 Furthermore due to the fact 

there was no water found between the monomer units it has been termed the “dry steric 

zipper.”163 Steric zippers are formed from self-complementary amino acid sequences, in 
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which their side chains can mutually interdigitate. The fibrils were found primarily to be 

-sheet in character (88%) with small random unordered sections at either end (12%). 

-sheet structure was supported by measured Deep Ultraviolet Resonance 

Raman data that showed a specific narrow and intense Amide 1 peak centered at 1675 

cm-1 which is indicative of a well-organized cross- 164

Monomers -sheet (%) R. Coil (%) Fibril Twist d (nm) 0) Periodicity v (nm)
40 90.9 9.1 3.78 ± 2.21 0.493 1.07 165.9
80 85.9 14.1 8.54 ± 3.47 0.501 1.21 149.1
100 89.6 10.4 11.02 ± 3.51 0.492 1.11 159.6
120 91.0 9.0 10.46 ± 3.94 0.491 1.08 163.7
140 89.6 10.4 11.97 ± 4.45 0.490 1.07 164.9
160 88.3 11.7 10.37 ± 3.48 0.495 1.03 173.0
200 89.4 10.6 19.14 ± 5.31 0.490 1.34 131.6
Table 4.2:
twist calculated from MD simulations. This value represents the twist angle from one end 
of the fibril to the other.  d -strand distance and twist angles between 
adjacent monomers, respectively. Length of the fibril, L=n d, where n is the number of 
monomer layers in an amyloid fibril.    

The Amide 1 vibration consisting of mainly carbonyl stretching and small contributions 

for out-of-phase C-N stretching is known to be sensitive to the peptide’s secondary 

structure.165 Smaller fibrils which were less than 20 monomers in length produced overall 

twists less than 10

monomers) possess a overall twist greater than 80.98 The greater overall twist is likely 

due to repulsive energies that arise from negatively charged monomers during 

aggregation (Figure 4.4).  In order to minimize this repulsive energy, the monomer units 

adopt a staggered conformation that persists through the fibril creating an overall twist in 

structure (Figure 4.4).98 This twist also helps stabilize the secondary structure and allows 

for reordering to occur before the fibril ruptures beyond repair, thus increasing the 
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flexibility under no loss of strength.98 The inter-strand distance (d) is defined as the 

average distance between monomer units within the fibril structure. The calculated d

value for larger fibril structures (40-120) produced an average value of 0.480 ± 0.0015 

(Tables 4.1 and 4.2). These values are in 

excellent agreement with previous experimental studies on 

of 0.47166 and 0.50 nm167 were obtained, respectively. Furthermore, the interstrand 

distance and angle between adjacent monomers can be used to calculate the periodicity of 

these aggregates. The minimal length to cover a twist angle of 3600 is driven by a balance 

of mechanical forces dominated by elasticity and electrostatic forces due to the 

distribution of hydrophobic regions and charges along the backbone.45, 168-170 However, 

the periodicity does depend on the environment such that at high and low salinities they 

form relaxed tapes and twisted structures respectively, and has been shown to be quite 

tunable by Adamcik and coworkers.171 The average computed value for the periodicity 

with an experimental determined value for amyloidgenic protofibrils such as 3-

fibrils of 120 ± 20 nm45 -synuclein fibrils of 100-150 nm166. All of the geometric 

parameters suggest that the equilibrated structures of the larger aggregates are realistic 

mode

in size (Tables 4.1 and 4.2).172

4.3. Mechanica

using a two-step approach. Where in the first step, molecular dynamics simulations were 

carried out on a variety n where n = 5, 6, 7, 8, 9, 10, 12, 15, 20, 25, 
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30, 40, 50, 60, 80, 100, 120, 140, 160, 200 which allowed for the solid state NMR 

structures to relax to a steady state within an explicit aqueous environment. All 

equilibrated structures reached a steady state within a 50-100 nanosecond simulation 

window, validated by RMSD calculations. An explicit solvent environment has been used 

because it affects the specific solvation and dynamics of unfolded peptides and proteins, 

while conformational behavior and flexibility of folded peptides and proteins remain 

intact.173 The initial structures were placed in cubic boxes with similar dimensions within 

x and y axis (8 x 7 nm) with length variations within the z axis (5-100 nm). In order to 

solvate the protein there is a need to accurately model a continuum of water molecules 

that mimic bulk solvent effects present in many biological systems. This is ensured by 

using periodic boundary conditions within our simulations which replicates the 

simulation box in all dimensions. In the second step, stress strain calculations were 

performed in Materials Studio 7.0174 utilizing two separa

strain in one direction (axial or equatorial) and computes the stress within the system in 

kcal/mol/Å. Before any strain can be applied, the structures taking from molecular 

dynamics trajectories is geometrically optimized at a fine quality using force field 

COMPASSII175 with maximum iterations set to 5000-500000. Force energies could not 

be accurately calculated if the convergence criteria were not met therefore a range of 

iterations were chosen with respect to those criteria. Furthermore, smaller structures had 

problems with convergence and were run through a series of geometric optimizations 

before stress-strain calculations could be performed (coarse, medium, and fine), 

highlighting their instability compared to the larger fibrils. The stretch script provided 
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froze all atoms below the 10th and above the 90th percentile in their X coordinates 

(roughly 10-20% of the fibril). Then a strain pattern was applied. The strain pattern began 

at 0.001 and finished at 0.03 in which a strain value of 0.001 meant that all X coordinates 

were multiplied by 1.001 or the fibril was stretched by 0.1%. Next, the fibrils were

geometry optimized using the COMPASSII force field, so that unconstrained atoms are

allowed to move around in order to minimize the total energy. The tensile force was

calculated as the net force on the bottom constrained atoms (they get pulled in the 

positive direction) minus the net force on the top atoms (they get pulled in the negative 

direction).The strain set can be separated into two parts. A linear portion (elastic) that 

occurs between strain 0.001-0.01 and a polynomial portion (plastic) that extends from 

0.01-0.03 where the fibril reaches maximum stress, then deforms pass its ability to regain 

its initial structure. The linear portion or elastic region was fit to a linear trend line, where 

the slope is equal to Young’s modulus. The highest point within the plastic portion, 

where structural necking can occur, can be used to determine the ultimate tensile strength 

of the material. Single domain structures (one-fold geometry) were chosen for these 

calculations due to differences in interaction energies contributions to the overall strength 

of the material, with the largest contributions coming from the hydrogen boding between 

monomer units and the smallest energetic contributions originated from the hydrophobic 

interactions holding the two separate domains. Additionally, as Young’s modulus values 

are a function of total molecular area, doubling the interaction energy by having two 

domains is cancelled by doubling the area (force/area). Therefore, one-fold fibril 

structures will produce the same results as two-fold fibrils but in half the time.  A average 

–
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20 fibrils (Table 4.3 and Figure 4.5), which is slightly higher but comparable to the 

value of 13-

study.26 The similarity in the computed Young’s modulus was due to common features of 

the equilibrated structures where smaller fibrils 5 – 40)30 contained no 

appreciable twist.98

Table 4.3. Computed values of Young’s modulus as a function of A 40 monomers.

This loss in twist could account for the increase in tensile stiffness as no rearrangement or 

relaxation was possible during the stress-strain calculations.98 Typically for such fibrils, 

instabilities can emerge at the ends of the fibrils that reduce their stability and contribute 

to their rigidity and dissociation under extreme chemical conditions.47, 98, 176 However, all 

fibrils modeled computationally were shorter than their helical pitches and featured 

significant differences in their pure tensile properties. Furthermore, for fibrils shorter than 

their periodicity, bending modes can occur against the cross section with the lowest 

moment of inertia allowing increased flexibility as shown by our larger aggregates.168-169

Monomer Units Young's Modulus (GPa)
5 38.0
6 36.2
7 37.3
8 54.1
9 44.5
10 51.2
20 54.3
30 26.0
40 33.9
50 19.8
60 11.4
80 6.1
120 4.5
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The mechanical properties of 

previously which varied with length and showed that larger fibrils were more stable 

compared to smaller ones.47, 177
30 was half the 

20 and signals the next trend seen within the larger fibrils.98

Figure 4.5. Stress-strain graphs for Aß40 fibrils comprised of 5-120 monomers in length. 
One-phase exponential decay comparison of larger fibril structures 40-120 showing 
plateau value.  

For the larger fibril structures 40 – 120, a mono-exponential decay between 

the Young’s modulus and the amount of monomer units was observed producing a high 

correlation value (0.99) indicating a scaling law might exist that could accurately 

calculate the lowest moduli value for much higher order aggregates.98 The mono-

exponential decay fit produced an appreciable plateau value associated with the lowest 
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moduli that can be found for this decay (Figure 4.5). The value obtained for the plateau 

was 4.2 GPa, which pertains to any structure greater than 100 nm long. The calculated 

value of 4.5 GPa (Table 4.3) for the largest fibril should be considered in an excellent 

agreement with experimentally measured values of 1.79 ± 0.41 and 3.2 ± 0.8 GPa using 

two distinct atomic force microscopic methods.98

Table 4.4. Computed values of Young’s modulus as a function of A 42 monomers in 
multi-dimensions (x, y, z).

The discrepancy between the experimentally measure and theoretically calculated 

Young’s modulus could be due to the methods used to obtain the values. The 

experimentally determined values are compressive or transverse, whereas the theoretical 

values are purely longitudinal. In linear or longitudinal moduli, the stress and strain are 

related by Hook’s law where the force (F) required to lengthen or compress a spring by 

some distance (x) is directly proportional to that distance. Stress-strain tests exploit this 

law as the strain or deformation of an elastic object is proportional to the stress applied to 

it. This assumption is only valid for substances that produce an elastic or linear response, 

Monomer Units

X

Young's Modulus 
(GPa)

Y Z
40 30.0 2.1 4.4
60 1.6 0.7 1.1
80 1.0 0.5 0.6
100 1.5 0.9 0.8
120 1.2 0.6 0.7
140 1.2 0.6 0.7
160 1.2 0.6 0.7
200 1.2 0.6 0.7
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however has been shown that for small enough strains most solid materials exhibit 

Hookean behavior.  Longitudinal modulus employs an iso-strain assumption where every 

element of the material has the same elongation. Using Transverse modulus the 

properties perpendicular to the fibers are examined.

Figure 4.6. Young’s modulus determined in three dimensions for the Aß42 fibrils. 

Treating the individual fibers within the fibril as layers not discreet fibers is an 

assumption that must be made, while an even larger assumption must be made about the 

behavior of these fibers.  As the fibers are compressed, all of the fibers condense down to 

a single layer that occupies the whole bottom half of the material. This assumption is 

made so that as a load is applied to the material, the load must first go through the matrix, 

then through the fibers. This allows for the load experience by the matrix to equal the 
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load experienced by the fibers. Additionally, based on the first assumption (fibers are 

layers) all fibers possess the same cross-sectional area. Thus, the load and the cross-

sectional area of the fibers are the same, as well as, the stress. This assumption is called 

iso-stress and is comparable to the iso-strain experience for longitudinal stretching.

Table 4.5. Computed values of compressibility, bulk and shear modulus as a function of 
A 42 monomers.

These results along with the geometric parameters discussed above suggest that models 

of

mature fibrils when compared with traditional atomic force microscopy stress 

experiments. -strain method was developed that 

expanded on the current methodology. This expansion allowed for more mechanical 

properties to be calculated such as, bulk modulus, shear modulus, and compressibility

(Table 4.5). This method applies a strain pattern as before however uses a crystal lattice 

refinement method that allows for simultaneous calculation of multidimensional 

mechanical properties (x, y, z). This was performed utilizing the Forcite module which 

permits fast single point energy determination and also performs geometric optimizations 

of molecules and periodic systems. The module uses a constrained approach, where the 

Monomer Units Bulk Modulus (GPa) Shear Modulus
(GPa)

Compressibility
(1/GPa)

40 3.3 2.9 0.3
60 0.5 0.3 1.8
80 0.3 0.2 3.2
100 0.5 0.3 2.1
120 0.4 0.3 2.6
140 0.4 0.3 2.6
160 0.4 0.3 2.4
200 0.4 0.3 2.7
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process starts by removing symmetry from the system followed by an optimization of the 

structure where cell parameters can be maintained or varied. For each configuration, a 

number of strains will be applied producing some strained structure that is then re-

optimized for the next set of strains. 

Figure 4.7. (a) Shows the AFM imaging of the Aß42 fibrils on mica and (b) is showing 
the experimentally obtained stress strain graph. 

Each strain pattern represents a strain matrix in Voight notation and is used to generate a 

metric tensor G in the form of = [2 + ] , where HO is formed by the lattice 

vectors, E is the strain matrix, I is the identity matrix, and HO’ is the transpose of HO. 

From G, new lattice parameters can be calculated and transformed into cell parameters 

followed by a stress calculation based on a stiffness matrix built up from a linear fit 
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between the applied strain and resulting stress patterns. Any element that is acted on by 

an external force is said to be in a state of stress. Additionally, the stress to the body 

results in a change in the relative positions of the atoms within the body and can be 

expressed as a strain tensor matrix where elastic compliance  components can be 

extracted and used to determine the aforementioned mechanical properties. The average 

Young’s modulus for the larger fibrils formed from the was 1.3 ± 0.2,  0.6 

± 0.1, and 0.8 ±0.1 GPa for the x, y, and z dimensions, respectively (Table 4.4 and Figure 

4.6). This is three times more flexible when compared to the fibrils made from the 

peptide. Interestingly, the Young’s modulus does change with respect to the principle 

axis examined and shows greater flexibility within the y and z dimensions. The average 

Young’s modulus of 1.3 ± 0.2 GPa along the fibril’s axis is in great agreement with 

atomic force microscopy measurements, where a value of 1.69 ± 0.17 GPa was obtained 

by our experimental collaborators (shown in Figure 4.7). 

4.4. Summary and Conclusions

In this study, we have combined complementary experimental and theoretical 

techniques to investigate the structural and mechanical properties of A 40/42 fibrils. The

atomic force microscopy experiments showed the formation of linear and unbranched 

rying length (a few hundred nanometers to a few microns) and 

thickness (3 – 5 nm). The DUVRR spectrum provided a high relative intensity of the 

Amide I peak at 1675 cm-1 -sheet rich fibrils. The MD 

equilibrated fibrils, whether formed using 5, 6, 7, 8, 9, 10, 12, 15, 20, 25, 

30, 40, 50, 60, 80,100, 120, 140, 160, and 200 monomers -

sheets (88.0%) and formed through a zipper created by self-complementary amino acid 
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residues. The other structural properties (twist, inter-strand distance and periodicity) of 

these fibrils were also in agreement with experimental measurements. The atomic force 

microscopy experiments provided the values of compressive Y of 1.79±0.41 GPa (sample 

size = 20 fibrils) in air (dry) condition. The SS calculations on the small equilibrated 

(A 40)5 - (A 40)20 fibrils provided an average Y value of 45.0±7.5 GPa that was 

significantly higher than the measured value. However, the larger structures (A 40)40 -

(A 40)120, exhibited a mono-exponential decay and produced a high correlation value of 

0.99 which suggested the existence of a scaling law. The mono-exponential decay using 

this law provided Y = 4.206 GPa that can be associated to any structure greater than 200 

units long. This value is in excellent agreement with atomic force microscopy 

nanoindention experimental value of 1.8±0.41 GPa. Furthermore, stress-strain 

methodology was changed when considering Aß42 fibrils which produced more accurate 

results.  The average Young’s modulus of 1.3 ± 0.2 GPa along the Aß42 fibril axis is in 

great agreement with atomic force microscopy measurements, where a value of 1.69 ± 

0.17 GPa was obtained. The results reported in this study will advance our efforts to 

understand sequence-structure-material properties relationship of biomaterials and to 

develop “design rules” for their computational modeling.
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Chapter 5. Biological Systems of Molecular Recognition

Molecular recognition refers to the specific interaction between two or more 

molecules through noncovalent bonding such as hydrogen bonding, metal coordination, 

electrostatics, and hydrophobic forces. Molecular structure, recognition, and chemical 

properties undeniably play an import role in biological systems and the investigation of 

these concepts can accelerate our efforts in designing more efficient molecules for 

diagnostic, therapeutic, and imaging. To accomplish this aim, we have studied the 

molecular recognition of three complex systems: a natural enzyme 

glycerophosphodiesterase (GpdQ) - bis(p-nitrophenyl) phosphate, ZrIV-Keggin type 

Polyoxometalate (ZrK) - human serum albumin (HSA), and a hybrid antimicrobial 

peptide ATCUN-sh-Buforin – DNA. Computational studies have provided the platform 

for quantifying and classifying these noncovalent interactions. For GpdQ, the structures 

of three chemically distinct phases within the catalytic cycle (Em, Em-S, and Eb-S) have 

been determined, as well as, the influence of amino acid substitution and different 

substrates on active site conformation within the primary and secondary shell residues of 

Eb-S. Additionally, ZrK interactions at four chemically diverse sites (Arg114-Leu115, 

Ala257-Asp258, Lys313-Asp314, and Cys392-Glu393) within HSA have been 

determined and were found to be dominated by hydrogen bonding and electrostatic 

interactions. Furthermore, binding free energies predicted one major site (site 4) and three 

minor sites (sites 1, 2, 3). These complex structures were then used for mechanistic 

studies utilizing a quantum mechanics/molecular mechanics (QM/MM) approach where 

the second transition state was found to be the rate determining step with site four 

possessing the lowest barrier. Lastly, four forms of the antimicrobial peptide buforin 
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(BF2) including the ATCUN moiety were used to study its interaction with DNA. Both 

L- and D- forms of the peptide have been investigated as well as variable residues that 

make up the ATCUN portion of the peptide. The aforementioned studies have provided 

unprecedented insights into these complicated complex structures, molecular binding 

events, and chemical properties that could lead to the development of molecules with 

significantly increased reactivities and/or stabilities. 

5.1. The Formation of the Catalytically Active Binuclear Center of 

Glycerophosphodiesterase (GpdQ)

Figure 5.1. The proposed mechanism for the generation of the active binuclear Eb-S
species based on extensive experimental data.178(Figure taken from ref.97). 

Glycerophosphodiesterase (GpdQ) is a binuclear metallophosphatase that catalyzes the 

hydrolytic cleavage of mono-, di-, and triphosphoester bonds of a wide range of critical 

molecules. Upon substrate binding, this enzyme undergoes a complex transformation 
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from an inactive mononuclear form Em to an active binuclear center (Eb-S, with metals 

-bound intermediate state 

(Em-S). The proposed mechanism for the formation of the active binuclear core of GpdQ 

is shown in Figure 5.1. In this study, all-atom molecular dynamics (MD) simulations 

have been employed to investigate structures and dynamical transformations in this 

process using eight different variants incorporating five wild-type and three mutant forms 

of GpdQ. Additionally, the effects of the substrate, bis-(para-nitrophenyl) phosphate 

(bpNPP), a metal-bridging nucleophilic hydroxyl, and specific first and second 

coordination shell residues have been investigated. The initial binding of the substrate to 

Em enhance

coordination of the second metal ion. These results are in agreement with stopped-flow 

fluorescence and calorimetry data. In Eb-S, the computed increase in the substrate and 

line with the experimental data. However, 

removal of the substrate from this complex is found to cause substantial reduction in 

stabilization of the active site predicted in this study is supported by the kinetic 

measurements using both stopped-flow and nuclear magnetic resonance (NMR) 

coordination flexibility by acting as a gate in the formation of Eb-S, in good agreement

with mutagenesis and spectroscopic data.
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5.2. The Structure of the Mononuclear (Em) Complex

The mononuclear structure (Em) represents the inactive state of the enzyme. In Em

metal site is occupied and the substrate is not present at the active site. In this 

state, the metal ion is directly coordinated to Asp8, His10, Asp50 and His197. 

 

Figure 5.2. Most representative structure of the mononuclear form (Em) of GpdQ from 

in the table.   

The starting structure of this species for MD simulations was obtained by removing both 

-ray structure of GpdQ (PDB ID: 

3D03).179 The most representative structure derived from this simulation is shown in 

Figure 5.2. In this structure all of the first shell residues (Asp8, His10, Asp50 and 

His197) remained coordin

and 2.20 Å, respectively. Additionally, two water molecules interacted with this metal ion 

but are not shown in the figure. These waters could serve as the bridging hydroxyl and 

terminal nucleophile which are required for phosphoester cleavage. In Em the largest 

fluctuations were observed within Asp50 that shifted and associated with the metal in the 
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ising as there is no metal present in the site to interact with this 

residue. In this structure, another flexible first shell residue, Asn80, remains exposed to 

the solvent in what looks like an open conformation (Figure 5.2). The flexible nature of 

Asn80 is not unexpected since experimental data have demonstrated that it is a key 

residue for the binding of the metal in the site to form the enzyme-substrate 

complex.178-179 The second coordination shell residues His81 and His217 that facilitate 

the positioning of the substrate and the coordination of the metal in the site through an 

extensive hydrogen bond network surround the metal in the site in this resting state 

structure. The contact maps show that His81 is positioned closer to the metal in the site 

5.4a). Lastly, together with Asp50 and Asn80, 

His156 and His195 define the metal site in a rather open conformation.

5.3. The Structure of the Substrate Bound Mononuclear (Em-S) Complex

The binding of the substrate bpNPP to the Em species generates a mononuclear 

enzyme-substrate (Em-S) complex. The most representative structure obtained from MD 

simulation shows that bpNPP

site in Em (Figure 5.3). The substrate monodentately coordinates to the metal in the site 

at a distance of 1.92 Å. Binding energy calculations indicate the formation of a stable 

complex with a binding energy of -13.9 kcal/mol (Table 5.1). Amino acids (Asp8, His10, 

Asp50 and His197) and one water ligand remained bound to the metal ion and complete 

the first coordination shell. However, there are some conformational changes observed in 

the active site due to the binding of the substrate. In comparison to Em the four amino 

acid ligands in Em-S are bound more strongly to the supported by

shorter bond distances (Figure 5.2 and 5.3). Binding energy calculations indicate strong 
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binding of the metal to the site (-93.0 kcal/mol). In particular, the bond distance 

involving His10 has decreased substantially (by 0.11 Å) as the substrate exerts a slight 

crowding effect on the active site [Residue Index (RI) (2,10) transition from dark blue to 

light green in Figure 5.4b]. 

Figure 5.3. Most representative structure of the mononuclear substrate bound form (Em-

bpNPP in green. The coordinating distances are provided in the table

The enhanced metal affinity of the substrate-bound complex is in agreement with a recent 

isothermal titration calorimetry study that demonstrated a considerable reduction in the 

Kd value of the metal upon the addition of the reactant.180 Another significant change 

upon substrate binding is apparent in the position of residue Asn80, which shifted further 

away from the metal in the site by roughly ~1.0 Å; its side chain rotates to 

accommodate the binding of a metal to the site [RI (4,10) in Figure 5.4b]. Key second 

coordination shell residues, His81 and His217, condense around the metal-bound

substrate molecule. They form weak interactions (CH- and - ) with the aromatic ring 

of the substrate and stabilize its position within the active site (Figure 5.3). Additionally, 

residue Arg12 (not shown) also provides a further stabilization of the substrate’s position 
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through a hydrogen bond (2.91 Å) between its terminal guanidinium group and the nitro 

group of bpNPP. In comparison to the substrate-free mononuclear enzyme, residue 

His195 rotated closer to Asn80, pre-shaping (“priming”) the binding pocket for the 

second metal ion [RI (7,4) transition from light blue to a dark green color in Figure 5.4b].

Complex vdW elec polar nonpolar binding

Em-S -11.9 -30.5 30.7 -2.2 -13.9 ± 8.0

Eb-S 2.9 -81.9 48.8 -1.7 -31.9 ± 5.2

Eb-S-H -5.3 -116.1 71.0 -2.1 -52.6 ± 7.1

Eb-SH81-A 6.2 -88.7 50.8 -1.5 -33.2 ± 4.5

Eb-SH217-A 3.8 -87.1 49.8 -1.5 -35.0 ± 4.1

Eb-SN80-A 3.4 -92.9 62.8 -1.6 -28.3 ± 3.5

Table 5.1. Binding energies of the substrate bpNPP obtained from molecular dynamics 
production trajectories. The energies are in kilocalories per mol. 

In summary, in this initial phase of the reaction cycle substrate binding enhances the 

(computed enhancement of 20.0 kcal

site for binding of a metal ion. This is in good agreement with stopped-flow fluorescence 

data that demonstrated that in a rapid initial phase of the catalytic cycle (kobs ~350 s-1) a 

“primed” Em-S complex is formed, that has enhanced metal affinity.178 Furthermore, from

calorimetry experiments an enhancement of the metal affinity in the presence of a 

substrate mimic was demonstrated.180

5.4. The Structure of the Catalytic Binuclear (Eb-S) Complex

In the last

Em-S (kobs ~40 s-1)178 generates a catalytically active binuclear complex (Eb-S). The most 



78 
 

representative structure of Eb-S derived from MD simulation indicates that the binuclear 

core [(Asp8, His10, His197)( -(

-1,3 bidentate 

complex with the metals (Figure 5.5). 

Complex vdW elec polar nonpolar binding

E 19.2 -320.3 228.9 -0.8 -73.0 ± 12.5

Em-S 18.9 -353.8 242.7 -0.8 -93.0 ± 4.6

Eb-S 31.9 -537.1 324.1 -0.9 -182.0 ± 6.9

Eb-S 28.6 -526.3 306.3 -0.8 -192.2 ± 5.4

E 25.3 -495.2 337.3 -0.9 -133.5 ± 3.4

E 34.2 -521.2 314.3 -0.8 -173.5 ± 7.4

Eb-S-H 15.5 -329.4 238.6 -0.8 -76.2 ± 3.5

Eb-S-H 23.2 -379.7 240.8 -0.8 -116.6 ± 3.3

Eb-SH81-A- 30.3 -531.4 320.9 -0.8 -181.0 ± 6.0

Eb-SH81-A- 26.4 -517.7 299.8 -0.9 -192.4 ± 7.0

Eb-SH217-A- 30.4 -524.7 314.8 -0.9 -180.4 ± 7.9

Eb-SH217-A- 27.6 -516.0 302.5 -0.8 -186.7 ± 6.2

Eb-SN80-A- 31.9 -519.0 322.2 -0.8 -165.7 ± 7.0

Eb-SN80-A- 20.7 -451.4 307.6 -0.9 -124.0 ± 15.1

Table 5.2. .
The energies are in kilocalories per mole.

The accuracy of the MD structures was proven by two methods; a B-factor (great 

-ray structure and MD 

obtained structure which was in excellent agreement (results not shown). In both 

structures all first coordination shell residues lie within bond forming distances of the 

metals, and the bridging hydroxyl group is positioned opposite the substrate.  However, 
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the - distance (3.13 Å) in the equilibrated structure is 0.56 Å shorter than the one 

observed in the crystal structure, which may be partially due to the difference in the 

identity of the substrate (bpNPP vs PO4).179

Figure 5.4. Contact maps of all complexes showing only the active site and secondary 
shell residues. Color scale bars have been used at a range of 0 to 0.5 nm. (Taken from 
ref.97)

Based on bond length the interaction of bp

vs 2.06 Å, respectively; Figure 5.5). The coordination 

and six, respectively (Figure 5.5). 

Among the first coordination shell residues, His195 is the weakest ligand (bond distance 

(bond distance = 2.01 Å), thereby stabilizing the active site. However, this possible 

interaction may be due to the force-field that places a more negative charge on the 
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oxygen present of the side chain of Asn80 compared to the less negative nitrogen of 

His195. Additionally, this Asn80 backbone carbonyl oxygen atom interacts with the side 

chain of Asp50 through a strong hydrogen bond at a distance of 1.91 Å. 

Figure 5.5. Most representative structure of the active binuclear substrate bound form 
(Eb-S
the substrate bpNPP is in green. The coordinating distances are provided in the table.   

This hydrogen bonding interaction was also observed in the crystal structure of GpdQ. 

During the transition from Em-S to Eb-S Asp50 switched its position so that it interacts 

predominantly with the metal in the site (the M -OAsp50 and M -OAsp50 distances are 

3.22 and 1.89 Å, respectively). In contrast, in the crystal structure this residue is bridging 

both metal ions. Again this variation may be due, at least partially, to the use of an actual 

substrate (bpNPP) in the MD simulations, contrasting the use of the smaller phosphate 

molecule in the crystallographic (and spectroscopic) studies. 

Similar to the Em-S complex the second coordination shell residue His81 

stabilizes the substrate at the active site through a CH- interaction (at a distance of 2.91 

Å), but the previously observed interaction between His217 and the substrate is lost. This 

loss is compensate -amino group of Gln166 

and the nitro group of the substrate (2.18 Å) and (ii) a CH- interaction between the 
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terminal methyl group of Met167 and the aromatic ring of bpNPP (2.71 Å). Additionally, 

His81 rotated to increase its interactions with the aromatic rings of bpNPP (Figure 5.5). 

All of the changes during the Em-S Eb-S transition caused an enhancement by 18.0 

kcal/mol in the substrate binding energy (Table 5.1). The electrostatic contribution to the 

binding energy has also significantly increased (by 51.4 kcal/mol). Importantly, in the 

Eb-S

ys a 

strong affinity for a metal (Table 5.2), in good agreement with experimental data.178, 180

5.5. The Effect of the Bridging Hydroxyl Group on the Structure of the Eb-S

Complex

Figure 5.6. Most representative structure of the nucleophile (-OH) free form (Eb-S-H) of 
Eb-S derived from MD simulations. 
substrate bpNPP in green. The coordinating distances are provided in the table.

proposed to function as a nucleophile in some binuclear metallohydrolases (e.g. some 

PAPs,181-182 organophosphate-degrading hydrolases181, 183-184 and antibiotic-degrading 

metallo- -lactamases181, 185), but in GpdQ it was proposed to act as a base, abstracting a 

proton from a water bound activating this water for its 
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nucleophilic attack on the substrate.178-179 To study its effect on the structure of the Eb-S

complex, MD simulations were performed on a structure (Eb-S-H) without this group. In

this complex the - distance is substantially longer than in Eb-S (3.13 Å vs 4.74 Å; 

Figure 5.6) [RI (11, 12) in Figure 5.4c and RI (10, 11) in Figure 5.4e]. Additionally, a 

terminal water that is not observed in Eb-S coordinates to the Eb-S-H,

and the first coordination shell Asp8 changes its coordination mode from mono- -1,3 

-hydroxyl 

group [compare RI (1,11) in Figure 5.4e and RI (1,12) in Figure 5.4c]. This significant 

rearrangement of Asp8 was possibly due to the absence of a steric clash with that 

-OH on the bond between Asn80 

s comparable to that observed upon removing the 

substrate, demonstrating the synergistic nature of substrate and metal binding in the 

active site of GpdQ. Furthermore, in comparison to Eb-S, the bonds between bpNPP and 

the two metals in Eb-S-H are more symmetric and tight (relevant bond length pairs are 

1.78 Å/1.83 Å and 2.06 Å/1.87 Å for Eb-S-H and Eb-S, respectively; Figures 5.5 and 5.6). 

This symmetry also translates into a higher substrate binding energy for Eb-S-H (Table 1). 

-hydroxyl group (-

76.2 and -

reduced (Table 5.2), even though their respective coordination numbers (five and six) is 

unaltered. The combined results observed upon removing the metal-bridging hydroxyl 

group demonstrate the importance of this group in the formation of a stable bimetallic, 

catalytically active site. Its strong interaction with the two metals is anticipated to raise its 

alkaline character, which enhances -metal-bound 
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-OH also renders the enzyme-substrate 

complex more labile, lowering the activation barrier of the reaction.

5.6. The Effect of the Substrate on the Structure of the Eb-S Complex

To study the effect of the addition of the substrate bpNPP, a simulation was run 

on the Eb-S species, where the substrate was removed. The resulting structure (Eb in 

Figure 5.7) was compared to the fully active substrate-bound complex (Eb-S in Figure 

5.5). 

 

Figure 5.7. Most representative structure of the substrate free form (Eb) of Eb-S derived 
from MD simulations. 
distances are provided in the table.   

 

There are a few nota -ß distance is elongated in the absence 

of the substrate by 0.13 Å (3.27 Å), moving closer to the distance shown in the crystal 

structure (3.68 Å). Additionally, two terminal water molecules coordinate to the metals, 

replacing the substrate, while the μ-OH remains in the same position in both complexes. 

Of particular interest is the observation that in the absence of substrate the bond between 

this residue experimentally observed coordination flexibility (see above).178-179 The 



84 
 

opposite movement is observed for His10 and His195, where the addition of the substrate 

leads to a contraction of their bond distances to the metals in the 

respectively, by 0.16 Å. However, the contact map generated for this complex did not 

differ greatly from the fully active form (Figure 5.4d).  

Importantly, and again in good agreement with experimental data, in the absence 

of substrate the binding energies for both metals are significantly decreased (by 48.5 and 

5.2).180 These results indicate that 

the substrate helps to stabilize several primary residues within the active site as well as 

the catalytically active metals, but they also demonstrate that once formed the bimetallic 

center does not dissociate easily in the absence of substrate. This explanation agrees with 

kinetic measurements using both stopped-flow178 and NMR181 that showed that GpdQ 

employs a non-processive mechanism, whereby the active site remains assembled until 

the substrate is depleted.

5.7. The Effects of Mutations on the Structure of the Eb-S Complex

The effects of three key residues (Asn80, His81 and His217) on the structure of the 

Eb-S complex were investigated using their mutant forms (i.e. Asn80Ala, His81Ala, and 

His217Ala). Asn80 was shown experimentally to play an important role in both substrate 

and metal binding,186 and our computational data supports this conclusion. This residue 

directly coordinates to the metal in the site and acts as a gate to block its exit. It also 

positions the substrate at the active site through hydrogen bonding. The Asn80Ala mutant 

of GpdQ, while shown to be catalytically active,179 and is expected to have decreased 

affinities for both the substrate and the metal in the site. In the structure derived from 

the MD simulation of this mutant (Eb-SN80A) substantial alterations in the active site 
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configuration are observed (Figure 5.8). The metal binding site collapsed and the 

coordination bond between the metal in this site and His195 is broken (Figure 5.4h and 

5.8). In addition, greater fluctuations are observed for the metal in this site when 

compared to Eb-S (Figure 5.4c and 5.4h) as it has more space to move. 

Figure 5.8. Most representative structure of the Asn80Ala mutant (Eb-SN80A) of Eb-S
derived from MD simulations. 
bpNPP in green and mutation is in yellow color. The coordinating distances are provided 
in the table.   

It is thus not surprising (and in agreement with experimental data179) that the substrate 

binding energy is reduced by 3.6 kcal/mol in this mutant. Furthermore, this mutation has 

a major impact on the binding energy of the metal in the site (a reduction of nearly 70 

kcal/mol), while the effect on the metal in the site is moderate (Table 5.2). The 

computational data are thus in qualitative agreement with available experimental data and 

demonstrate that a catalytically active bimetallic center can be maintained in GpdQ, even 

after a ligand of one of the metals is removed. This lends credence to the coordination 

flexibility of Asn80, initially proposed based on mutagenesis and spectroscopic data.179

The two second coordination shell residues His81 and His217 are part of an extensive 

hydrogen bond network that links the substrate binding pocket to the bimetallic catalytic 
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center. Their replacement with Ala has little effect on the catalytic efficiency of the 

resulting mutants; since the respective Km values are also not altered largely by these 

mutations, it appears that these residues are not crucial for substrate binding.178

 

Figure 5.9. Most representative structure of the His81Ala mutant (Eb-SH81A) of Eb-S
derived from MD simulations. 
bpNPP in green and mutation is in yellow color. The coordinating distances are provided 
in the table.   

However, an enhanced affinity in particular for the metal in the site is observed, 

especially in the absence of substrate.178 In the most equilibrated calculated structure (Eb-

SH81A) derived from the simulation of the His81Ala mutant, the interaction between the 

residue Ala81 and the substrate is broken and the side chain is moved away from the 

binuclear metal center (Figure 5.9). However, the overall configuration of the active site 

is not greatly affected by this mutation (Figure 5.4f); the rmsd value obtained from a 

superposition of this and the crystal structure is low (0.40 Å). In agreement with the 

experimental data the substrate binding energy in this mutant is very similar (slightly 

enhanced) to that of the wild-type enzyme (Table 5.1). Furthermore, the metal affinity for 

both binding sites is virtually identical to that of Eb-S (Table 5.2). The mutation of 

His217 to Ala produced similar effects and active site coordination compared to His81 to 
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Ala as shown by the contact maps (Figure 5.4f and 5.4g). In this case, the non-bonding 

interaction energy shows an increase of 3.1 kcal/mol. The equilibrated structure (Eb-

SH217A) obtained from this simulation is shown in Figure 5.10.

Figure 5.10. Most representative structure of the His217Ala mutant (Eb-SH217A) of Eb-S
derived from MD simulations. 
bpNPP in green and mutation is in yellow color. The coordinating distances are provided 
in the table.   

The electrostatic energy contribution for both mutants shows a minor increase and may 

be attributed to a slight decrease in the size of the binding pocket. It is also apparent that 

interactions that were lost due to mutation of these two residues are largely compensated 

by other residues in the proximity of the active site. The mutation of His81 to Ala enables 

the amine group of the primary shell residue Asn80 to form a hydrogen bond with the 

substrate at a distance of 1.94 Å. The His217 to Ala mutation allows for Tyr19 to move 

closer to the substrate to form a - interaction with the aromatic group of bpNPP at a 

distance of 3.36 Å.

5.8 Summary and Conclusions

GpdQ is an unusual metallohydrolase that requires the addition of a substrate in 

order to form a catalytically active binuclear metal center.178-179, 187 Furthermore, upon 
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forming a bimetallic center conformational changes in the active site alter the 

Asn80) and enhance the reactivity further. The purpose of this study was the development 

of a computational methodology to probe this mechanism with a view to designing 

specific modifications (mutations) that may lead to desired alterations of the enzyme’s 

catalytic properties (e.g. improving its catalytic rate, enhancing its stability). In our MD 

simulations we focused on the initial stage of the catalytic cycle, i.e. the transformation of 

a catalytically inactive mononuclear form to a fully active bimetallic one. We considered 

the role of the substrate in this transition, as well as that of the proposed nucleophile of 

the reaction, i.e. the metal-bridging hydroxide group. Overall we observed a good 

agreement between the simulated processes and those proposed based on experimental 

data. 

In the resting state the inactive mononuclear system (Em) has a Zn(II) bound to 

- n an open conformation 

(Figure 5.2). The coordination of the substrate bpNPP to the metal ion of Em significantly 

alters the active site and generates the Em-S species (Figure 5.3). Furthermore, the 

addition of the substrate enhances the bonding interaction between the metal and all of its 

four amino acid ligands (i.e. Asp8, His10, Asp50 and His197). Importantly, substrate 

move that is accompanied by a reorientation of its side chain to facilitate coordination 

with a metal in the site. Thus, the addition of bpNPP effectively primes the active site 

for the formation of a catalytically essential bimetallic center. In Eb-S, bpNPP adopts a 

metal- -1,3 coordination mode. Importantly, in the presence of substrate the 
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affinity of the metal 

doubles from ~-90 kcal/mol to ~-180 kcal/mol; Table 5.2), which follows the trend 

observed in calorimetric180 and spectroscopic178 measurements. 

The calculations also support the role of the metal-bridging hydroxide as the 

activator of the hydrolysis-initiating nucleophile. In silico -OH group 

leads to a significant expansion of the metal-metal distance and the formation of a more 

symmetric enzyme-substrate complex (Figure 5.6). These observations indicate that the 

-hydroxide interacts strongly with both metals, a process that greatly enhances its basic 

character and thus its ability to act as an efficient promoter of the hydrolytic reaction. 

Furthermore, by imposing a less symmetric and hence more strained conformation on the 

enzyme-substrate complex a reduction of the activation barrier is achieved.

The calculations also successfully demonstrated the importance of residues 

Asn80, His81 and His217 in the mechanism of GpdQ. Some discrepancies, however, 

between experimental and theoretical studies ought to be noted. The calculations have not 

reproduced the full coordination flexibility of Asn80, a process that is relevant for the 

enzyme to obtain its catalytically most efficient conformation.178 It is likely that the 

discrepancy between the experimental and theoretical extent of flexibility at this site is 

linked to the position of residue Asp50. In a future study our efforts will focus on factors 

that guide the movements of this residue. The outcomes of our studies are encouraging as 

they provide the first theoretical approach to successfully recreate various aspects of a 

complex hydrolytic reaction carried out by an enzyme that employs an intricate 

regulatory mechanism of action.
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5.9. The Investigation of Polyoxometalate-HSA Interactions at Chemically Distinct 

Binding Sites

Polyoxometalates (POMs) are a versatile class of metal-oxygen clusters that 

utilize their molecular properties like charge, oxidation state, ligand environment, and 

photochemical characteristics in diverse fields such as catalysis, materials science, and 

analytical chemistry.188-190,191-198 Due to their specificity towards different biomolecules, 

they also exhibit antiviral199, antitumoral200, antibacterial201, and anticancer activities202.

Additionally, they have also been used in ribosomal crystallography203 and for the 

inhibition of HIV reverse transcriptase204 and HIV protease activity199.

Figure 5.11. Structure of ZrK and HSA with all four cleavage sites labeled. The peptide 
bond is highlighted in green with connecting residues labeled. 

Furthermore, as a hydrolytic agent, Ce(IV) and Zr(IV)-substituted POMs have been 

reported to hydrolyze multiple peptide bonds of critical biomolecules including human 
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serum albumin (HSA),188, 205 hen egg-white lysozyme (HEWL)206, myoglobin1, amyloid 

beta peptides (Aß)207 and basic fibroblast growth factor (bBGF)208. From western blot 

and subsequent NH2-terminal Edman degradation analysis, four distinct cleavage sites

(Arg114-Leu115, Ala257-Asp258, Lys313-Asp314, and Cys392-Glu393) located in 

different regions of HSA were identified (Figure 5.11).188 ZrK was quite versatile and 

unlike most natural proteases, in a rather non-preferential manner, it cleaved a variety of 

peptide bonds formed by chemically diverse amino acid residues i.e. polar charged (Arg, 

Asp and Glu) and nonpolar (Leu, Ala and Cys). Cleavage site 1 (Arg114-Leu115) was

located in the central cleft of HSA within a positive inner surface. The width of the cleft 

was reported to be roughly 1 nm in size, which was quite comparable to the size of ZrK.

Site 1, as in all sites, was flanked by a positively charged surface patch, which could 

facilitate interactions with the negatively charged groups of ZrK.188 The remaining 

cleavage sites Ala257-Asp258, Lys313-Asp314, and Cys392-Glu393 of HSA occurred

upstream from negatively charged Asp or Glu residues suggesting that there could also be 

a possible electrostatic interaction with the positively charged Zr(IV) or W ions of ZrK. 

However, the hydrolysis requires coordination of the carbonyl oxygen of the peptide 

bond to the Zr(IV) ion and from experiments, a weak ionic interaction rather than true 

coordination was suggested.188 Interestingly, it appears that charge plays a larger role in 

binding of ZrK to HSA as an increase in negative charge of this metal cluster resulted in 

increased reactivity, while the addition of more of Zr(IV) ions in its framework showed 

no apparent change.188

In the absence of X-ray structures of the POM-HSA complexes, the 

physicochemical nature of their interactions at multiple cleavage sites are not known. The 
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understanding of these interactions at the atomistic level is required for utilization of 

POMs in a variety of biochemical, biotechnological, and medical applications. In this 

aspect, molecular dynamics (MD) simulations can provide structural information and 

elucidate the nature of POM-HSA interactions. Recently, this technique was successfully 

utilized to explore association of HEWL with a variety of Ce(IV) and Zr(IV) substituted 

POMs.209 However, to the best of our knowledge, interactions of a single POM with 

multiple chemically distinct cleavage sites of a protein have thus far not been 

investigated. Furthermore, changes in the secondary structure of protein after the binding 

of POM and its hydrolysis are not known.

Figure 5.12. Electrostatic potential maps of HSA showing all four site of cleavage.  

In this study, we have employed all-atom MD simulations using ZrK and HSA as models 

to address all these unresolved issues. The results are compared with the available 

experimental data. Our simulations will provide structures of ZrK-HSA complexes at all 

four chemically distinct cleavage sites and elucidate their specificities. They will also 

help to elucidate roles of dynamics, specific amino acid residues, solvent, charge 
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distributions, secondary structures, and binding affinities in POM-proteins interactions. 

Furthermore, they will contribute to design the next generation of POMs with enzyme-

like activities.

5.10. ZrK-HSA Interactions at Site 1 (Arg114-Leu115)

Figure 5.13. Most representative structure of POMs-HSA at site 1 obtained from 
molecular dynamics simulations. (a) and (b) are zoomed in images of binding site 1 with 
amino acid residues and interaction distances labeled in Å. In the POMs structure, the 
orange polyhedron represents the interior phosphate group, the dark blue polyhedron 
represent the octahedron geometry around the tungsten, while the light blue represents 
the Zr(IV) species. (c) and (d) are showing water mediated interactions with the oxygen 
of ZrK, hydrogen bonding interacting distances labeled in Å.

The first cleavage site (Arg114-Leu115, site 1) was formed by a positively charged (Arg) 

and a nonpolar (Leu) residue. This site was a part of a random coil section on the surface 
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of HSA that showed little to no secondary structure (Figure 5.11). The electrostatic 

potential map (Figure 5.12), suggested two positively charged regions on either side of 

the peptide bond. Thus, both rigid and flexible docking of ZrK around this site provided 

two possible binding motifs. 

Figure 5.14. Noncovalent interaction plots and hydrogen bonding interactions at site 1

The first motif included two positive residues Arg114 and Lys137 of HSA that were 

present on the exterior surface of the cleavage site. The stability of this site was tested 

through MD simulations. There were no ZrK-HSA interactions at this site throughout the 

MD trajectory and the overall non-bonding energies were very small. However, during 

the simulation, ZrK moved down to a more hydrophobic cleft formed by the Val120-

Lys137 region. The second binding motif from the docking procedure was found on the 

opposite side of site 1. It was located on the interior of the cleavage site, where a large 

pocket surrounded by many positively charged residues allowed for binding of a 

negatively charged ZrK. Given the flexible nature of random coil sections, this site was
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easily accessible for the binding of ZrK. It was stabilized by host of hydrogen bonding 

and electrostatic interactions from both negatively and positively charged amino acid 

residues of HSA. These types of interactions have been previously proposed to drive 

association of POMs with biomolecules.210-212 For instance, Arg117, Arg186, and Arg428 

formed multiple hydrogen bonds through interactions between their amine protons and 

the negatively charged oxygen cage of ZrK (Figure 5.13c). 

Position Hydrogen Bonds Binding
Site 1 7 -57.5 ± 11.7
Site 2 3 -24.2 ± 11.9
Site 3 3 -50.8 ± 11.3
Site 4 8 -91.2 ± 10.8

Table 5.3. Free energy change of the complexation of the ligand and receptor (kJ/mol).  

Additionally, positively charged Lys190 and Lys519 residues associated through 

hydrogen bonding with the surface of ZrK (Figure 5.13c and 5.13d). The negatively 

charged surface of ZrK preferred positive patches along the protein surface and readily 

bound to these sections even in the presence of negatively charged residues. These 

negatively charged residues should in theory repel the ZrK from binding however; here 

the repulsion is overcome by greater attractive electrostatic interactions within this site. 

Negatively charged residues such as; Asp and Glu (particularly Glu520) did show minor 

interactions with the positive charge of the W metals of the cage, but they were very 

weak (~10 kJ/mol) and low in number as the negatively charged oxygen atoms 

dominated the structure (Figure 5.13b). The NCI contour plots that show relative 

abundance and strength of the noncovalent interactions also highlighted Lys519, Glu520, 

and Arg186 as the main interacting residues at this site (Figure 5.14). At this site, ZrK 
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was found to form an average of 7 direct hydrogen bonds with HSA (Figure 5.14). 

Additionally, there were multiple hydrogen bonding interactions mediated by 1-3 solvent 

water molecules. The key interactions promoted by one water molecule are shown in 

Figures 5.14c and 5.14d. In particular, the backbone of Leu115 and sidechain of Arg145 

associated with Zrk through one water molecule (Figure 5.14c). The side chains of 

Arg428 and Lys432 also exhibited similar interactions. The catalytically important Zr-

OH moiety was positioned on the interior of the protein close to this cleavage site, 

however, was still exposed to water through the bottom channel opening. It was in the 

direct vicinity of a positively charged Lys190 residue. The binding free energy of this site 

was -57.5 kJ/mol (Table 5.3). The binding of HSA to another Kegging type POM 

-50 kJ/mol) by isothermal calorimetry 

(ITC) experiments.213 The strong exothermicity of this process also suggests that these

interactions are dominated by electrostatic interactions.213 The binding of ZrK to HSA at 

site 1 was not observed to alter its secondary structure, which was dominated by -helical 

conformation (67%), Table 5.4. Additionally, this interaction had no effect on the overall 

structure of HSA and the RMSD with the ZrK free structure was only 1.16 Å. The 

binding of H2W12 POM also did not change the secondary structure of the HSA.214

Furthermore, the overall secondary structure of HSA was found to be quite stable and did 

not alter upon the hydrolysis of site 1 both in the presence and absence of ZrK. 

5.11. ZrK-HSA Interactions at Site 2 (Ala257-Asp258)

The second cleavage site (Ala257-Asp258, site 2) was formed by a nonpolar (Ala) 

and a negatively charged (Asp) residue. This site was located 34.5 Å away from site 1. It 

was sandwiched between two parts of a well folded section of HSA in which alpha 
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helical secondary structure dominated (Figure 5.11). Furthermore, this site was flanked 

by a large positively charged region that could offer stability for binding of ZrK to the 

HSA’s surface (Figure 5.12). 

Figure 5.15. Most representative structure of POMs-HSA at site 2 obtained from 
molecular dynamics simulations. (a) and (b) are zoomed in images of binding site 2 with 
amino acid residues and interaction distances labeled in Å. (c) and (d) are showing water 
mediated interactions with the oxygen of ZrK, hydrogen bonding interacting distances 
labeled in Å.

Both negative and positive amino acid residues stabilize this site through electrostatic and 

hydrogen bonding interactions. Unlike site 1, the docking procedure (both rigid and 

flexible) around this site provided only one binding motif that was used as the starting 

point in the subsequent MD simulations. The most representative structure derived from 

MD simulations is shown in Figure 5.15a and 5.15b. At the binding site, negatively 
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charged residues Asp13 and Asp255 interacted with the metals present within the cage of 

ZrK at distances of 3.14 and 2.72 Å, respectively (Figure 5.15a and 5.15b). Interestingly, 

both Asp13 and Asp255 associated in a monodentate fashion to the W metal. These 

interactions with ZrK remained intact throughout the trajectory. 

Figure 5.16. Noncovalent interaction plots and hydrogen bonding interactions at site 2

On the other hand, only one positively charged residues, Arg10, associated with ZrK 

through hydrogen bonding (Figure 5.15a). The amine group of Arg10 interacted with the 

oxygen cage of ZrK through weak hydrogen bonds. NCI contour plots also showed 

moderate interactions originating from the Asp255 and Arg10 residues (Figure 5.16).

Periodically Lys262 formed weak hydrogen bonds with the oxygen atoms of ZrK during 

the simulations, however this was infrequent and not observed in the clustered result. In 

comparison to site 1, at this site ZrK formed a much smaller number of direct hydrogen 

bonds, on average 3, with HSA (Figure 5.16). Among water mediated hydrogen bonds, 

the side chains of Lys240 and Lys262 interacted through one water molecule (Figure 
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5.15c). On the other hand, both side chain and backbone of Asp13 formed hydrogen 

bonds with the cage of Zrk (Figure 5.15d). Unlike site 1, here the Zr-OH moiety was 

flipped out and exposed to the solvent positioned perpendicular to the cleavage site. As a 

result of these weak and fewer interactions, the binding free energy (24.2 kJ/mol, Table 

5.3) for this site was substantially higher than the one (57.5 kJ/mol) computed for site 1. 

The association of POM to this site slightly (1%) increased the -helical content (69%) 

of HSA in comparison to site 1, but the overall secondary structure remained the same 

(Table 5.4). The binding of ZrK at this site and its hydrolysis did not modify the overall 

structure of HSA and RMSD remained 1.15 Å in both cases. Since binding of ZrK to 

sites 1 and 2 and their hydrolysis did not change the structure of HSA, those possibilities 

were not explored for the remaining two sites.

5.12. ZrK-HSA Interactions at Site 3 (Lys313-Asp314)

The third cleavage site (Lys313-Asp314, site 3) was created by a positively 

charged (Lys) and a negatively charged (Asp) residue. This site was located 61.4 Å apart 

from site 1 and positioned on the edge of HSA (Figure 5.11). It contains a small 

positively charged patch surrounded by a predominantly negative region (Figure 5.12). 

Among all four cleavage sites, this site was the most challenging to obtain the ZrK-HSA 

complex. That was in part due to its location at the very edge of HSA with not much in 

the way of amino acids to stabilize this site. The lack of secondary structure within this 

site could also account for the loss in stabilization. Unlike for the previous two sites, for 

which rigid docking multiple binding motifs were observed, here mainly binding to the 

side of HSA near the cleavage site was detected. However, these binding sites positioned 

arded. However, 
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flexible docking that allowed Lys313 and Lys317 to adjust their conformations provided 

a more stable binding site on the very edge of HSA. In this pose, ZrK was positioned 

much closer to the cleavage site. 

Figure 5.17. Most representative structure of POMs-HSA at site 3 obtained from 
molecular dynamics simulations. (a) and (b) are zoomed in images of binding site 3 with 
amino acid residues and interaction distances labeled in Å. (c) and (d) are showing water 
mediated interactions with the oxygen of ZrK, hydrogen bonding interacting distances 
labeled in Å.

The MD simulations showed that at this site, ZrK was trapped between two positively 

charged residues Lys313 and Lys317 (Figure 5.17a and 5.17b). Both these residues 

formed multiple hydrogen bonding interactions with ZrK. In particular, the amine side 

chains of Lys313 and Lys317 residues associated through contacts with the oxygen cage 

of ZrK. Additionally, ZrK interacted directly with the residues forming the scissile 
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peptide bond which was not observed for any other site. The NCI plots akso showed 

Lys313 and Asp314 as main interacting residues and similar to site 2, ZrK formed 3 

direct hydrogen bonds on average with HSA (Figure 5.18). 

Figure 5.18. Noncovalent interaction plots and hydrogen bonding interactions at site 3

Additionally, some solvent water mediated interactions were observed for this site. For 

instance, side chains of Lys313 and Asp314 associated with Zrk through one water 

molecule each that form a single hydrogen bond with oxygen atoms of the metal cluster 

(Figure 5.17c). On the other hand, the side chain of Lys317 formed a hydrogen bond with 

a water molecule that in turn interacted through two hydrogen bonds with ZrK (Figure 

5.17d). Similar to site 2, the Zr-OH moiety in this site was oriented towards the solvent 

i.e. on the opposite site of the substrate. The binding free energy of -50.8 kJ/mol for this 

site is comparable to site 1 but much lower than the binding energy for site 2 (Table 5.3).

The ZrK-POM association at this site is facilitated by smaller number but somewhat 

stronger interactions in comparison to site 1. In comparison to the previous sites, the 
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association of ZrK to this site slightly (1%) decreased the -helical content (66%) by 1% 

and 3%, respectively without affecting the overall structure of HSA (Table 5.4). 

5.13. ZrK-HSA Interactions at Site 4 (Cys392-Glu393)

The last site (Cys392-Glu393, site 4) was created by a nonpolar (Cys) and a negatively 

charged (Glu) residue. This site was positioned 33.9 Å away from site 1 on the backside 

of HSA. It was stabilized by alpha helical secondary structure and a cysteine bridge 

(Figure 5.11). This binding pocket was surrounded by a very large positively charged 

region located next to the cleavage site (Figure 5.12). From both rigid and flexible 

docking, two binding motifs were observed with the first being close to the site of 

cleavage however was primarily stabilized by a glutamine residue. The second binding 

motif was located on the opposite side of the cleavage site however it was stabilized by a 

host of hydrogen bonds originating from positively charge residues such as Lys and Arg. 

Due to greater electrostatic interaction and stabilization, the second binding motif was 

found to dominate and was used for the subsequent MD simulations. The binding pocket 

was formed primary from Arg410, Lys413, Lys414, and Lys541 all held strong 

interactions with the negatively charged oxygen cage of ZrK (Figure 5.19a and 5.19b). 

Interestingly, this was the largest positive patch calculated for HSA as shown be 

electrostatic maps. This large positively charged region could make this site more 

accessible to ZrK, and this was observed during the simulations. Additionally, this site 

has been identified as the major binding site for a variety of drug molecules such as 

ibuprofen215-216 and diazepam217-218 and has been labeled Sudlow’s drug site II219-220.

Like site 1, ZrK was held between many positive residues Arg410, Lys413, Lys414, and 

Lys541 of HSA at distances of 2.20, 2.26, 2.48, and 2.42 Å, respectively (Figure 5.19a 
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and 5.19b). Additionally, these residues interacted through multiple hydrogen bonds with 

the cage of ZrK, for example, Lys414 shows hydrogen bonding interaction with three 

separate contacts with the oxygen cage of ZrK. 

Figure 5.19. Most representative structure of POMs-HSA at site 4 obtained from 
molecular dynamics simulations. (a) and (b) are zoomed in images of binding site 4 with 
amino acid residues and interaction distances labeled in Å. (c) and (d) are showing water 
mediated interactions with the oxygen of ZrK, hydrogen bonding interacting distances 
labeled in Å.

However, the interaction distances were shorter in comparison to the other sites 2 and 3 

where hydrogen bonding was weaker and less in number. This site is most comparable to 

site 1 where it was surrounded by positively charged residues however; site 4 is more 

exposed to the solvent whereas site 1 was more buried within the protein. Additionally, 

Glu492 forms an electrostatic interaction with a W metal, which is part of the cage of 



104 
 

ZrK, at a distance of 2.92 Å (Figure 5.19a). This interaction was further probed by a short 

the first 10 ps, Glu492 coordinated in a mono-dentate fashion, and then switched back to 

a bi-dentate coordinate only after 50 ps of simulation time. 

Figure 5.20. Noncovalent interaction plots and hydrogen bonding interactions at site 4

At this site, ZrK formed the highest number of direct hydrogen bonds, 8 on average, with 

HSA and showed strong interactions with Lys541, Lys413, Lys414, Arg410, and Glu492 

(Figure 5.20). Like in the first three sites, hydrogen bonding interaction involving one 

water molecule was observed. For instance, side chains of Gln390, Asn386, and Ser489 

interact with ZrK through one water molecules (Figure 5.19c). Ser489 associates with 

this complex through unusual hydrogen bonding. The carboxyl group of this residue 

utilizes one water molecule to interact with ZrK (Figure 5.19c). This site possessed the 

highest binding free energy (-91.2 kJ/mol, Table 5.3) among all four binding sites. 
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Similar to site 1, in contrast to sites 2 and 3, the Zr-OH group here was opposite the 

protein’s surface and was shifted towards the cleavage site. Rather surprisingly, the -

helical content (66%) of this site is exactly the same as of the site 3 (Table 5.4).

Table 5.4. Secondary structure (%) of Human Serum Albumin (HSA) and POMs bound 
to HSA at sites 1-4.

5.14. Investigation of Cleavage Site Preference Using QM/MM

To see if there is an energetic preference for the cleavage of one site over another, 

QM/MM calculations have been performed. The starting structures for the QM/MM 

simulations were taken from the MD results in the previous section. The ZrK catalyzed 

peptide hydrolysis has been proposed to occur via the general dual activation 

mechanism.221-223 This mechanism was also proposed to be utilized by metalloproteases 

such as thermolysin and insulin degrading enzyme.224-225 According to the mechanism 

(Figure 2), the binding of the HSA substrate to the ZrK (R'E) generates the reactant (RE). 

In RE, the Zr ion plays the role of a Lewis acid and activates HSA substrate through the 

coordination of its carbonyl oxygen atom. This interaction increases the electrophilicity 

of the carbon atom of the substrate and polarizes the peptide bond. Therefore, the Zr-

O=C(HSA) association reflects a degree of its Lewis acidity.226 The weak metal-ligand 

Position Coil Bend Turn A-Helix 3-Helix
HSA 13 8 9 68 2
Site 1 13 6 9 67 5
Site 2 13 6 9 69 3
Site 3 13 7 10 66 4
Site 4 13 6 10 66 5
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interaction is also known to increase Lewis acidity of the metal ion.226-230 Since Zr(IV) 

bound water is known to have very low pKa creates a hydroxyl 

nucleophile by activating a water molecule.231 From RE, an attack of the hydroxyl 

nucleophile on the amide carbonyl carbon of HSA generates a four-membered ring 

containing tetrahedral intermediate (INE). 

Figure 5.21. Mechanisms studies using ZrK as the catalyst

In this process, the Zr(IV) ion facilitates the release of the nucleophile at the peptide bond 

due to the fast ligand exchange kinetics.232 The Zr(IV)-OH bond distance provides a 

measure of the strength of the nucleophile.233-234 Lewis acidity of the Zr(IV) ion and 

nucleophilicity of the hydroxyl oxygen  along with geometry of INE affect the kinetics of 

this step.223 These two effects can counter each other i.e.  an increase in Lewis acidity of 

the metal ion can lower the nucleophilicity of the hydroxyl ion.226, 235-238 In the last step, a 
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proton transfer from the hydroxyl ion to the amine group of the HSA splits the amide 

bond (-C-N-). Here, the Zr(IV) ion promotes the release of separated amine (-NH2) and 

carboxyl (-COO) termini (PE). 

Figure 5.22.Calculated potential energy surface of sites 1, 2, 3, and 4 of HSA. 

Despite the availability of the wealth of experimental information, the exact mechanism 

and energetics for the hydrolysis of all four sites of HSA by ZrK is not known. In this 

two layer QM/MM (ONIOM) study, we have elucidated the mechanistic, kinetic and 

structural properties of HSA hydrolysis at multiple sites by ZrK. These reactions were

studied using two different mechanisms: internal attack (IA) and water assisted (WA).

Additionally, two different models (NW and LW) are used to simulate these mechanisms. 

There was no water in the low layer in the NW model, while 57 explicit water molecules 
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were included in the low layer in the LW model. The computed energetics for the 

hydrolysis of the major site (site 4) of HSA predicted that the cleavage of peptide bond 

occurs in the rate-limiting step (step 2) in both mechanisms. These calculations suggested 

that the IA mechanism is energetically most feasible pathway for the HSA hydrolysis. 

The barrier using this mechanism in the rate-limiting step was 4.1 kcal/mol lower in 

energy than the barrier for the WA mechanism for site 4. The LW model was found to be 

more accurate than the NW model for this mechanism i.e. barrier in the rate limiting step 

in the former is 7.9 kcal/mol lower than the one in the latter for the same site. The 

computed energies for the IA mechanism are in agreement with the measured kinetics for 

hydrolysis of a variety of dipeptides.239 These calculations suggest a clear energetic 

preference (site 4, site 2, site 3 and site 1) for the hydrolysis of the four sites of HSA by 

ZrK.

5.15. Summary and Conclusions 

In this study, we have employed molecular docking and all-atom MD simulation 

techniques to study interactions of 1:1 Zr-containing Keggin POM (ZrK) with four 

cleavage sites of HSA. These chemically diverse sites (Arg114-Leu115, Ala257-Asp258, 

Lys313-Asp314, and Cys392-Glu393) were located in different parts of HSA (Figure 

5.11). They were found to bind in a rather distinct manner to form the ZrK-HSA

complexes. These complexes were dominated by hydrogen bonding and electrostatic 

interactions from the Zr and oxo group containing cage of ZrK and both negatively and 

positively charged amino acid residues of HSA. The computed binding free energies (-

57.5, -24.2, -50.8, and -91.2 kJ/mol for site 1, 2 ,3 and 4, respectively) suggested that 

there is one major binding site (site 4), two intermediate (site 1 and site 3) and one minor
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binding site (site 2), Table 5.3. The site 4 has been known to bind several drug molecules 

as well. The high exothermicity of this process was in agreement with the measured value 

-50 kJ/mol) for the POM [H2W12]-HSA interaction.213 It is suggested to be driven 

mostly by electrostatic interactions.213 At site 4, the ZrK-HSA complex formed 8 direct 

hydrogen bonds on average, while 2-3 direct hydrogen bonds were observed for sites 2 

and 3. These hydrogen bonds were contributed by positively charged Lys and Arg 

residues. Additionally, there were multiple hydrogen bonding interactions mediated by 1-

3 solvent water molecules. The binding of ZrK to HSA did not modify the secondary 

structure of HSA which was primarily dominated by -helical conformation (67%), 

Table 5.4. Furthermore, as suggested experimentally the binding of ZrK and hydrolysis at 

sites 1 and 2 did not alter the overall structure of HSA.214 POMs, in general, have been 

reported to interact with diverse biomolecules through hydrogen bonding albeit with 

varying strength, extent, and type. Our study is complementary to experimental binding 

studies between POMs and proteins that are typically performed with ITC or Trp 

fluorescence spectroscopy, however it offers an additional advantage as it allows detailed 

molecular and thermodynamic understanding of each binding site separately. Therefore, 

these results can be also applicable to understand the interaction of other POMs with a 

variety of different proteins. The QM/MM calculations suggest a clear energetic 

preference (site 4, site 2, site 3 and site 1) for the hydrolysis of the four sites of HSA by 

ZrK.

5.16. Hybrid Peptide ATCUN-sh-Buforin Binding to DNA

A plethora of life forms have evolved the ability to synthesize antimicrobial 

peptides (AMPs) as part of a defense mechanism against invading organisms. This large 
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class of peptides is effective against a wide range of microbes, and exerts their action 

either by direct interaction or by enhancing pathogen clearance by activating an immune 

response.240-242 The variety of mechanisms of action is the main reason why bacteria 

exposed to AMPs have a hard time developing resistance.99 For this reason, AMPs have 

attached attention from both academics and drug developers in industry.99 The rational 

design of AMPs depends largely on the understanding of the molecular characteristics 

responsible for its binding and antimicrobial activity. Thus, we have studied the influence 

of a basic residue in the ATCUN motif in AMPs that can readily target DNA. This was 

done by appending a RTH (Arg-Thr-His) motif to sh-Buforin and comparing it to its 

derivative containing a VIH (Val-Ile-His) motif. The effect of the stereochemistry (L or 

D) of the parent peptide has also been investigated. An increase in activity is expected for 

D-BF2 due to a pervious study that showed L to D substutuions increased the ROS-

generating activity of the ATCUN motif.99, 243

5.17. Molecular Docking Study on Four Forms of Buforin with DNA

An initial structural model of L-type BF2 (L-BF2) peptide bound to DNA was 

generated beginning with the crystal structure PDB ID: 1AOI of the Xenopus laevis

histone and was equilibrated using molecular dynamic simulations. The initial L-BF2 

peptide residues were converted to their D-derivatives (D-BF2) through changing the 

(Figure 5.23). The equilibrated structures reached 

a steady state within a 50 ns simulation proven by rmsd calculations. Significant changes 

occurred, 0.6 nm and 0.8 nm from the L-BF2 and D-BF2 initial structures, respectively. 

Cluster calculations were performed to ensure the most representative structures were 

used for docking procedures with an RMSD cutoff of 0.3 nm. The relaxed structures were 
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docked to different conformations of DNA allowing for further molecular dynamics 

simulations to be performed instituting a pre-production phase of 5 ns followed by a 

production phase of 15 ns. 

 

Figure 5.23. (A) Most equilibrated structure of the L-BF2 peptide. (B) Most equilibrated 
structure of the D-BF2 peptide 

Combinations of docking and molecular dynamics (MD) simulation have been employed 

to study the interaction between four different forms of buforin with DNA. The four 

forms studied were L-BF2, D-BF2, VIH-BF2, and RTH-BF2.  Docking of the four forms 

to DNA yielded 100 docked poses for each peptide. Pose selection for the initial MD 

structure was based on Uyterhoeven et al.244 computational and experimental findings in 

2008 where the peptide’s basic residues interact with the negatively charged backbone of 

DNA. Both L and D forms of BF2 showed preferential binding to the major groove of the 

DNA segment studied (>90% of poses examined). However, the D form of the peptide 

showed greater affinity for minor groove binding than that of the L form, 10% and <1% 

respectively. Nonetheless, these results are expected based on the docking procedure 
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performed where the peptide is kept rigid, the D form is slightly elongated allowing for 

fitting within the minor grove where the L form is bulkier. A comparison of the two 

equilibrated forms (L and D) is shown in Figure 5.23. The docked poses that showed the 

highest number of basic residues interacting with the negatively charged phosphate 

backbone of the DNA segment were chosen for further MD simulations. ATCUN 

portions of the peptides where attached to the L-form of the BF2 peptide and docking 

procedures performed. Docking the ATCUN-BF2 to the DNA segment produced similar 

results to the peptide docked without the ATCUN bound. However, the position of the 

ATCUN portion of the peptide relative to the DNA did change when comparing the VIH 

and RTH motifs. The VIH-BF2 complex studied exhibits an ATCUN position equatorial 

to a negatively charged phosphate group on the DNA while the RTH-BF2 complex is 

axial to the same phosphate group. Since in all cases, the basic residue components of the 

parent peptide bound to the negatively charged phosphate backbone, there would be non-

specific binding to DNA as the phosphate backbone is identical throughout its 

structure.244

5.18. Molecular Dynamics Study on Four Forms of Buforin with DNA

After the MD simulations, the peptide in all structures studied stayed within the major 

groove pocket of the DNA segment. Basic residues within the parent chain and the 

ATCUN portions had the highest binding interactions in all simulations. Table 5.5 shows

the interacting residues within the MD simulations performed. L-BF2’s residues; Gly 9, 

Arg 10, and Arg 16 display hydrogen bonding with phosphate groups present on the 

DNA backbone at distances of 2.02, 1.85, and 1.88 Å respectively (Fig 5.24). Basic 
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residue Arg 13 of the same peptide shows hydrogen bonding with the interior base 

residue guanine 179 at a distance of 2.25 Å. 

Figure 5.24. L-BF2 shown binding with DNA segment with residues, electrostatic 
interactions, and distances labeled. Interactions are shown with the black dotted lines

The D-BF2 peptide’s residues Arg 10 and Arg 16 show similar hydrogen bonding 

interactions, but at distances of 2.43 and 1.97 Å respectively. In comparison, D-BF2 is 

stabilized by additional hydrogen bonding between residues Arg 1, His 12, and Arg 16 

(Figure 5.25) with phosphate groups present on the DNA’s backbone. The VIH-BF2 

peptide’s Gln 4 residue shows hydrogen bonding with an amine group present on the 

interior base cytosine 116 at a distance of 1.70 Å. Only the L-BF2 and VIH-BF2 

complexes studied showed interactions with interior base residues. Moreover, the parent 

peptide’s first residue Arg 1 helps stabilize the VIH-ATCUN’s copper center equatorially 

to the backbone of DNA through hydrogen bonding (Figure 5.26). 



114 
 

 

Figure 5.25. D-BF2 shown binding with DNA segment with residues, electrostatic 
interactions, and distances labeled. Interactions are shown with the black dotted lines 

Residues Arg 10 and Arg 13 participate in hydrogen bonding with phosphate groups at 

distances of 1.82 and 1.86 Å, respectively. In addition, VIH-BF2’s parent peptide is 

stabilized by the C-terminus residue Lys 17 at a distance of 1.64 Å (Fig 5.26), while in all 

other complexes studied, Arg 16 is responsible for the peptide’s C-terminus stability in 

the major groove. The RTH-BF2 complex is different in that the sole interacting residue 

from the parent peptide is Arg 16 at a distance of 1.74 Å. Furthermore, the two other 

interacting residues, Arg and Thr, belong to the ATCUN portion of the complex and 

interact through hydrogen bonding at distances of 1.93 and 1.85 Å, respectively. 

Interestingly, the parent peptide in all cases was responsible for the majority of binding to 

the DNA segment, excepting the RTH_BF2 complex (Figure 5.27). Three separate MD 

simulations where run to rule out incorrect selections of docked poses, and in all cases, 

the arginine and threonine residues of the ATCUN were the main binding contributors.  
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These residues showed interactions with the phosphate backbone of the DNA and 

stabilized the ATCUN’s copper center within a more specific area. 

Figure 5.26. VIH-BF2 shown binding with DNA segment with residues, electrostatic 
interactions, and distances labeled. Interactions are shown with the black dotted lines

Figure 5.27. RTH-BF2 shown binding with DNA segment with residues, electrostatic 
interactions, and distances labeled. Interactions are shown with the black dotted lines
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In contrast, in the VIH-ACTUN motif, the first arginine residue present on the parent 

peptide helped stabilize its position within the DNA segment through the same 

electrostatic interaction. 

System Interacting 
Residues

Interacting portions of 
DNA Distance (Å)

L-BF2

Arg 29
Gly 28
Arg32
Arg 35

Backbone DT 112
Backbone DA 113

Guanine 179
Backbone DA 176

1.852
2.025
2.253
1.883

D-BF2

Arg 20
Arg 29
His 31
Arg32
Arg35

Backbone DT 118
Backbone DA 174
Backbone DC 172
Backbone DC 171
Backbone DC 171

2.534
2.428
1.805
1.742
1.967

VIH-BF2

Arg20
Gln 24
Arg 29
Arg 32
Lys 36

Backbone DA 113
Cytosine 116

Backbone DC 172
Backbone DA 173
Backbone DA 173

1.994
1.702
1.818
1.859
1.636

RTH-BF2
Arg*
Thr*

Arg35

Backbone DT 112
Backbone DC 114
Backbone DC 171

1.930
1.854
1.739

Table 5.5. Interacting residues from the parent peptide. * represent interactions from the 
ATCUN amino acid residues with the DNA segment.

System Eelec
(kcal/mol)

ele
(kcal/mol)

L-BF2 -37.65 -14.97
D-BF2 -41.19 -15.01

VIH-BF2 -54.39 -18.76
RTH-BF2 -22.12 -5.17

Table 5.6. Electrostatic energy, desolvation energy of the BF2 complex, desolvation 
energy of DNA, and the binding energies.

However, the VIH motif’s parent peptide showed decreased distance between itself and 

the base pairs of the DNA (embedded in the DNA). Binding energies of the L-BF2, D-

BF2, VIH-L-BF2 and RTH-L-BF2 peptides computed using Adaptive Poisson-
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Boltzmann Solver (APBS) software are 14.9, 15.0, 18.8 and 5.2 kcal/mol, respectively

(Table 5.6). This result is consistent with the both the L-BF2 and D-BF2 peptides studied. 

5.19. Summary and Conclusion

In summary, the addition of the ATCUN motif increased the binding energy 

indicated increased interaction with the DNA segment. Furthermore, the parent peptide 

was primarily responsible for the binding to DNA excepting the charged RTH-BF2 where 

the ATCUN portion of the peptide interacted with the major groove. This interaction 

caused an unfavorable conformation between the parent peptide and the DNA. From the 

structure above, it is apparent that the L to D amino acid substation resulted in increased 

surface interaction with the DNA segment however; this was not reflected in the binding 

energy calculation mostly due to large solvation effects observed. Additionally, basic 

residues within the parent chain and the ATCUN portions had the highest binding 

interactions in all simulations . Since in all cases, the basic residue components of the 

parent peptide bound to the negatively charged phosphate backbone, there would be non-

specific binding to DNA as the phosphate backbone is identical throughout its structure. 

These results provide atomistic insight into the binding event between sh-Buforin and 

DNA.    
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