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Dengue (pronounced den’guee) Fever (DF) and Dengue Hemorrhagic Fever

(DHF), collectively known as “dengue,” are mosquito-borne, potentially mortal, flu-

like viral diseases that affect humans worldwide ([51], [4], [1]). Transmitted to humans

by the bite of an infected mosquito, dengue is caused by any one of four serotypes,

or antigen-specific viruses. In this thesis, both the spatial and temporal dynamics of

dengue transmission are investigated. Different chapters present new models while

building on themes of previous chapters. In Chapter 2, we explore the temporal dy-

namics of dengue viral transmission by presenting and analyzing an ODE model that

combines an SIR human host- with a multi-stage SI mosquito vector transmission

system. In the case where the juvenile populations are at carrying capacity, juvenile

mosquito mortality rates are sufficiently small to be absorbed by juvenile maturation

rates, and no humans die from dengue, both the analysis and numerical simulations

demonstrate that an epidemic will persist if the oviposition rate is greater than the

adult mosquito death rate. In Chapter 3, we present and analyze a non-autonomous,

non-linear ODE system that incorporates seasonality into the modeling of the trans-

mission of the dengue virus. We derive conditions for the existence of a threshold

parameter, the basic reproductive ratio, R0, denoting the expected number of sec-

ondary cases produced by a typically infective individual. In Chapter 4, we present



and analyze a non-linear system of coupled reaction-diffusion equations modeling the

virus’ spatial spread. In formulating our model, we seek to establish the existence of

traveling wave solutions and calculate spread rates for the spatial dissemination of

the disease. We determine that the epidemic wave speed increases as average annual,

and in our case, winter, temperatures increase. In Chapter 5, we present and analyze

an ODE model that incorporates two serotypes of the dengue virus and allows for the

possibility of both primary and secondary infections with each serotype. We obtain

an analytical expression for the basic reproductive number, R0, that defines it as the

maximum of the reproduction numbers for each strain/serotype of the virus. In each

chapter, numerical simulations are conducted to support the analytical conclusions.
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Chapter 1

INTRODUCTION

1.1 Basic Facts about Dengue

Dengue (pronounced den’guee) Fever (DF) and Dengue Hemorrhagic Fever

(DHF), collectively known as “dengue,” are mosquito-borne, potentially mortal, flu-

like viral diseases that affect humans of all ages worldwide [1, 4, 51]. Transmitted

to humans by the bite of an infected mosquito, dengue is caused by any one of

four serotypes, or antigen-specific viruses, of the genus Flavivirus, family Flaviridae:

DENV 1, DENV 2, DENV 3, and DENV 4 [1,6,41,51]. The Flavivirus genus derives

its name for the Latin for “yellow,” or “flavus,” and includes the dengue, West Nile,

Tick-borne Encephalitis, and Yellow Fever viruses, the latter of which are febrile and

jaundice-causing [43].

The Aedes aegypti mosquito, the primary vector for the dengue virus, was first

classified by Linnaeus in 1762 and originated in Africa. Due to travel by humans, of

whom it is a parasite, the mosquito is now found worldwide [58]. Also a transmitter

of yellow fever, female Aedes aegypti feed primarily on human blood to fortify eggs,

at which time a contaminated (uninfected) mosquito may transmit (contract) the

virus to (from) an uninfected (infected) human (see Section 2.1 in Chapter 2 for a

1
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more extensive discussion of the life cycle of the mosquito and the specifics of dengue

transmission). Because the mosquito lays its eggs in warm, still water and inhabits

containers such as unused flower pots and spare tires, it is not surprising that it

thrives in impoverished, tropical urban areas that lack piped water [58].

Though the Aedes aegypti bite is the primary mode of contagion, rare cases due to

organ transplantation, blood transfusion, and mother-fetus transmission have been

documented [1]. Additionally, the mosquito Aedes albopictus, originating in tropical

and subtropical Southeast Asia, has been implicated in outbreaks of dengue epidemics

[27].

After a human is bitten by a mosquito carrying the dengue virus, symptoms

appear in 3-14 days (average 4-7 days) [4]. Those caused by DF, which is rarely

fatal and associated with DENV 1, vary from individual to individual. Symptoms

include a fever and rash in infants, and classic flu-like symptoms such as high fever,

severe headache, myalgia, and althralgia (which gives dengue its alternate names,

breakbone fever or bonecrusher disease) in adults [4, 41]. Additionally, patients may

experience gastritis and other gastro-intestinal disturbances [3]. Mild cases of DF

may be mistaken for influenza [3]. DF symptoms generally last between 2-7 days,

after which most patients recover [3,4]. Humans may only transmit the virus during

the febrile stage, characterized by a biphasic pattern: the main phase, a trough, and

a minor peak toward the end of the infection [3]. DHF initially exhibits a similar,

if more severe pathology as DF, but deviates from the classic pattern at the end of

the febrile stage [1]. At this time, patients experience a 24-48 hour period of extreme

capillary permeability, which allows fluid to escape from the capillaries and leak into

the peritoneum and pleural cavity. This leads to a low platelet count and possible

internal bleeding and circulatory failure [1].
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These in turn can lead to Dengue Shock Syndrome (DSS), which has a high

mortality rate [1, 3].

No dengue-specific medical treatment exists; the CDC recommends that persons

who suspect they have dengue consult a physician, as diagnoses are made clinically

[1]. Additionally, analgesics with acetaminophen, rest, adequate fluid intake, and

avoidance of contact with the mosquito and its habitats are recommended; ibuprofen

is contraindicated [1]. Once recovered from dengue, patients are immune to that

particular serotype but not to the others; in fact, studies suggests that susceptibility

to a secondary infection is enhanced by a primary infection [12].

At present, there is no vaccine against dengue, so prevention centers around

mosquito control and eradication efforts [10]. The CDC advises that individuals

living in or traveling to regions where the disease is endemic be mindful of the

mosquito’s domestic habitat by cleaning water containers, water storage barrels,

vases, and other places in and around the house [1]. Personal protection also in-

volves the use of mosquito repellent, long-sleeved clothing, window and door screens,

and air-conditioning [1]. Persons in the house who have contracted dengue must

avoid mosquito contact so as not to spread the disease. Because Aedes aegypti eggs

exhibit remarkable resilience to adverse weather and environmental effects, govern-

mental efforts on the part of individual nations to eradicate the mosquito have not

been successful [10].
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1.2 History of the Dengue Epidemic

Though the etymology of the word “dengue” is unclear, one theory suggests that

the term is derived from a Swahili phrase which attributes the disease to evil spirits

[2]. Known as a human malady, dengue is believed to have evolved as a parasite of

subhuman primates in Southeast Asia [24]. As the Aedes aegypti mosquito spread out

of Africa, accompanying human movement, the virus acquired a vector for contagion

in developing urban centers [24]. The first written account of dengue dates to the

third century CE, when a Chinese encyclopedia of disease symptoms and remedies,

first published during the Chin Dynasty (265 to 420 CE), described the association

between a disease known as “water poison” and water-dependent flying insects [21].

Possible dengue outbreaks include epidemics in the French West Indies in 1635 and

in Panama in 1699 [21]. Among slaves in the West Indies, the disease was known

as “dandy fever,” due to the gait and posture adopted by those suffering from its

fever-induced bone pain [25]. Though it is possible that the Cairo (1799) and likely

that the Philadelphia (1780) epidemics were dengue, the first confirmed case report,

by Benjamin Rush, dates from 1789 [21]. Rush coined the term “breakbone fever,”

while Sir John Burton Cleland discovered dengue’s viral etiology and mode of trans-

mission in the 20th century [45]. Between 1780 and 1940, large if infrequent epidemics

broke out in several urban tropical centers, where dengue likely became endemic [21].

Notable outbreaks, including ones etiologically consistent with DHF/DSS, occurred

in Australia (1897) and in Greece (1928) [24].

During World War II, the combat in the Pacific provided the staging ground for

a worldwide dengue pandemic [21]. Infections, common in combatants on both sides

of the Pacific War, spread to Hawaii, Japan, and the Pacific Islands [24]. In the
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1940s and 50s, Sabin isolated DENV 1 and 2. During this period, Thailand and other

Southeast Asian countries experienced outbreaks featuring multiple serotypes [21,24].

DHF was identified and described, leading to its association with hyperendemicity

by Halstead in the 1970s and Gubler in the 1980s and 1990s [21]. Between the 1950s

and the 1970s, dengue spread westward from Southeast Asia to India, Sri Lanka,

Pakistan, and the Maldives; and on eastward to China [21].

Meanwhile, intensive Aedes aegypti eradication efforts in Central and South Amer-

ica successfully prevented epidemic outbreaks; these reappeared, however, when eco-

nomic instability in the region led to the abandonment of these efforts [21]. In the

1980s and 1990s, dengue reappeared throughout the region. Further, countries where

the virus had been either non- or hypo-endemic, that is, producing epidemics of a

single serotype, became hyperendemic [21]. Additionally, DHF epidemics emerged.

Notable outbreaks include the first nationwide Brazilian pandemic of 1998 (see Sec-

tion 3.1 in Chapter 3). Curiously, when dengue viruses recovered from outbreaks

in Cuba (1981) and Venezuela (1988-89) were topotyped, they were shown to have

originated in Southeast Asia [24].

In the last two decades, dengue has become endemic in more than 100 countries in

Africa, the Americas, the Eastern Mediterranean, Southeast Asia, and the Western

Pacific [4]. Today, it is the most common human mosquito-borne viral disease [4].

Urbanization, poor sanitation in newly urbanized areas, climatic changes, and air

travel are all implicated in dengue’s rapid spread. It is estimated that 2.5 billion

people are at risk, with as many as 50 million cases worldwide each year [4]. While

Southeast Asia and the Western Pacific are most heavily hit, the disease is quickly

spreading to previously unaffected regions [4]. In 2007, more than 890,000 cases were

reported in the Americas [4].
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About 500,000 cases of DHF require hospitalization each year, of which 2.5 percent

result in fatalities [4].

1.3 Review of the Epidemiological and Scientific

Literature

Taking the epidemiological and etiological factors into consideration, various math-

ematical models for the transmission of the dengue virus have been proposed. In

this section, we consider some of these models while identifying the general aims of

modeling the dengue epidemic.

Some of the first dengue models attempt to capture the complexity of its transmis-

sion dynamics. Among the most important is that of Feng and Velasco-Hernandez,

which incorporates vector-host dynamics in a two-strain epidemiological system [15].

Feng and Velasco-Hernandez derive the model’s basic reproduction number, or num-

ber of secondary infections that a single infectious individual produces in a population

where all hosts are susceptible [15]. Analysis of the model yields interesting results:

an interior endemic equilibrium, found to exist only when the basic reproduction

numbers of each strain are greater than one, is always unstable (see Discussion in

[15]). Feng and Velasco-Hernandez conclude that the system’s long-term behavior,

under these circumstances, is unpredictable. Initially, both strains coexist; eventually,

however, one strain prevails and the other dies out (see Discussion in [15]).

Interestingly, in obtaining a precise definition of the basic reproduction number for

a general compartmental disease transmission model based on an ODE system, van

Driessche and Watmough simplify Feng and Velasco-Hernandez’ model into a single-

strain vector-host system. Their reproduction number for this simplified model seems
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consistent with the one obtained by Feng and Velasco-Hernandez. Van Driessche and

Watmough further point out that their calculation of the reproduction number reflects

the two generations necessary for the host or vector to “reproduce” itself, which in

turn reflects the crucial assumption that human-mosquito contact is the only possible

mode of dengue transmission (see Section 4.5 in [52]).

More recent efforts at modeling dengue transmission dynamics have taken vari-

ous directions. In discussing the goals and challenges of dengue modeling, Favier et

al. argue that it should ultimately aim to guide intervention and prevention policies

[13]. In so doing, models must “relate the epidemic variables to both climatic and

environmental parameters” (see Introduction in [13]). Because these parameters vary

regionally, dengue modeling itself has acquired distinct regional orientations. Various

studies, some of which feature non-deterministic models, use data from specific dengue

hot spots. One model associates weekly El Niño Southern Oscillation sea-surface tem-

perature observations with DF/DHF outbreaks in Costa Rica [19]. Another focuses

on the transmission dynamics specific to subtropical regions [8]. Studies based in

Brazil and Thailand have been conducted [8,36,50]. Spatial dynamics have also been

investigated [9, 14,36,47,48].

Given the breadth of dengue studies, one goal should be a comprehensive yet

comparative approach to mathematical modeling, analysis, and numerical simulation.

This is what we attempt here.
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1.4 Outline of the Thesis

In this thesis, both the spatial and temporal dynamics of dengue transmission are

investigated. Different chapters present new models while building on themes of

previous chapters. In Chapter 2, we explore the temporal dynamics of dengue viral

transmission by presenting and analyzing an ODE model that combines an SIR human

host- with a multi-stage SI mosquito vector transmission system. In Chapter 3, we

present and analyze a non-autonomous, non-linear ODE system that incorporates

seasonality into the modeling of the transmission of the dengue virus. In Chapter 4,

we present and analyze a non-linear system of coupled reaction-diffusion equations

modeling the virus’ spatial spread. In formulating our model, we seek to establish

the existence of traveling wave solutions and calculate spread rates for the spatial

dissemination of the disease. In Chapter 5, we present and analyze an ODE model

that incorporates two serotypes of the dengue virus and allows for the possibility of

both primary and secondary infections with each serotype. In each chapter, numerical

simulations are conducted to support the analytical conclusions.



Chapter 2

THE MAIN ODE MODEL AND
ANALYSIS OF THE ASEASONAL
MODEL

2.1 Introduction and Assumptions

In this chapter, we introduce the main ODE model for the transmission of the dengue

virus between humans and mosquitoes, with the goal of deriving conditions under

which the dengue virus will coexist with the human and/ or mosquito populations.

We start by stating the main assumptions concerning the modes of transmission of

the dengue virus, the life-cycle of the mosquito, and the seasonality of oviposition.

The dengue virus presents two main modes of transmission: human to mosquito

and mosquito to human. Additionally, adult, infected female mosquitoes may lay

infected eggs. Susceptible humans cannot contract the virus by coming into contact

with infected humans. Transmission of dengue from a human to a mosquito can occur

when an adult, impregnated female Aedes aegypti feeds on human blood, which it does

so to fortify its eggs [36]. If the human is infected with the dengue virus, he/she may

pass it on to the mosquito, who remains infected throughout its life-cycle [2]. Infected

mosquitoes may lay infected eggs, which hatch and undergo infantile, noninfectious

9
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stages in warm, standing water before leaving for dry land as adult mosquitoes [8].

Humans may become infected only if bitten by infected adult mosquitoes. Presently

there are four serotypes of the virus, which present low cross-immunity but high

serotypic-specific immunity [6, 41, 51] (see Chapter 5 for a more extensive discussion

of serotypes).

The life-cycle of the mosquito, which consists of four physically distinct,

seasonally-correlated stages- egg, larval, pupa, and adult- plays a crucial role in de-

termining the outbreak of an epidemic. Eggs are laid in water at the end of autumn

and, for the most part, do not begin hatching until the beginning of spring, as larvae.

Larval mosquitoes mature into pupa and then into adults, at which time they may

reproduce and spread the dengue virus. The reproductive stage takes place from

spring until the end of autumn, when the cycle restarts. As a whole, the Aedes ae-

gypti’s population density undergoes seasonal fluctuation, peaking in the summer and

bottoming in the winter (see Remark at the end of this section for a clarification of

references to seasons).

The duration of each of the four stages is, however, variable and determined by

such factors as parasitism and susceptibility to infection. The literature provides

some evidence for the intuition that, at the larval stage, for example, the mosquito

is more susceptible to certain viral and bacterial infections than at the adult stage.

In one example, larvae infected by the aquatic microsporidia Vavraia culicis were

shown to have fewer metabolic resources throughout their life-cycle and lower pu-

pation rates than their uninfected counterparts [39]. Because infection occurs in an

aquatic medium, adults, having left this environment, are not as susceptible to the

parasite.
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As a result, the death rate of the mosquito at the adult phase is governed by factors

different from those that influence the death rates of the immature populations.

Several important studies propose models that take these elements into consid-

eration. Among them, we emphasize that of Coutinho et al., who formulate a non-

autonomous, nonlinear system of differential equations that combines an SIR model

for disease transmission in the human host with a corresponding multi-stage SEI

model in the mosquito vector, whose population is divided into adult (mature) and

egg (immature) components [8]. In this paper, the authors investigate the effect

of seasonal anomalies on the evolution of the dengue epidemic in both human and

mosquito populations. Coutinho et al. do this by modulating the maturation from

the egg into the adult phase by a periodic seasonal factor (for a more extensive discus-

sion of seasonality, see Chapter 3 and [8]). Another important study for the dynamics

of dengue transmission, that of Esteva and Vargas [11], presents a complete analysis

of the threshold dynamics of a system for dengue transmission that incorporates a

variable human population size.

In this study, we modify the models presented by Esteva and Vargas [11] and

Coutinho et al. [8] to introduce a new model that combines an SIR system for disease

transmission in the human host with a multi-stage SI model for disease transmission

in the mosquito vector, which, unlike Coutinho et al.’s model, is divided into adult

(mature), egg, and larval (immature) populations. By introducing a larval stage,

we are able to avoid assuming that the mosquito’s intermediate life-cycle phases take

place in the winter and that mosquitoes emerge in the spring full-grown. Accordingly,

in our model, we introduce a climatic factor that affects the maturation of eggs into

larvae, posing advantages from a strategic, intervention-minded point of view. Like

Esteva and Vargas in [11], we do not assume that the human or mosquito populations
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observe logistic growth, keeping in mind that, ultimately, we want to observe change

in the percentages of infected humans and mosquitoes. We show these changes are

independent of their respective population sizes. As in Coutinho et al.’s study, we

assume that the life-cycle of the mosquito takes place in 365 days [8]. Finally, we

incorporate an element of vertical transmission; that is, we assume that infected

adult mosquitoes can lay infected eggs. These, in turn, can only mature into infected

larvae/pupae, which can only grow into infected adults.

In this chapter, we introduce the main ODE model and assume that the emergence

from the egg into the larval phase is not affected by seasonal variation. We then

analyze the aseasonal model. We derive the basic reproductive number, R0, the

threshold parameter denoting the expected number of secondary cases produced by

a typically infective individual. Numerical simulations follow.

Remark: Because four distinct seasons are not necessarily observed in most tropi-

cal regions where the dengue virus is endemic, here we extend the concept of “season”

so that “autumn” and “winter” refer to the beginning and end of the dry season, re-

spectively, and the beginning and end of the “rainy” season are referred to as “spring”

and “summer,” respectively. World climatic disruptions may disrupt the dry-rainy

tropical cycle as well (see Section 3.1 in Chapter 3).
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2.2 The Main ODE Model

In this section, we formulate and discuss the model, which depicts dengue transmission

in 4 components: human hosts, adult mosquitoes, larvae, and eggs. One time t unit

denotes a day. The human population is broken down into susceptible (SH), infected

(IH), and recovered (RH) classes. The total human population is NH = SH + IH +

RH . The total adult mosquito population is constant and is denoted by NM . The

infected mosquito population is broken down into adult (IM), larval (IP ), and egg (IE)

classes. We assume that the total number of individuals in each juvenile stage does

not exceed NM . This is justified by the fact that at every phase of its development,

the mosquito loses individuals to death and/or maturation and gains only a fraction

of the ones that matured from the previous stage. Since the number of infectives in

each stage of mosquito development cannot exceed the total number of individuals

in each such stage, NM is an upper bound for IE and IP . The human population

assumes exponential growth without disease, an assumption that is justifiable once we

make variable substitutions to analyze change in the proportion of infected humans.

The vector populations remain constant in the absence of disease. Since we do not

distinguish between serotypes, our model depicts the transmission of a single strain of

the dengue virus, from which recovered individuals are immune. The climatic factor

is given by S, a function of time.
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The model is as follows:

dSH
dt

= vHNH − uHSH − λHSH
IM
NM

dIH
dt

= λHSH
IM
NM

− (yH + αH + uH)IH

dRH

dt
= yHIH − uHRH

dIM
dt

= p1

(
NM − IM
NM

)
IP − umIM + λV (NM − IM)

IH
NH

dIP
dt

= τ1S(t)

(
NM − IP
NM

)
IE − p1

(
NM − IM
NM

)
IP − uqIP

dIE
dt

= grm

(
NM − IE
NM

)
IM − τ1S(t)

(
NM − IP
NM

)
IE − ueIE

(2.2.1)

with NM ≥ IM(0), NM ≥ IP (0), NM ≥ IE(0), NM > 0, NH(0) > 0, vH ≥ uH > 0.

The parameters in Model (2.2.1) can be understood by referring to Table 2.1. In

this chapter, we will henceforth assume all parameters are nonnegative. We will also

assume seasonality does not influence egg maturation by setting S(t) = 1 for all t ≥ 0.

The first three equations of Model (2.2.1) describe the transmission of the dengue

virus with a variable human population size. As already mentioned, these coincide

with the first three equations of the model proposed by Esteva and Vargas [11]. It is

assumed that once recovered, humans are immune. Infected adult mosquitoes do not

recover.
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Parameter Definition Unit and/or Range
vH natural human

birth rate
(births/103 humans) day−1

uH natural human
mortality rate

deaths
103humans

day−1

λH effective contact
rate between sus-
ceptible humans and
mosquitoes

bite/susceptible humans

yH human recovery
rate from dengue

recovered humans
103infected humans

day−1

αH human mortality
rate from dengue

deaths
103mosquitoes

day−1

uq natural larval
mortality rate

deaths
103larvae

day−1

um natural adult
mosquito mortal-
ity rate

deaths
103larvae

day−1

λV effective contact
rate between unin-
fected mosquitoes and
humans

bites/uninfected mosquito

c winter mildness in-
dex: average win-
ter temperature, as
compared to previous
years’ mean of c = 1

between 0 and 2

d season length index:
summer and winter
length, as compared
to previous years’
mean of d = 1

between 0 and 2

w length of reproductive
cycle unit

day−1

σ phase shift describ-
ing onset of wintering
phase

days, between -365 and 365

rm oviposition
rate

eggs
103mosquitoes

day−1

g proportion of
mosquito eggs laid
by an infected female
that is infected and
female

eggs

ue natural egg
mortality rate

deaths
103eggs

day−1

τ1 proportion of infected
eggs that proceeds to
the larval stage

infected eggs

p1 proportion of infected
larvae that proceeds
to the adult stage

infected larvae

Table 2.1: Parameters for Model ( 2.2.1)
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Equations 4-6 of Model (2.2.1) reflect the fact that only a fraction of juvenile

infectives mature into the next stage. The fact that uq 6= 1 - p1, for example, implies

that at any given time t, not all surviving juveniles progress to the next phase; they

may remain in their present state. Further, as already discussed, total mosquito,

larval, and egg populations, respectively, remain constant in the absence of season-

ality and disease. The last three equations incorporate saturation terms,
(
NM−IP
NM

)
,

(
NM−IM
NM

)
,
(
NM−IE
NM

)
, that take into account the fact that the maturation rate into

the next phase of mosquito development is stifled if the population in the next phase

is reaching NM . This ensures that infected populations remain below a threshold,

NM , for the adult, larval, and egg population densities.

2.3 Analysis of the Aseasonal Model

We now analyze Model (2.2.1).

Note that dNH
dt

= dSH
dt

+ dIH
dt

+ dRH
dt

. So if we add the RHS (right-hand side) of

equations 1 - 3 of Model (2.2.1) we obtain the following equation:

dNH

dt
= (vH − uH)NH − αHIH . (2.3.1)

We now add this equation to Model (2.2.1).

Define f : R7
+ → R7 by f(y) = (f1(y), ..., f7(y)), where fi : R7

+ → R is defined by

fi(y) = dyi
dt

for each i with 1 ≤ i ≤ 7.
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Figure 2.1: Compartmentalized model for dengue. See Table 2.1 for parameter descrip-
tions.

System (2.2.1) then allows us to define an initial value problem

ẏ = f(y)

y(t0) = yt0

(2.3.2)

where y = (SH , IH , RH , IM , IP , IE, NH).

As all functions on the RHS of Model (2.2.1) are continuously differentiable on

R7
+, we know that if yt0 ∈ R7

+, IVP (2.3.2) possesses a unique solution.
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Additionally, we have

Theorem 2.1. Let y0 ∈ R7
+. Any solution y(t) of IVP ( 2.3.2) through y0 is defined

for all t ≥ 0, and the positive cone R7
+ is positively invariant.

Proof. Let (S
∗
H(t), ..., N∗H(t)) with S

∗
H(0) > 0 , ... , N∗H(0) > 0 be a fixed solution of

IVP (2.3.2) through (S
∗
H0
, ..., N∗H0

) on [0, β), with β real.

By the continuity of the solution on [0, β), there exists a δ with 0 < δ < β such

that S
∗
H(t′) > 0 , ... , N∗H(t′) > 0 for any t′ ∈ [0, δ].

Now I
∗
M(0) ≤ NM . Further, if NM = I

∗
M(t′) for some t′ in [0, δ], dI

∗
M

dt
|t=t′ ≤ 0. The

previous two statements also hold for I
∗
P (t), I

∗
E(t). The continuity of I

∗
M(t) on [0, δ]

implies that I
∗
M (t)
NM
≤ 1 on [0, δ]. The latter also holds for I

∗
P (t), I

∗
E(t). (∗)

So on [0, δ],

dS
∗
H

dt
= vHN

∗
H − uHS

∗
H − λHS

∗
H

I
∗
M

NM

≥ −uHS
∗
H − λHS

∗
H

I
∗
M

NM

≥ (−uHS
∗
H − λHS

∗
H), by (∗)

= S
∗
H(−uH − λH).

So,

S
∗
H(t) ≥ e(−uH−λH)tS

∗
H(0) > 0. (2.3.3)

The positivity of the other components on [0, δ] can be shown similarly. By the

continuity of S
∗
H(t) on [0, β), equation (2.3.3) holds on [0, β). So S

∗
H(t) is bounded

below by a positive number on [0, β). The same holds for the other components on

[0, β).
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So lim
t→β−

(S
∗
H(t), ..., N∗H(t)) > 0. Therefore, (S

∗
H(t), ..., N∗H(t)) can be continuously

extended to [0, β] and R7
+ is invariant with respect to the semiflow defined by system

(2.2.1) on [0, β].

Consequently, [0,∞) is the maximal interval of existence of (S
∗
H(t), ..., N∗H(t))

[38, Section 2.4, Theorem 3, Corollary 1, and Problem 3, Problem Set 4]. Therefore,

R7
+ is positively invariant.

We will now follow the method outlined by Esteva and Vargas [11] to introduce

proportions to system (2.2.1).

Let
SH
NH

= SH ,
IH
NH

= IH

RH

NH

= RH ,
IM
NM

= IM

IP
NM

= IP ,
IE
NM

= IE.

(2.3.4)

We assume NH > 0, NM > 0. We may do so since by Theorem 2.1, if NH(0) > 0,

NH(·) remains positive for all t ≥ 0.

Then system (2.2.1) can be written as

S ′H = vH − vHSH − λHSHIM + αHSHIH

I ′H = λHSHIM − (yH + αH + vH)IH + αHI
2
H

I ′M = p1IP (1− IM)− umIM + λV (1− IM)IH

I ′P = τ1IE(1− IP )− p1IP (1− IM)− uqIP

I ′E = grmIM(1− IE)− τ1IE(1− IP )− ueIE

(2.3.5)
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with 1 ≥ SH(0) ≥ 0, 1 ≥ IH(0) ≥ 0, 1 ≥ SH(0) + IH(0) ≥ 0, 1 ≥ IM(0) ≥ 0,

1 ≥ IP (0) ≥ 0, 1 ≥ IE(0) ≥ 0, vH > 0.

Corollary 2.2. Let Ω = {(SH , IH , IM , IP , IE) : 0 ≤ SH ≤ 1, 0 ≤ IH ≤ 1, 0 ≤

SH + IH ≤ 1, 0 ≤ IM ≤ 1, 0 ≤ IP ≤ 1, 0 ≤ IE ≤ 1}. Then Ω is positively invariant

with respect to the flow defined by system ( 2.3.5).

Proof. Let (S∗H(t), ..., I∗E(t)) with (S∗H0
, ..., I∗E0

) ∈ Ω be a fixed solution of system

(2.3.5) on [0,∞).

Suppose (S∗H(0), ..., I∗E(0)) is on Bde(Ω). (*)

If S∗H(0) = 0, then by equation 1 of (2.3.5), S
′∗
H(0) = vH > 0. If S∗H(0) = 1,

then since by (*), S∗H(0) + I∗H(0) ≤ 1, I∗H(0) = 0, so by equation 1 of (2.3.5) and

(*), S
′∗
H(0) = −λHI∗M(0) ≤ 0. Similarly, if I∗H(0) = 0, then by equation 2 of (2.3.5)

and (*), I
′∗
H (0) = λHS

∗
H(0)I∗M(0) ≥ 0. If I∗H(0) = 1, then by (*), S∗H(0) = 0, so by

equation 2 of (2.3.5), I
′∗
H (0) = −yH − vH < 0.

If S∗H(0)+I∗H(0) = 0, then by equations 1 and 2 of (2.3.5), S
′∗
H(0)+I

′∗
H (0) = vH > 0.

Now if I∗H(0) + S∗H(0) = 1, then by (2.3.4) and (*), max(I∗H(0), S∗H(0)) ≤ 1 and

by equations 1 and 2 of (2.3.5) and (*),

S
′∗
H(0) + I

′∗
H (0) = vH(1− S∗H(0)) + αHS

∗
H(0)(1− S∗H(0))− (yH + αH + vH)(1− S∗H(0))

+ αH(1− S∗H(0))2

= −yH(1− S∗H(0)) + αH(1− S∗H(0))2 + αHS
∗
H(0)(1− S∗H(0))

− αH(1− S∗H(0))

= (1− S∗H(0))(−yH)

≤ 0
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By equations 3, 4, and 5 and (*), if I∗M(0) = 0, I
′∗
M(0) = p1I

∗
P (0) + λV I

∗
H(0) ≥ 0;

if I∗P (0) = 0, I
′∗
P (0) = τ1I

∗
E(0) ≥ 0; and if I∗E(0) = 0, I

′∗
E (0) = grmI

∗
M(0) ≥ 0.

Finally, by equations 3, 4, and 5 and (*), if I∗M(0) = 1, I
′∗
M(0) = −um ≤ 0; if

I∗P (0) = 1, I
′∗
P (0) = −p1(1 − I∗M(0)) − uq ≤ −uq ≤ 0; and if I∗E(0) = 1, I

′∗
E (0) =

−τ1(1− I∗P (0))− ue ≤ 0. (**)

Suppose (S∗H0
, ..., I∗E0

) is in Interior(Ω). (+)

Let t0 = inf{t ∈ (0,∞) : (S∗H(t), ..., I∗E(t)) on Bde(Ω)}. (++)

By the continuity of the solution on [0,∞), (S∗H(t), ..., I∗E(t)) ∈ Interior(Ω) on

[0, t0). So lim
t→t−0

(S∗H(t), ..., I∗E(t)) ∈ Ω. So we may substitute t0 for 0 in the arguments

following (*), so that (**) holds at t0. (***)

If we substitute any t′ ∈ [0,∞) for 0 in (+) and tt′ for t0 in (++), (***) holds.

(+++)

By (**), (***), (+++) and [26, Proposition 3.3], we have our result.

Observe that system (2.3.5) does not depend on NH . In fact, we have,

N ′H = (vH − uH − αHIH)NH . (2.3.6)

Note that the first two equations of system (2.3.5) and equation (2.3.6) are exactly

those obtained by Esteva and Vargas [11, system (2.2)].

2.3.1 R0 for an Autonomous ODE System

If we set system (2.3.5) and the infective components to 0, we obtain a disease-free

equilibrium (DFE), E0 = (1, 0, 0, 0, 0)T . We seek to derive R0, the basic reproductive

number and threshold parameter for the persistence of disease. We follow the method
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described by van den Driessche and Watmough [52], who establish R0 as a threshold

parameter by defining it as the spectral radius of the “next generation matrix,” a

positive linear operator. If R0 < 1, then the (DFE) is locally asymptotically stable.

If R0 > 1, then the DFE is unstable and an epidemic can develop.

2.3.2 Compartmentalized Modeling and Threshold Analysis

Consider the mosquito and human populations compartmentalized in the 5 classes

of system (2.3.5). An epidemic model based on this system is developed in this

section. Let x = (x1, ..., x5)T , with x ∈ Ω, be the number of individuals in each

compartment. Because we introduced proportions with system (2.3.5), here one whole

individual represents the entire human or vector phase population (∗). In other words,

each dependent variable denotes a fraction of the total human or mosquito phase

component (∗). The first 4 compartments correspond to the infected components.

(*) when at carrying capacity

More specifically, we have that IH = x1, IM = x2, IP = x3, IE = x4, and SH = x5.

Then Ω = {(x1, x2, x3, x4, x5) : 0 ≤ xi ≤ 1 for 1 ≤ i ≤ 5; 0 ≤ x1 + x5 ≤ 1}.

So by system (2.3.5),

ẋ1 = λHx5x2 − (yH + αH + vH)x1 + αHx
2
1

ẋ2 = p1x3(1− x2)− umx2 + λV (1− x2)x1

ẋ3 = τ1x4(1− x3)− uqx3 − p1x3(1− x2)

ẋ4 = grmx2(1− x4)− τ1x4(1− x3)− uex4

ẋ5 = vH − vHx5 − λHx5x2 + αHx1x5

(2.3.7)

where (x10 , ..., x50) ∈ Ω, and vH > 0.
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Define XS to be the set of all disease-free states. That is,

XS = {x ∈ Ω : xi = 0, i = 1, ..., 4}. (2.3.8)

Let Fi(x) be the rate of appearance of new infections in compartment i, V+
i (x) be

the rate of transfer of individuals into compartment i by all other means, and V−i (x)

be the rate of transfer of individuals out of compartment i. Let Vi = V−i − V+
i for

each i with 1 ≤ i ≤ 5 (see [52, Section 2, (1)]).

The following assumptions can be made:

Assumption(A0): For each i with 1 ≤ i ≤ 5, Fi, V+
i , V−i are continuously

differentiable at least twice in each x.

Observe that system (2.3.7) may be written as ẋi = fi(x) = Fi(x)− Vi(x) where

Vi(x) = V−i (x) − V+
i (x). Each Fi, V+

i , V−i is a polynomial function in 5 variables

and therefore continuous. It follows that for each i, j, k with 1 ≤ i, j, k ≤ 5, ∂fi
∂xj

and

∂2fi
∂xj∂xk

are polynomials in 5 variables. So for each i with 1 ≤ i ≤ 5, Fi, V+
i , V−i are

continuous and twice-differentiable in each x.

Assumption(A1): If x ∈ Ω, then Fi, V+
i , V−i ≥ 0 for i = 1, ..., 5.

All parameters are nonnegative. So we have, F1(x) = λHx5x2 ≥ 0, V+
1 (x) =

αHx
2
1 ≥ 0, V−1 (x) = (yH + αH + vH)x1 ≥ 0, F2(x) = λV (1 − x2)x1 ≥ 0, V+

2 (x) =

+p1x3(1−x2) ≥ 0, V−2 (x) = umx2 ≥ 0, F3(x) = 0, V+
3 (x) = τ1x4(1−x3) ≥ 0, V−3 (x) =

p1x3(1 − x2) + uqx3 ≥ 0, F4(x) = 0, V+
4 (x) = grmx2(1 − x4) ≥ 0, V−4 (x) = τ1x4(1 −

x3) + uex4 ≥ 0, F5(x) = 0, V+
5 (x) = vH + αHx5x1 ≥ 0, V−5 (x) = vHx5 + λHx5x2 ≥ 0.

Assumption(A2): If xi = 0, then V−i = 0. In particular, if x ∈ XS, then V−i = 0

for i = 1, ..., 4.
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The first claim follows from the paragraph following (A1). Now if x ∈ XS, xi = 0

for i = 1, ..., 4. So the second claim follows from the first.

Assumption(A3): Fi = 0 if i = 5.

Follows from the paragraph following (A1).

Assumption(A4): If x ∈ XS, Fi(x) = 0 and V+
i (x) = 0 for i = 1, ..., 4.

If x ∈ XS, xi = 0 for i = 1, ..., 4. So result follows from the paragraph following

(A1).

Assumption(A5): Suppose um, (uq + p1), (τ1 +ue), vH all > 0, grmp1τ1
(τ1+ue)(p1+uq)um

<

1. If F(x) is set to zero, then all eigenvalues of Df(x0) have negative real part, where

x0 is a disease-free equilibrium (DFE) of system (2.3.7).

A DFE of system (2.3.7) is defined to be a (locally asymptotically stable) equi-

librium of the disease-free model, i.e., system (2.3.7) restricted to XS. So the single

equilibrium solution with xi = 0 for 1, ..., 4 is x0 = (0, 0, 0, 0, 1)T (Recall from (2.3.5)

the DFE (1, 0, 0, 0, 0)T ).

Recall that system (2.3.7) may be written as ẋi = fi(x) = Fi(x) − Vi(x) where

Vi(x) = V−i (x) − V+
i (x). So if F(x) is set to zero, then Fi(x) = 0 for each i. So

ẋi = fi(x) = 0− Vi(x). So system (2.3.7) becomes

ẋ1 = −(yH + αH + vH)x1 + αHx
2
1

ẋ2 = −umx2 + p1x3(1− x2)

ẋ3 = τ1x4(1− x3)− uqx3 − p1x3(1− x2)

ẋ4 = grmx2(1− x4)− τ1x4(1− x3)− uex4

ẋ5 = vH − vHx5 − λHx5x2 + αHx1x5

(2.3.9)
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So,

Dfx(x) =




−(yH+αH+vH)+2αHx1 0 0 0 0

0 −p1x3−um p1−p1x2 0 0

0 +p1x3 −uq−p1+p1x2−τ1x4 τ1−τ1x3 0

0 grm−grmx4 +τ1x4 −grmx2−τ1−ue+τ1x3 0

αHx5 −λHx5 0 0 a55




(2.3.10)

where a55 = −vH + αHx1 − λHx2.

Thus,

Dfx(x0) =




(−yH − αH − vH) 0 0 0 0

0 −um p1 0 0

0 0 −(uq + p1) τ1 0

0 grm 0 −(τ1 + ue) 0

αH −λH 0 0 −vH




(2.3.11)

The eigenvalues of Dfx(x0) are −vH and the eigenvalues of the submatrix

of Dfx(x0) obtained by deleting the fifth row and the fifth column of Dfx(x0).

We will denote this submatrix by J0 = [bij], 1 ≤ i, j ≤ 4. Now −J0 has the

Z-pattern, that is, −bij ≤ 0 for all i 6= j. A non-singular M-matrix is a

matrix B with the Z-pattern such that all principal leading minors are posi-

tive [16, 28]. Observe that the principal leading minors of −J0 are given by

(yH + αH + vH) > 0, (yH + αH + vH)um > 0, (yH + αH + vH)um(uq + p1) > 0,

and det(−J0) = (yH + αH + vH)((um)(τ1 + ue)(p1 + uq) − grmp1τ1) > 0, since by

assumption, um, (uq + p1), (τ1 +ue) all > 0 and grmp1τ1
(τ1+ue)(p1+uq)(um)

< 1. Therefore, −J0

is a non-singular M-matrix and its eigenvalues all have positive real part [16, 18, 28].

So the eigenvalues of J0, and, consequently, Dfx(x0), all have negative real part.



26

Given the above assumptions, we have the following result [52, Section 2, Lemma

1]:

If x0 is a DFE of (2.3.7) and fi(x) satisfies (A0)-(A5), then DF(x0) and DV(x0)

are partitioned as

DF(x0) =



F 0

0 0


 , DV(x0) =



V 0

J3 J4


 ,

where F and V are the m×m matrices defined by

F =

[
∂Fi
∂xj

(x0)

]
and V =

[
∂Vi
∂xj

(x0)

]
with 1 ≤ i, j ≤ m.

Furthermore, F is non-negative, V is a non-singular M-matrix and all eigenvalues of

J4 have positive real part.

We will now establish R0. The matrix FV −1 is called the next generation matrix

for the model and the basic reproduction number is defined as

R0 = ρ(FV −1), (2.3.12)

where ρ(A) denotes the spectral radius of the matrix A.

We therefore have the following important proposition:

Proposition 2.3. Assume um, (uq + p1), (τ1 +ue), vH all > 0, grmp1τ1
(τ1+ue)(p1+uq)(um)

< 1,

all other parameters nonnegative. Then we may define R0 for system ( 2.3.7) by

R0 =
√

λV λH(p1+uq)(τ1+ue)

(yH+αH+vH)((τ1+ue)(p1+uq)um−grmp1τ1)
. (2.3.13)
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Figure 2.2: Solutions of system ( 2.3.7) converge to the steady-state values
when R0 = 1.21, all other parameters are given in Table 2.2.

Proof. Recall that system (2.3.7) may be written as ẋi = fi(x) = Fi(x)−Vi(x) where

Vi(x) = V−i (x)− V+
i (x) and where

F =




λHx5x2

λV (1− x2)x1

0

0

0




(2.3.14)
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V =




(yH + αH + vH)x1 − αHx2
1

umx2 − p1x3(1− x2)

p1x3(1− x2) + uqx3 − τ1x4(1− x3)

τ1x4(1− x3) + uex4 − grmx2(1− x4)

vHx5 + λHx5x2 − vH − αHx5x1




(2.3.15)

By the lemma stated above, we then have,

F =




0 λH 0 0

λV 0 0 0

0 0 0 0

0 0 0 0




(2.3.16)

V =




yH + αH + vH 0 0 0

0 um −p1 0

0 0 uq + p1 −τ1

0 −grm 0 τ1 + ue




(2.3.17)

J3 =

(
−αH λH 0 0

)
(2.3.18)

and

J4 =

(
vH

)
(2.3.19)

where F is non-negative, V is a non-singular M-matrix and all eigenvalues of J4 have

positive real part.
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Figure 2.3: Solutions of system ( 2.3.7) converge to the DFE when R0 = .24,
all other parameters are given in Table 2.2.

Now by (2.3.16) and (2.3.17) we have that FV −1 =




0
λH (τ1+ue)(p1+uq)

(um(τ1+ue)(p1+uq)−grmp1τ1)

λHp1(τ1+ue)

(um(τ1+ue)(p1+uq)−grmp1τ1)

λHp1(τ1)

(um(τ1+ue)(p1+uq)−grmp1τ1)

λV
yH+αH+vH

0 0 0

0 0 0 0

0 0 0 0




(2.3.20)

So the eigenvalues of FV −1 are given by the solutions to the characteristic equation

of FV −1:

λ4 − λV λH(τ1+ue)(p1+uq)

(yH+αH+vH)((τ1+ue)(p1+uq)um−grmp1τ1)
λ2 = 0. (2.3.21)
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Clearly, 0 is a solution of this equation. The others are:

λ1,2 = ±
√

λV λH(p1+uq)(τ1+ue)

(yH+αH+vH)((τ1+ue)(p1+uq)um−grmp1τ1)
. (2.3.22)

So by (2.3.12), we have our desired result.

Proposition 2.4. Let R0, parameters be as in Proposition 2.3. The following con-

ditions characterize the stability of (0, 0, 0, 0, 1)T .

1) If R0 < 1, then (0, 0, 0, 0, 1)T is locally asymptotically stable.

2) If R0 > 1, then (0, 0, 0, 0, 1)T is unstable.

Proof. The result follows from [52, Section 3, Theorem 2].

Proposition 2.5. Assume conditions in Proposition 2.3 are satisfied and R0 < 1.

Assume further that αH = 0 and (yH + vH)(umuque − grmp1τ1) > λV λHuque. Then

the DFE is globally asymptotically stable.

Proof. Let u(t) be a solution of system (2.3.7) with u(0) = u0 ∈ Ω. Consider system

(2.3.7). If we omit f5 and assume that αH = 0, we have, by the invariance of Ω, that

f1(u) = λHu5u2 − (yH + vH)u1 ≤ λHu2 − (yH + vH)u1

f2(u) = p1u3(1− u2)− umu2 + λV (1− u2)u1 ≤ p1u3 − umu2 + λV u1

f3(u) = τ1u4(1− u3)− uqu3 − p1u3(1− u2) ≤ τ1u4 − uqu3

f4(u) = grmu2(1− u4)− τ1u4(1− u3)− ueu4 ≤ grmu2 − ueu4

(2.3.23)
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Let

A =




−(yH + vH) λH 0 0

λV −um p1 0

0 0 −uq τ1

0 grm 0 −ue




(2.3.24)

Then we may rewrite (2.3.23) as




f1(u)

f2(u)

f3(u)

f4(u)



≤ A




u1

u2

u3

u4



, (2.3.25)

where the inequality holds pointwise.

Now −A has the Z-pattern (see (A5)). First observe that R0 < 1⇒ (λV λH)(p1 +

uq)(τ1+ue) < (yH+vH)((τ1+ue)(p1+uq)um−grmp1τ1) < (yH+vH)(τ1+ue)(p1+uq)um

(*).

Now the principal leading minors of −A are given by (yH + vH)um > 0, (yH +

vH)um − λV λH > 0 (by (*)), uq((yH + vH)um − λV λH) > 0, and det(−A) = ((yH +

vH)(umuque − grmp1τ1)− λV λHuque) > 0 (by assumption).

So −A is a nonsingular M-matrix [16,28], which implies that the eigenvalues of A

all have negative real part.
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Solving for the differential inequality expressed in (2.3.23), we obtain that




u1(t)

u2(t)

u3(t)

u4(t)



≤ eAt




u1(0)

u2(0)

u3(0)

u4(0)




(2.3.26)

Now since the eigenvalues of A all have negative real part,

lim
t→∞



eAt




u1(0)

u2(0)

u3(0)

u4(0)







= 0 [38, Section 1.9, Theorem 2].

So (u1(t), u2(t), u3(t), u4(t))→ 0 as t→∞.

Now by (2.3.4), dRH
dt

= −(dSH
dt

+ dIH
dt

) = −(u1

dt
+ u5

dt
) = −(−yHu1(t) + vH(1 −

u5(t)− u1(t))) = yHu1(t)− vH(1− u5(t)− u1(t)) ≤ 0 for all but finitely many t, since

u1(t)→ 0 as t→∞, and u1(t) + u5(t) ≤ 1 ∀t ≥ 0. So RH(t) = 1− SH(t)− IH(t) =

1 − u1(t) − u5(t) → 0 as t → ∞. So u5(t) → 1 as t → ∞ and we have our desired

result.
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Figure 2.4: Solutions of system ( 2.3.7) converge to the endemic equilibrium when
R0 = 1.05, all other parameters are given in Table 2.2.

2.3.3 Analysis of the Endemic Equilibria

We are now ready to investigate the existence of endemic equilibria.

First, we set system (2.3.7) to 0. So

λHx5x2 − (yH + αH + vH)x1 + αHx
2
1 = 0

p1x3(1− x2)− umx2 + λV (1− x2)x1 = 0

τ1x4(1− x3)− uqx3 − p1x3(1− x2) = 0

grmx2(1− x4)− τ1x4(1− x3)− uex4 = 0

vH − vHx5 − λHx5x2 + αHx1x5 = 0

(2.3.27)
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We seek to derive conditions under whichR0 > 1⇔ system (2.3.7) has an endemic

equilibrium. Let (x1, x2, x3, x4, x5) be a solution of system (2.3.27). Then it is given

by

x5 =
vH

vH + λHx2 − αHx1

x4 =
grmx2

grmx2 + τ1 − τ1x3 + ue

x3 =
τ1x4

τ1x4 + uq + p1 − p1x2

x2 =
p1x3 + λV x1

p1x3 + λV x1 + um

(2.3.28)

and

−(yH + αH + vH)x1 + αHx
2
1 = −λHx2x5. (2.3.29)

We will consider the special case αH = 0, uq = 0, ue = 0. We want

(x1, x2, x3, x4, x5) to be in Ω. With this in mind, we have the following proposition:

Proposition 2.6. Let αH = 0, uq = 0, ue = 0, all other parameters positive. Also

assume grm < um. Then R0 > 1 ⇔ system ( 2.3.7) has an endemic equilibrium, E1

in Ω.

Proof. ⇒ Suppose R0 > 1. Let R′ = (R0)2 = λHλV
(yH+vH)(um−grm)

. Then, R′ > 1 (∗).

If we solve for x4 in system (2.3.27), we see that it can take on five possible

values: 0 and the roots of a degree-four polynomial function f , where f(x4) has real

coefficients (see Appendix I).

By (∗), f(0) > 0. Now f(1) = −p1τ1λHum(yH + vH)(λH + vH)(um(yH + vH) +

λV vH) < 0. So by the intermediate value theorem, f has a real root between 0 and 1.

If we substitute this value, say b∗, for x4 in system (2.3.27), and solve for the other

components in terms of b∗, we see that system (2.3.27) is consistent. So a solution of

system (2.3.27), with x4 = b∗, exists. Additionally, the other solution components are
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uniquely determined by b∗. Let E1 be this solution, so that x4 = b∗. Then 0 < x4 < 1.

So E1 is not the DFE. By (2.3.28) and (2.3.29), xi 6= 0 for each i with 1 ≤ i ≤ 5.

Now αH = 0, uq = 0, ue = 0. So if we add (LHS) of equations 2-4 of (2.3.27), then

E1 is given by

x1 = vH
1−x5

vH+yH

x2 = vH
1−x5

λHx5

x3 = τ1x4

τ1x4+p1−p1x2

x4 =
x5− λH+vHR

′

R′(λH+vH )

grm(yH+vH)

x5 = vH
vH+λHx2

(2.3.30)

Since 0 < x4 < 1, by equation 4 of (2.3.30), x5 >
λH+vHR

′

R′(λH+vH)
. So by (∗), x5 > 0. So

by equation 2 of (2.3.30) and (∗), x2 <
vHλH(R′−1)
λH(λH+R′vH)

< 1. So by equation 3 of (2.3.30),

0 < x3 < 1, since 0 < x4 < 1 and x2 < 1. Now since αH = 0, uq = 0, ue = 0, if

we evaluate system (2.3.27) at E1, we have that τ1x4(1 − x3) = grmx2(1 − x4). So

since 0 < x4 < 1 and 0 < x3 < 1, x2 > 0. So by equation 5 of (2.3.30), x5 < 1.

So by equation 1 of (2.3.30) and the fact that 0 < x5 < 1, 0 < x1 < 1. Finally,

x1 + x5 = vH+x5yH
vH+yH

∈ [0, 1].

⇐ Suppose R0 < 1. Then R′ < 1. Consider the equation for x4, (2.3.30). If

x4 > 0, then, since λH+vHR
′

R′(λH+vH)
=

λH
R′ +vH

λH+vH
> 1, x5 > 1. This implies that x1 < 0, a

contradiction.

We will now study the local stability of the endemic equilibrium, E1.
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Proposition 2.7. Assume conditions are as in Proposition 2.6 and R0 > 1. Then

E1 is locally asymptotically stable.

Proof. Consider the linearized system of (2.3.7) at E1. The Jacobian matrix at E1 is

given by:

A =




−(yH+vH) λHx5 0 0 x2λH

λV (1−x2) −p1x3−um−λV x1 p1−p1x2 0 0

0 +p1x3 −p1+p1x2−τ1x4 τ1−τ1x3 0

0 grm−grmx4 +τ1x4 −grmx2−τ1+τ1x3 0

0 −λHx5 0 0 a55


 (2.3.31)

where a55 = −vH − λHx2.

Now, given a square, complex-valued n×n matrix P = [pij] with 1 ≤ i, j ≤ n, we

define its companion matrix M(P ) = [mij] with 1 ≤ i, j ≤ n by

mij =





|pij| if j = i

−|pij| if j 6= i

([28, Definition 2.5.10], see also [60]) (2.3.32)

P is called an H −matrix if its companion matrix M(P ) is a (non-singular)

M-matrix ([28, pp. 124], see also [60]). Now M(−A) has the Z-pattern (see

(A5)). Also, by equations 1 and 2 of (2.3.27), the principal leading minors

of M(−A) are given by (yH + vH) > 0, 1
x2

(yH + vH)(p1x3 + λV x1x2) > 0,

1
x2

(yH + vH)(p1x3(1− x2) + λV x1x2)(p1(1− x2) + τ1x4) + (yH + vH)(p1x3)(τ1x4) > 0,

(yH+vH)(λV x1)p1(1−x2)τ1(1−x3)+(yH+vH)p1(1−x2)grm(p1x3(1−x2)+λV x1x2)+

(yH + vH)τ1x4grm(p1x3 + λV x1x2) > 0, and det(M(−A)) = (vH + λHx2)(yH +

vH)(λV x1)p1(1−x2)τ1(1−x3)+(vH)(yH +vH)p1(1−x2)grm(p1x3(1−x2)+λV x1x2)+

(vH)(yH + vH)τ1x4grm(p1x3 + λV x1x2) + (λHx2)(yH + vH)p1(1 − x2)grm(umx2 +

λV x1x2) + (λHx2)(yH + vH)τ1x4grm(umx2

1−x2
+ 2λV x1x2) > 0.
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So M(−A) is a non-singular M-matrix [16, 28] and −A is an H-Matrix. Now an

n× n complex-valued square matrix is said to be positive stable if its eigenvalues all

have positive real part [5, pp. 134]. An H-matrix with real entries is positive stable iff

it has positive diagonal entries [28, Exercise, pp. 124; 60, Lemma 2]. Now −A clearly

has positive diagonal entries. So it is positive stable. It follows that the eigenvalues

of A all have negative real part.

So E1 is locally asymptotically stable.

2.4 Numerical Simulations

We now conduct numerical simulations to illustrate our analytical results.

Values for vH , λH , yH , um, rm and g are comparable to those presented by Coutinho

et al. [8] on the basis of estimates known from the dengue infection process and human

and mosquito vital statistics. We assume that the entire egg and larval populations

are at carrying capacity.

We first take αH = uq = ue = 0, grm = 5 > 1 = um. For parameter val-

ues given in column 2 of Table 2.2, an endemic equilibrium exists and is given by

E1 = (x1, x2, x3, x4, x5) = (.01, .27, .52, .8, .99). The simulations show that the DFE

is unstable and trajectories of system (2.3.7) converge to E1 (see Figure 2.5). We see

that more than half of the larval and adult mosquito populations will eventually be

infected. Additionally, Figure 2.5 A indicates that one percent of the human popu-

lation will contract the virus, a number that, in the short run, is comparable to the

2009 worldwide estimate of 50 million cases, or 2 percent of the 2.5 billion people

at risk [4]. When we take into account that we have assumed in the simulations for
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Description
Values for Figure

2.5 2.6 2.7, 2.2 2.8, 2.3 2.9, 2.4
Initial Condition

x1 .005 .005 .0001 .8 .02
x2 .1 .1 .001 .33 .03
x3 .6 .6 .01 .5 .00035
x4 .5 .5 .005 .33 .002
x5 .95 .95 .8 .1 .6

Parameter
vH 2.5 2.5 2.5 2.5 0.5
λH 0.1 0.1 0.75 0.75 0.95
yH 0.067 0.067 0.067 0.067 0.05
αH 0 0 0 0.002 0.001
uq 0 0 0 2.6 10
um 1 1 2.6 2.6 1.5
λV 0.1 0.1 0.5 0.5 0.95
rm 20 3 10 10 5
g 0.25 0.25 0.25 0.25 0.25
ue 0 0 0 2.6 10
τ1 0.7 0.7 0.7 0.7 0.9
p1 0.7 0.7 0.7 0.7 0.9

Table 2.2: Values for parameters and variables of Model ( 2.3.7)

Figure 2.5 that the number of juvenile mosquito deaths is 0, our numbers seem to

reasonably approximate the epidemiological picture.

We next reduce the oviposition rate and therefore assume that grm = 3/4 < 1 =

um. For parameter values given in column 3 of Table 2.2, R0 = .13. Accordingly, the

simulations show that the DFE is asymptotically stable (see Figure 2.6). We then

take λH , λV large and modify other parameters so that R0 = 1.21 (see column 4 of

Table 2.2). Following Proposition 2.6, there exists an endemic equilibrium of system

(2.3.7), given by E1 = (.0015, .005, .018, .018, .998). The trajectories of system (2.3.7)

converge to E1, as predicted by Proposition 2.7 (see Figures 2.7 and 2.2).
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Because um = 2.6 > 2.5 = grm, however, values for this endemic equilibrium are

close to the values for the DFE.

We then take αH , uq, ue > 0 and other parameter values such that R0 = .24 (see

column 5 of Table 2.2). The DFE is accordingly asymptotically stable (see Figures

2.8 and 2.3). Finally, we take contact and maturation rates high and human birth and

recovery rates low so that R0 = 1.05. There then exists an endemic equilibrium E1 =

(.05, .03, .0003, .0038, .94). Because by assumption (A5) we require that um > grm,

the larval, mosquito, and egg populations will remain largely uninfected (see Figure

2.9). But because human-mosquito contact rates are high, eventually 5 percent of

the human population will be infected (see Figure 2.9). Assuming that the human

population remains constant, this represents, based on 2009 estimates [4], more than

an additional 200 million cases of dengue worldwide. An epidemic may therefore

ensue even if a low proportion of the vector population is infected. Since high-risk

regions often observe high human growth rates, it is reasonable to expect this to be

a conservative estimate.

2.5 Discussion

In this chapter, we first explored the temporal dynamics of dengue viral transmis-

sion by presenting a model that combines an SIR human host- with a multi-stage

SI mosquito vector transmission system. Our model modulates the maturation of

the vector from the egg into the larval phase by a climatic factor. In this chapter,

we set this factor to 1, in effect assuming that this maturation is not affected by

climatic/seasonal variation. We then analyzed this simplified version of the model.
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We first proved that if initial conditions are positive, the size of the total human

population may vary but will never subside to 0. We then made variable substitutions

to obtain a simplified, proportion-based system. Next we assumed that the natural

adult mosquito death rate, the natural human birth rate, and the rates at which

eggs and juveniles transfer out of their compartments are positive. Under these

assumptions, we proved the existence of a threshold parameter, the reproductive

number, denoting the expected number of secondary cases produced by a typically

infective individual.

In the case where the juvenile populations are at carrying capacity, juvenile

mosquito mortality rates are sufficiently small to be absorbed by juvenile maturation

rates, and no humans die from dengue, both the analysis and numerical simulations

demonstrate that an epidemic will persist if the oviposition rate is greater than the

adult mosquito death rate. If the oviposition rate is smaller than the natural adult

mosquito death rate, then the stability of the disease-free equilibrium and the ensuing

existence of an epidemic will be heavily influenced by human-mosquito contact rates.

If these are high, an epidemic may then occur. These results indicate that while

intervention at the reproductive phase of the mosquito life-cycle remains necessary,

it is more important at the juvenile stages than previously considered. Additionally,

if dengue mortality becomes more substantial, restricting human-mosquito contact is

crucial (see Section (2.4)).

Since most humans who contract dengue do not die of the virus, the traditional

view of dengue has been of a rather benign disease. The sheer scale of the epidemic and

the subsequent possibility of the emergence of new, more lethal serotypes, however,

are a cause for alarm. As a whole, our conclusions indicate a need for intervention at

all levels of the mosquito life-cycle if an epidemic is to be prevented.
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Figure 2.5: Solutions of system ( 2.3.7) converge to the steady-state values when
grm = 5 > 1 = um, all other parameters are given in Table 2.2.
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Figure 2.6: Solutions of system ( 2.3.7) converge to the DFE when R0 = .13,
all other parameters are given in Table 2.2.
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Figure 2.7: Solutions of system ( 2.3.7) converge to the steady-state values
when R0 = 1.21, all other parameters are given in Table 2.2.
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Figure 2.8: Solutions of system ( 2.3.7) converge to the DFE when R0 = .24,
all other parameters are given in Table 2.2.
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Figure 2.9: Solutions of system ( 2.3.7) converge to the endemic equilibrium when
R0 = 1.05, all other parameters are given in Table 2.2.



Chapter 3

THE SEASONAL ODE MODEL

3.1 Introduction and Assumptions

In this chapter, we analyze the seasonal ODE model for the transmission of the dengue

virus between mosquitoes and humans. Before doing so, we extend the arguments of

the previous chapter to motivate the incorporation of seasonality into the modeling

of dengue transmission dynamics.

The consideration of seasonality as a factor in the development of a dengue epi-

demic stems from several observations. First, in certain tropical, subtropical and

temperate regions, epidemics recur on a yearly basis and exhibit a fixed seasonal

pattern. Secondly, the disease and rain cycles are correlated: the epidemic starts at

the beginning of the rainy, spring-summer season, peaks 3-4 months afterward and

ends in the beginning of the dry autumn-winter season [8]. During this time, the

adult Aedes aegypti population virtually disappears. After the dry winter season, the

epidemic starts again, a phenomenon defined as disease “over-wintering” [8]. This

phenomenon indicates that the mosquito population survives in the wild. Because

mosquito eggs are laid in the beginning of autumn, the egg population “hibernates”

until the beginning of the winter. Eggs must be laid and hibernate in warm water,

46
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so cold winters and/or dry summers reduce oviposition and affect egg maturation

adversely [8]. The degree to which the egg population successfully hibernates is thus

correlated with the length and severity of winter. If the winter period is dramatically

shortened, the larval population may rise dramatically, contributing to an eventual

rise in the adult, infectious mosquito population. Ultimately, the exhibition of a fixed

epidemic seasonal pattern and the possible containment of an epidemic are functions

of a fixed climatic pattern. If climate is sufficiently disrupted, epidemic patterns may

be shifted and containment becomes difficult.

The extent to which the latter may have taken place is extrinsically suggested

by the fact that the resurgence of dengue transmission has coincided with evidence

of global warming. In Brazil, for example, the first report of a dengue epidemic

with viral isolation took place in 1981; the first nation-wide outbreak occurred in

1986, when the epidemic appeared in Rio de Janeiro and other major urban centers

[49]. Between 1986-1998, the epidemic exhibited bi-yearly over-wintering, appearing

every other year, peaking in the summer and disappearing in the winter. During this

period, epidemics were contained. In 1998, however, an exponential increase in the

number of cases was reported, marking the first dengue pandemic in Brazil [49]. This

increase was attributed to an increase in urban density; a rise in the yearly average

temperature, however, may also have influenced the outbreak. Such climatic changes

have been recently investigated: according to the Intergovernmental Panel on Climate

Change report on global warming, released in Paris in 2007, average temperatures in

Brazil’s impoverished, semi-arid northeast might rise by between 2◦C and 5◦C by the

end of the 21st century [37].

More specifically, climate-based studies and epidemiological models which incorpo-

rate climatic factors and successfully predict epidemic outbreaks indicate a correlation
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between climatic change and an epidemic resurgence. Using data from meteorologi-

cal stations, for example, climate-based studies have revealed a relationship between

dengue fever/dengue hemorrhagic fever (DF/DHF) outbreaks and climatic variation.

Recently, Fuller et. al presented a model based on weekly El Niño Southern Oscil-

lation sea-surface temperature observations to predict weekly DF/DHF outbreaks in

Costa-Rica from 2003-2007 [19]. Another study investigated the causes of the seasonal

outbreak pattern on Samui Island, Thailand [50]. The global nature of the epidemic

resurgence further indicates its relationship with climate, the local change of which

is affected by changes in disparate geographical areas. A strong El Niño event, for

example, took place in 1998. Its climatic effects can be felt in regions that do not

share a Pacific coast; regions susceptible to dengue, such as Brazil, are consequently

susceptible to El Niño effects, which may have influenced the 1998-99 pandemic. In

light of this evidence, we have modulated egg hibernation by a periodic factor, the

mechanics upon which are elaborated by Coutinho et al. [8].

In this chapter, we reintroduce the main ODE model and take the climatic factor

to be periodic. We then conduct the mathematical analysis of the seasonal, non-

autonomous ODE model. Following the method devised by Wang and Zhao [54],

we establish the numerical computation of the basic reproductive ratio, R0, which,

as in the autonomous case, is the expected number of secondary cases produced,

in a completely susceptible population, by a typically infective individual. We also

derive an analytic expression for R1, the basic reproduction number of the “time-

averaged” autonomous system of a periodic epidemic model over a particular time

period. The existence of periodic solutions when the disease-free state is unstable is

proven. Finally, we conduct numerical simulations to illustrate our analytic results.
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3.2 The Seasonal ODE Model

In this and the following section, we present and analyze the seasonal ODE model.

Recall, then, the main ODE model:

dSH
dt

= vHNH − uHSH − λHSH
IM
NM

dIH
dt

= λHSH
IM
NM

− (yH + αH + uH)IH

dRH

dt
= yHIH − uHRH

dIM
dt

= p1

(
NM − IM
NM

)
IP − umIM + λV (NM − IM)

IH
NH

dIP
dt

= τ1S(t)

(
NM − IP
NM

)
IE − p1

(
NM − IM
NM

)
IP − uqIP

dIE
dt

= grm

(
NM − IE
NM

)
IM − τ1S(t)

(
NM − IP
NM

)
IE − ueIE

(3.2.1)

with NM ≥ IM(0), NM ≥ IP (0), NM ≥ IE(0), NM > 0, NH(0) > 0, vH ≥ uH > 0.

The parameters in Model (3.2.1) can be understood by referring to Table 2.1. In

this chapter, we henceforth assume that all constant parameters are nonnegative.

Observe that the fifth and sixth equations incorporate the concept of seasonality,

the modeling of which we borrow from Coutinho et al. [8].
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The infected larval population density may vary in size with a t-dependent rate,

τ1S(t)

(
NM − IP
NM

)
, (3.2.2)

determining the number of infected eggs hatching per unit time and surviving to the

larval stage, that is, through winter. In this chapter, S, a time- dependent climatic

index depicting seasonal variation, is allowed to be non-constant. In fact, it is set to

the ω-periodic seasonality function,

t→ (c− d(sin(2πwt+ σ)))θ(c− d(sin(2πwt+ σ))) (3.2.3)

which simulates climatic influence on the larval maturation rate. By setting w=1/365,

one reproductive cycle, taking place over the course of one year, is fixed, with ω=365.

The terms c and d refer to winter mildness and length, respectively. The Heaviside θ-

function ensures the term is nonnegative. So if c < d, with c small and d large, summer

and winter are long and winter is severe. If c > d, with c large and d small, summer

and winter are short and winter is mild. Maturation into the larval stage is therefore

influenced accordingly and progression into it becomes a function of seasonality. Note

that the element of vertical transmission is present in the sixth equation, represented

by the parameter g, which also absorbs the fraction of male eggs, inconsequential

with respect to the transmission of the dengue virus. For further discussion of the

seasonality effect, see Coutinho et al. [8].
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Figure 3.1: Climatic index as function of time, c = .5, d = 1.5, σ = 90, w = 1/365,
units are given in Table 2.1. See Remark at end of Section 3.4.

Note that dNH
dt

= dSH
dt

+ dIH
dt

+ dRH
dt

. So if we add the RHS (right-hand side) of

equations 1 - 3 of Model (3.2.1) we obtain the following equation:

dNH

dt
= (vH − uH)NH − αHIH (3.2.4)

We now add this equation to Model (3.2.1).



52

3.3 Analysis of the Seasonal Model

Define f : [0,∞)8 → R7 by f(t, y) = (f1(t, y), ..., f7(t, y)), where fi : [0,∞)8 → R is

defined by fi(t, y) = dyi
dt

for each i with 1 ≤ i ≤ 7.

System (3.2.1) then allows us to define an initial value problem

ẏ = f(t, y)

y(0) = y0

(3.3.1)

where y = (SH , ..., NH).

Observe that if y0 ∈ [0,∞)7, then f(t, y) is continuous in t on some small interval

[0, β], where f(t, y) ∈ R7
+ for each t ∈ [0, β]. Also, f(t, y) is continuously differentiable

in y for all y ∈ R7
+. So if y0 ∈ R7

+, by the Picard-Lindelof theorem, IVP (3.3.1) has a

unique solution.

Theorem 3.1. Let y0 ∈ R7
+. Any solution Φ(t, 0, y0) of IVP ( 3.3.1) through (0, y0)

is defined for all t ≥ 0, and R7
+ is positively invariant.

Proof. On a fixed interval [0, β), with β real, let Φ(t, 0, y∗0) = (y∗1(t), ..., y∗7(t)) be a fixed

solution of IVP (3.3.1) through (0, y∗0) with y∗0 ∈ R7
+. Observe that 0 ≤ S(t) ≤ c+d for

all t ≥ 0. By the continuity of the solution on [0, β), there exists a δ with 0 < δ < β

such that y∗1(t′) > 0 , ... , y∗7(t′) > 0 for any t′ ∈ [0, δ].

Now y∗4(0) = I
∗
M(0)≤NM . Further, if NM = I

∗
M(t′) for some t′ in [0, δ], dI

∗
M (t′)
dt
≤ 0.

The previous two statements also hold for y∗5(t) = I
∗
P (t), y∗6(t) = I

∗
E(t). By Theorem

4.2 in ([26]) and the continuity of each solution component on [0, δ],
y∗4(t)

NM
≤ 1 on [0, δ].

The latter also holds for y∗5(t), y∗6(t).
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By reasoning similar as in the proof of Theorem 2.1 , we have that, on [0, δ],

dy∗1
dt
≥ y∗1(−uH − λH).

We may obtain similar inequalities for the other components.

So on [0, δ], by the comparison principle [44, Chapter 3, Proposition 1.1 and

Remark 1.2],

y∗1(t) ≥ e(−uH−λH)ty∗10
> 0. (3.3.2)

The positivity of the other components on [0, δ] can be shown similarly. By the

continuity of y∗1(t) on [0, β), equation (3.3.2) holds on [0, β). So y∗1(t) is bounded

below by a positive number on [0, β). The same holds for the other components on

[0, β). So lim
t→β−

y∗(t) > 0 and y∗(t) can be continuously extended to [0, β].

Consequently, on [0, β], R7
+ is invariant under system (3.2.1) [26, Theorem 4.2].

So [0,∞) is the maximal interval of existence of Φ(t, 0, y∗0) [38, Section 2.4, Theorems

3 and 4 and Problem 3, Problem Set 4]. At each t ≥ 0, each solution component is

therefore positive. Therefore, R7
+ is positively invariant.

We will now follow the method outlined by Esteva and Vargas [11] to introduce

proportions to system (3.2.1). This is possible by either treating (3.2.1) as an au-

tonomous system in 8 variables, strictly for the purpose of variable substitution, or

by differentiating each new variable point-wise. The equivalence of systems (3.2.1)

and (3.3.4) holds at each t′ ≥ 0, and therefore, at every t′ ≥ 0.
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For each t ∈ R≥0, then, let

SH(t)

NH(t)
= SH(t),

IH(t)

NH(t)
= IH(t)

RH(t)

NH(t)
= RH(t),

IM(t)

NM

= IM(t)

IP (t)

NM

= IP (t),
IE(t)

NM

= IE(t).

(3.3.3)

We assume NH(t) > 0 for each t ∈ R≥0, and NM > 0. We may do so since by

Theorem 3.1, if NH(0) > 0, NH(·) remains positive for all t ≥ 0.

System (3.2.1) can therefore be written as

dSH
dt

= vH − vHSH − λHSHIM + αHSHIH

dIH
dt

= λHSHIM − (yH + αH + vH)IH + αHI
2
H

dIM
dt

= p1IP (1− IM)− umIM + λV (1− IM)(IH)

dIP
dt

= τ1S(t)IE(1− IP )− p1IP (1− IM)− uqIP

dIE
dt

= grmIM(1− IE)− τ1S(t)IE(1− IP )− ueIE

(3.3.4)

with 1 ≥ SH(0) ≥ 0, 1 ≥ IH(0) ≥ 0, 1 ≥ SH(0) + IH(0) ≥ 0, 1 ≥ IM(0) ≥ 0,

1 ≥ IP (0) ≥ 0, 1 ≥ IE(0) ≥ 0, vH > 0.



55

Corollary 3.2. Let Ω′ = {(SH , IH , IM , IP , IE) : 0 ≤ SH ≤ 1, 0 ≤ IH ≤ 1, 0 ≤

SH + IH ≤ 1, 0 ≤ IM ≤ 1, 0 ≤ IP ≤ 1, 0 ≤ IE ≤ 1}. Then Ω′ is positively invariant

for system ( 3.3.4).

Proof. Let (S∗H(t), ..., I∗E(t)) be a fixed solution of system (3.3.4) through

(0, (S∗H0
, ..., I∗E0

)) with (S∗H0
, ..., I∗E0

) ∈ Ω′.

Suppose (S∗H(0), ..., I∗E(0)) is on Bde(Ω′). (*)

By reasoning similar as in the proof of Corollary 2.2 in Chapter 2 and (*), we have

that
dS∗H(0)

dt
≥ 0 if S∗H(0) = 0 and

dS∗H(0)

dt
≤ 0 if S∗H(0) = 1. We may obtain similar

results for I∗H(t), S∗H(t) + I∗H(t), I∗M(t).

By equations 4 and 5 of (3.3.4) and (*), if I∗P (0) = 0,
dI∗P (0)

dt
= τ1S(0)I∗E(0) ≥ 0,

since 0 ≤ S(t) ≤ c+ d; and if I∗E(0) = 0,
dI∗E(0)

dt
= grmI

∗
E(0) ≥ 0.

Finally, by equations 4 and 5 of (3.3.4) and (*), if I∗P (0) = 1,
dI∗P (0)

dt
= −p1(1 −

I∗M(0))− uq ≤ −uq ≤ 0; and if I∗E(0) = 1,
dI∗E(0)

dt
= −τ1S(0)(1− I∗P (0))− ue ≤ 0, since

0 ≤ S(t) ≤ c+ d. (**)

Suppose (S∗H0
, ..., I∗E0

) is in Interior(Ω′). (+)

Let t0 = inf{t ∈ (0,∞) : (S∗H(t), ..., I∗E(t)) on Bde(Ω′)}. (++)

By the continuity of the solution on [0,∞), (S∗H(t), ..., I∗E(t)) ∈ Interior(Ω′) on

[0, t0). So lim
t→t−0

(S∗H(t), ..., I∗E(t)) ∈ Ω′. So we may substitute t0 for 0 in the arguments

following (*), so that (**) holds at t0. (***)

If we substitute any t′ ∈ [0,∞) for 0 in (+) and tt′ for t0 in (++), (***) holds.

(+++)

By (**), (***), (+++) and [26, Proposition 3.3], we have our result.
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Observe that system (3.3.4) does not depend on NH . In fact, we have,

dNH

dt
= (vH − uH − aHIH)NH . (3.3.5)

Note that the first two equations of system (3.3.4) and equation (3.3.5) are exactly

those obtained by Esteva and Vargas [11, system (2.2)].

3.3.1 The Basic Reproductive Ratio for a Non-Autonomous
ODE System

If we set system (3.3.4) and the infective states to 0, we obtain a disease-free steady

state (DFS) = (1, 0, 0, 0, 0)T . Since the entire human population is susceptible in the

absence of disease, the DFS is the only disease-free steady state. We seek to derive

R0, the basic reproductive ratio and threshold parameter for the local stability of the

DFS [54]. We follow the method described by Wang and Zhao [54], who devise a way

to define and compute the basic reproduction ratio associated with periodic epidemic

models. Wang and Zhao define R0 as the spectral radius of the “next infection

operator,” which gives the cumulative distribution of new infections at some fixed

time t, given an initial distribution of infective individuals at some previous time [54].

R0 is shown to be a threshold parameter: if R0 < 1, then the DFS is asymptotically

stable. If R0 > 1, then the DFS is unstable and an epidemic may develop.
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3.3.2 The Compartmentalized Seasonal Model and Analysis
of Threshold Parameters

Consider the mosquito and human populations compartmentalized in the 5 classes

of system (3.3.4). Let x = (x1, ..., x5)T , with x ∈ Ω′, be the state of individuals in

each compartment (see Subsection 2.3.2 for an explanation of the compartmentalized

model for a proportion-based system). The first 4 compartments correspond to the

infected components.

More specifically, we have that IH = x1, IM = x2, IP = x3, IE = x4, and SH = x5.

Then Ω′ = {(x1, x2, x3, x4, x5) : 0 ≤ xi ≤ 1 for 1 ≤ i ≤ 5; 0 ≤ x1 + x5 ≤ 1}.

So by system (3.3.4),

dx1

dt
= λHx5x2 − (yH + αH + vH)x1 + αHx

2
1

dx2

dt
= p1x3(1− x2)− umx2 + λV (1− x2)x1

dx3

dt
= τ1S(t)x4(1− x3)− uqx3 − p1x3(1− x2)

dx4

dt
= grmx2(1− x4)− τ1S(t)x4(1− x3)− uex4

dx5

dt
= vH − vHx5 − λHx5x2 + αHx1x5

(3.3.6)

where vH > 0, (x10 , ..., x50) ∈ Ω′.

Define XS to be the set of all disease-free states. That is,

XS = {x ∈ Ω′ : xi = 0, i = 1, ..., 4}. (3.3.7)
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Let Fi(t, x) be the input rate of newly infected individuals in the ith compartment,

V+
i (t, x) be the input rate by all other means, and V−i (t, x) be the rate of transfer of

individuals out of compartment i. Observe that system (3.3.6) may be written as

dxi
dt

= fi(t, x) = Fi(t, x)− Vi(t, x), i = 1, ..., 5 (3.3.8)

where Vi = V−i − V+
i for each i with 1 ≤ i ≤ 5.

The following assumptions can be made (see [54]):

Assumption(A1N): For each i with 1 ≤ i ≤ 5, Fi(t, x), V+
i (t, x), V−i (t, x) are

nonnegative and continuous on [0,∞)× Ω′ and continuously differentiable in x.

All parameters are nonnegative and 0 ≤ S(t) ≤ c+ d, where c, d are as in (3.2.3).

So we have, F1(t, x) = λHx5x2 ≥ 0, V+
1 (t, x) = αHx

2
1 ≥ 0, V−1 (t, x) = (yH + αH +

vH)x1 ≥ 0, F2(t, x) = λV (1 − x2)x1 ≥ 0, V+
2 (t, x) = +p1x3(1 − x2) ≥ 0, V−2 (t, x) =

umx2 ≥ 0, F3(t, x) = 0, V+
3 (t, x) = τ1S(t)x4(1 − x3) ≥ 0, V−3 (t, x) = p1x3(1 − x2) +

uqx3 ≥ 0, F4(t, x) = 0, V+
4 (t, x) = grmx2(1− x4) ≥ 0, V−4 (t, x) = τ1S(t)x4(1− x3) +

uex4 ≥ 0, F5(t, x) = 0, V+
5 (t, x) = vH + αHx5x1 ≥ 0, V−5 (t, x) = vHx5 + λHx5x2 ≥ 0.

For each i, Fi(t, ·), V+
i (t, ·), V−i (t, ·) are polynomial functions. Now S is well-

defined and continuous, and 0 ≤ S(t) ≤ c + d, where c, d are as in (3.2.3). So for

each i, Fi(t, ·), V+
i (t, ·), V−i (t, ·) are continuously differentiable on Ω′. Also, by the

continuity of S, for each i, Fi(·, x), V+
i (·, x), V−i (·, x) are continuous on [0,∞). So we

have our result.

Assumption(A2N): There is a real number ω > 0 such that for each 1 ≤ i ≤ 5,

the functions Fi(t, x), V+
i (t, x), V−i (t, x) are ω-periodic in t.

As mentioned we set w = 1/365 (see Table 2.1). Then S(t) = (c − d(sin(2πwt +

σ)))θ(c− d(sin(2πwt+ σ))) has period ω = 365.
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This implies that for each i, Fi(·, x) is ω-periodic. The same holds for V+
i (·, x),

V−i (·, x).

Assumption (A3N): If xi = 0, then V−i = 0. In particular, if x ∈ XS, then

V−i = 0 for i = 1, ..., 4.

The first claim follows from the paragraph following (A1N). Now if x ∈ XS,

xi = 0 for i = 1, ..., 4. So the second claim follows from the first.

Assumption(A4N): Fi = 0 if i = 5.

Follows from paragraph following (A1N).

Assumption(A5N): If x ∈ XS, Fi(t, x) = 0, and V+
i (t, x) = 0 for i = 1, ..., 4.

If x ∈ XS, xi = 0 for i = 1, ..., 4. So result follows from paragraph following

(A1N).

Let f = (f1, ..., fn)T , the DFS = x0(t) = (0, 0, 0, 0, 1)T , and define an 1× 1 matrix

M(t) :=

(
∂fi(t, x

0(t))

∂xj

)

i=5

. (3.3.9)

Let ΦM(t) be the fundamental matrix solution of the linear ω-periodic system

dz
dt

= M(t)z. We have,

Assumption(A6N): ρ(ΦM(ω)) < 1, where ρ(ΦM(ω)) is the spectral radius of

ΦM(ω).

Now M(t) = (−vH). Since by assumption vH > 0, the result is immediate.
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Figure 3.2: The graph of the basic reproduction ratio R0 and R0max when λH varies.

Assumptions (A1N)-(A6N) imply that

DxF(t, x0(t)) =




F (t) 0

0 0


 , DxV(x0(t)) =




V (t) 0

J(t) −M(t)


 ,

where F (t) and V (t) are the 4× 4 matrices defined by

F (t) =

(
∂Fi(t, x0(t))

∂xj

)

1≤i,j≤4

and V (t) =

(
∂Vi(t, x0(t))

∂xj

)

1≤i,j≤4

,

respectively, and J(t) is a 1×5 matrix. F (t) is non-negative, and −V (t) is cooperative

[54, (2.2)].
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Following [54], let Y (t, s), t ≥ s, be the evolution operator of the linear ω-periodic

system

dy

dt
= −V (t)y. (3.3.10)

So for each s ∈ R, the 4× 4 matrix Y (t, s) satisfies

d

dt
Y (t, s) = −V (t)Y (t, s), ∀t ≥ s, Y (s, s) = I (3.3.11)

where I is the identity matrix. The fundamental matrix solution Φ−V (t) of (3.3.10)

= Y (t, 0), ∀t ≥ 0. We have

Assumption(A7N): ρ(Φ−V (ω)) < 1.

Observe that

V (t) =




yH + αH + vH 0 0 0

0 um −p1 0

0 0 uq + p1 −τ1S(t)

0 −grm 0 τ1S(t) + ue




(3.3.12)

By (3.3.11), the identity matrix is a fundamental matrix solution for (3.3.10),

that is, Φ−V (0) = I. If we equip R4 with a matrix norm, by (A1N) and (A2N), the

matrix-valued function V (t) is continuous, competitive, and ω-periodic. By Floquet’s

theorem [38], for any t ∈ R, any fundamental matrix solution Φ−V (t) for (3.3.10)

can be written as Φ−V (t) = Q(t)eBt where Q(t) is a non-singular, differentiable, ω-

periodic matrix and B is a constant matrix. Floquet’s theorem implies that since

Φ−V (0) = I, Q(0) = Q(ω) = I. So Φ−V (ω) = eBω. Now by Liouville’s Theorem [38],
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det(eBω) = exp

(∫ ω

0

tr(−V (t)) dt

)
≤ exp(−(ω(yH +αH + vH + um + uq + p1 + ue))).

So det(e−Bω) ≥ exp((ω(yH + αH + vH + um + uq + p1 + ue))) > 1, which implies that

ρ(ΦV (ω)) > 1. Now 1/z is analytic on the punctured plane. So by [42, Theorem

6.17], ρ(ΦV (ω)) = 1
ρ(Φ−V (ω))

. So ρ(ΦV (ω)) ∗ ρ(Φ−V (ω)) = 1. So ρ(Φ−V (ω)) < 1.

We also have that

F (t) =




0 λH 0 0

λV 0 0 0

0 0 0 0

0 0 0 0




(3.3.13)

If we omit f5, we obtain the linearization of system (3.3.6) at the DFS:

dx

dt
= (F (t)− V (t))x. (3.3.14)

where x = (x1, ..., x4)ω. We shall return to this system later.

We now establish R0.

Following both [33] and [54, (2.6)], let Cω be the Banach space of all w-periodic

functions from R to R4, equipped with the sup norm. We define L : Cω → Cω by

(Lψ)(t) =

∫ ∞

0

Y (t, t− a)F (t− a)ψ(t− a) da, ∀t ∈ R, ψ ∈ Cω. (3.3.15)

L is the next infection operator, since (Lψ)(t) is the distribution of new infections at

time t produced by infective individuals who were infected at time t − a. The basic

reproduction ratio is therefore R0 := ρ(L), the spectral radius of L [52, 54].
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Figure 3.3: Positive periodic solutions of system ( 3.3.6) when R0 = 1.03,
d = 1 < 1.5 = c, σ = 0, all other parameters are given in Table 3.1.

Following [54], let W (t, s, λ), t ≥ s, s ∈ R, be the fundamental matrix solution of

the following ω-periodic system

dq(t)

dt
=

(
−V (t) +

1

λ
F (t)

)
q(t), t ∈ R, (3.3.16)

with parameter λ ∈ (0,∞).

Given (A1N)− (A7N), we have the following results:

(i) If ρ(W (ω, 0, λ)) = 1 has a positive solution λ0, then λ0 is an eigenvalue of L,

and hence R0 > 0 [54, Theorem 2.1 (i)].
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Figure 3.4: Solutions of system ( 3.3.6) converge to the DFS when R0 = .958,
d = 1 < 1.5 = c, σ = 0, all other parameters are given in Table 3.1.

(ii) If R0 > 0, then λ = R0 is the unique solution of ρ(W (ω, 0, λ)) = 1 [54,

Theorem 2.1 (ii)].

(iii) R0 = 0 if and only if ρ(W (ω, 0, λ)) < 1 for all λ > 0 [54, Theorem 2.1 (iii)].

(iv) The DFS is asymptotically stable if R0 < 1 and unstable if R0 > 1 [54,

Theorem 2.2].

Results (i)-(iii) imply that, in the case where V (t) and F (t) are not constant

or diagonal matrices, obtaining an explicit analytic expression for R0 would require

deriving analytic expressions for the characteristic multipliers of W (ω, 0, λ). In the

case of Mathieu’s equation, for example, such a problem remains open (see [23, Section

8.6]). With this in mind, we obtain an analytic expression for the basic reproductive
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number of the time-averaged autonomous system based on Model (3.3.6) over the

time interval [0, ω], which we denote as R1. By applying results (i) - (iii) to the

numerical calculation of R0, we will show that under certain conditions, R1 over- or

under- estimates the risk of transmission and serves as an upper or lower bound for

R0.

In Proposition 2.3, Chapter 2 we determine thatR0 for the aseasonal Model (2.3.7)

is given by
√

λV λH(p1+uq)(τ1S+ue)

(yH+αH+vH)((τ1S+ue)(p1+uq)um−grmp1τ1S)
(3.3.17)

where S = S(t) = 1.

To obtain an analytic expression for the basic reproductive number of the time-

averaged autonomous system of Model (3.3.6) over the time interval [0, ω], we proceed

as follows:

For a continuous periodic function g(t) with the period w, we define its average

(see [54]) as

[g] := 1
ω

∫ ω

0

g(t) dt (3.3.18)

Therefore,

R1 :=
√

λV λH(p1+uq)(τ1[S(t)]+ue)

(yH+αH+vH)((τ1[S(t)]+ue)(p1+uq)um−grmp1τ1[S(t)])
, (3.3.19)

with S as in (3.2.3).

Denote

∫ ω

0

S(t) dt by M . We have the following proposition:

Proposition 3.3. Assume that um, (uq + p1), ([S(t)]τ1 + ue), vH all > 0,

grmp1τ1[S(t)]
(τ1[S(t)]+ue)(p1+uq)(um)

< 1, (yH + αH + vH)((ue)(p1 + uq)um − grmp1τ1(c+ d)) > 0.

(i) R1 =

√
λV λH(p1+uq)(τ1

M
ω

+ue)

(yH+αH+vH)((τ1
M
ω

+ue)(p1+uq)um−grmp1τ1Mω )
.
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Figure 3.5: Positive periodic solutions of system ( 3.3.6) when R0 = 1.025,
d = 1.5 > .5 = c, σ = 0, all other parameters are given in Table 3.1.

(ii) If R1 is a lower bound for R0, then R0min =
√

λV λH(p1+uq)(ue)

(yH+αH+vH)((τ1(c+d)+ue)(p1+uq)um)
.

(iii) If R1 is an upper bound for R0, then R0max =
√

λV λH(p1+uq)(τ1(c+d)+ue)

(yH+αH+vH)((ue)(p1+uq)um−grmp1τ1(c+d))
.

Proof. This is immediate from (3.3.19) and the fact that 0 ≤ S(t) ≤ c + d, so

0 ≤M ≤ (c+ d)ω.

Following earlier notation, denote the DFS by x0(t). For any solution u(t, 0, ψ0)

of system (3.3.6) through (0, ψ0) where ψ0 ∈ Ω′, denote ψ0 as ψ and u(t, 0, ψ0) =

u(t, 0, ψ) as u(t, ψ).
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In part (2) of Theorem 3.5, we will make use of the following lemma:

Lemma 3.4. Suppose all parameters are positive. Let X = Ω′, X0 = {(x1, ..., x5) ∈

X : 0 < xi ≤ 1, i = 1, ..., 4}. Then X0 is positively invariant for system ( 3.3.6).

Proof. First observe that if x ∈ X0, then 0 ≤ x5 < 1 and 0 < x1 + x5 ≤ 1. So X0 =

{(x1, x2, x3, x4, x5) : 0 < xi ≤ 1, 1 ≤ i ≤ 4; 0 < x1 + x5 ≤ 1, 0 ≤ x5 < 1} is open in

the subspace topology of X. So X\X0 = ∂X0 = {x ∈ X : xi = 0 for some i with i =

1, ..., 4 or x5 = 1} is closed in the subspace topology of X.

Let u(t, ψ) be a fixed, unique solution of system (3.3.6) with u0(ψ) = ψ ∈ X0.

Suppose ψ ∈ X0. If ψ5 = 0, then by equation 5 of (3.3.6), du5(0,ψ)
dt

= vH > 0. So by the

continuity of the functions on the RHS of (3.3.6), there exists a small t′ > 0 such that

on (0, t′], 0 < u5(t, ψ) < 1 and u(t, ψ) ∈ X0. So if u(t, ψ5)+u(t, ψ1) = 1 for some t′′ in

(0, t′], then, du5(t′′,ψ)
dt

+ du1(t′′,ψ)
dt

= (1−u5(t′′, ψ))(−yH) < 0 (see proof of Corollary 2.2 in

Chapter 2). By reasoning similar as that in Theorem 3.1, 0 < u5(t, ψ) + u1(t, ψ) < 1,

0 < ui(t, ψ) on (t′′,∞). So u(t, ψ) ∈ X0 for all t > t′′, and consequently, all t ≥ 0. So

we have our desired result.

We now closely follow the arguments in [33] and [59] to obtain the following R0-

based results:

Theorem 3.5. The following hold:

(1) Suppose conditions are as in Proposition 3.3. Assume further that R1 < 1,

αH = 0, and (yH + vH)(umuque− grmp1(c+ d)τ1) > λV λHuque. If R0 < 1, then x0(t)

is globally asymptotically stable.

(2) Assume all parameters are positive, and that S(ω) > 0. If R0 > 1, then system

( 3.3.6) admits at least one periodic solution in Ω′.
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Figure 3.6: Solutions of system ( 3.3.6) converge to the DFS when R0 = .956,
d = 1.5 > .5 = c, σ = 0, all other parameters are given in Table 3.1.

Proof. (1) First observe that as stated in result (iv), R0 < 1⇒ x0(t) is stable.

Let u(t, ψ) be a solution of system (3.3.6) with u0(ψ) = ψ ∈ Ω′. Consider system

(3.3.6). If we omit f5 and assume that αH = 0, we have, by the invariance of Ω′, that

f1(t, u) = λHu5u2 − (yH + vH)u1 ≤ λHu2 − (yH + vH)u1

f2(t, u) = p1u3(1− u2)− umu2 + λV (1− u2)u1 ≤ p1u3 − umu2 + λV u1

f3(t, u) = τ1S(t)u4(1− u3)− uqu3 − p1u3(1− u2) ≤ (c+ d)τ1u4 − uqu3

f4(t, u) = grmu2(1− u4)− S(t)τ1u4(1− u3)− ueu4 ≤ grmu2 − ueu4

(3.3.20)
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Let

A =




−(yH + vH) λH 0 0

λV −um p1 0

0 0 −uq (c+ d)τ1

0 grm 0 −ue




(3.3.21)

Then we may rewrite (3.3.20) as




f1(t, u)

f2(t, u)

f3(t, u)

f4(t, u)



≤ A




u1

u2

u3

u4



, (3.3.22)

where the inequality holds pointwise.

Now −A has the Z-pattern (see (A5), Chapter 2). First observe that R1 < 1⇒

(λV λH)(p1+uq)([S(t)]τ1+ue) < (yH+vH)(([S(t)]τ1+ue)(p1+uq)um−grmp1[S(t)]τ1) <

(yH + vH)([S(t)]τ1 + ue)(p1 + uq)um (*).

Now the principal leading minors of −A are given by (yH + vH)um > 0, (yH +

vH)um − λV λH > 0 (by (*)), uq((yH + vH)um − λV λH) > 0, and det(−A) = ((yH +

vH)(umuque − grmp1(c+ d)τ1)− λV λHuque) > 0 (by assumption).

So −A is a nonsingular M-matrix [16,28], which implies that the eigenvalues of A

all have negative real part.
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Now by the comparison principle [44, Chapter 3, Proposition 1.1 and Remark 1.2],




u1(t, ψ)

u2(t, ψ)

u3(t, ψ)

u4(t, ψ)



≤ eAt




ψ1

ψ2

ψ3

ψ4



∀t ∈ [0,∞) (3.3.23)

So since the eigenvalues of A all have negative real part,

lim
t→∞



eAt




ψ1

ψ2

ψ3

ψ4







= 0 [38, Section 1.9, Theorem 2].

So (u1(t, ψ), u2(t, ψ), u3(t, ψ), u4(t, ψ)) → 0 as t → ∞, where the convergence is

component-wise.

Now by (3.3.3), dRH(t′,ψ)
dt

= −(dSH(t′,ψ)
dt

+ dIH(t′,ψ)
dt

) = −(du1(t′,ψ)
dt

+ du5(t′,ψ)
dt

) =

−(−yHu1(t′, ψ) + vH(1 − u5(t′, ψ) − u1(t′, ψ))) = yHu1(t′, ψ) − vH(1 − u5(t′, ψ) −

u1(t′, ψ)) ≤ 0 for all but finitely many t′ ∈ [0,∞), since u1(t′, ψ)→ 0 as t′ →∞, and

u1(t′, ψ) + u5(t′, ψ) ≤ 1. So RH(t′, ψ) = 1 − SH(t′, ψ) − IH(t′, ψ) = 1 − u1(t′, ψ) −

u5(t′, ψ)→ 0 as t′ →∞. So u5(t′, ψ)→ 1 as t′ →∞ and we have our desired result.

(2) Let X,X0 be as in Lemma 3.4. Equip Ω′ with the sup norm.

We have that X0 is an open set in the subspace topology on X (see Lemma 3.4).

Let u(t, ψ) be a fixed, unique solution of system (3.3.6) with u0(ψ) = ψ where ψ ∈ X.

Let Φ(t)(ψ) = ut(ψ) and P : X → X be the Poincaré map associated with system

(3.3.6), that is, P (ψ) = uω(ψ). By Lemma 3.4, Φ(t)(X0) ⊂ X0.

Consider the discrete-time system P : X → X. By the positive invariance of X,

the closure of the forward orbit {P n(ψ) : n ≥ 1} is a bounded subset of X and, by



71

Figure 3.7: Positive periodic solutions of system ( 3.3.6) when R0 = 1.028,
d = 1.5 > .5 = c, σ = −90, all other parameters are given in Table 3.1.

the Bolzano-Weierstrass theorem, compact. Similarly, the image under P n of every

bounded set in X is relatively compact, so P n is compact for each n ≥ 0. The

discrete-time system is therefore point dissipative and P n is compact for all n ≥ 0.

By [34, Theorem 2.6; 35, Theorem 2.9], P admits a global attractor B in X. We

prove that P is uniformly persistent with respect to (X0, ∂X0\D1), where D1 is as in

(3.3.27).

Let M1 := {(0, 0, 0, 0, 1)}. For any t ∈ [0, ω], lim
ψ→M1

Φ(t)(ψ) −M1 = 0, where the

convergence is uniform [38, Section 2.4, Theorem 4]. So we may choose δ1 < 1 such

that for some δ0 > 0, ||(Φ(t)(ψ)−M1)|| < δ1 when ||(ψ −M1)|| < δ0, ∀t ∈ [0, ω].

We have the following claim: If ψ ∈ X0, lim sup
n→∞

||(Φ(nω)ψ −M1)|| ≥ δ0. (*)
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Suppose not. Then lim sup
n→∞

||(Φ(nω)ψ −M1)|| < δ0. Then there exists an integer

N1 ≥ 1 such that for any t ≥ N1ω, ||(Φ(t)ψ −M1)|| ≤ δ1 [33, Theorem 3.2, Claim 1;

59, Theorem 2.3] and, consequently, ||ui(t, ψ)|| < δ1. So for any t ≥ N1ω, we have

du1(t, ψ)

dt
≥ λH(1− δ1)u2(t, ψ)− (yH + αH + vH)u1(t, ψ)

du2(t, ψ)

dt
≥ p1u3(t, ψ)(1− δ1)− umu2(t, ψ) + λV (1− δ1)u1(t, ψ)

du3(t, ψ)

dt
≥ τ1S(t)u4(t, ψ)(1− δ1)− uqu3(t, ψ)− p1u3(t, ψ)

du4(t, ψ)

dt
≥ grmu2(t, ψ)(1− δ1)− ueu4(t, ψ)− τ1S(t)u4(t, ψ)

(3.3.24)

Let

M δ1(t) =




−(yH + αH + vH) λH(1− δ1) 0 0

λV (1− δ1) −um +p1(1− δ1) 0

0 0 −(p1 + uq) +τ1S(t)(1− δ1)

0 grm(1− δ1) 0 −(τ1S(t) + ue)




(3.3.25)

Consider the system
dz

dt
= M δ1(t)z.

z(0) = z0

(3.3.26)

Now, R0 > 1 implies that, for a sufficiently small choice of δ1, z(t)→∞ as t→∞,

where z(t) = e
1
ω

ln ρ(ΦMδ1
(·)(ω))t

v(t) with v(t) positive and ω-periodic, is a solution of

(3.3.26) [59, Theorem 2.2]. Now ψ ∈ X0. By Lemma 3.4, Φ(t)ψ ∈ X0, ∀t ≥ 0. So

there exists η > 0 such that ||u(N1ω, ψ)|| ≥ η||z0||. By the comparison principle,
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||ui(N1ω + t, ψ)|| ≥ η||zi(t)||, for all t ≥ 0, 1 ≤ i ≤ 4 [33, Theorem 3.2, Claim 2]. So

lim
t→∞
||(u1(t, ψ), ..., u4(t, ψ))|| =∞, a contradiction.

Define

D1 := {φ ∈ X : φi = 0, ∀i with 1 ≤ i ≤ 4}

M∂ := {φ ∈ ∂X0 : P n(φ) ∈ ∂X0, ∀ n ≥ 0}
(3.3.27)

Claim: D1 = M∂.

One inclusion, D1 ⊂ M∂, is clear. For the other: Let x(t, φ) be a solution of

system (3.3.6) with x0(φ) = φ ∈ X. Let φ ∈ M∂. Now suppose that φ /∈ D1. Then

xj(0, φ) = φj > 0 for some fixed j with 1 ≤ i ≤ 4. Observe that S(0) > 0, so by

continuity of S, there is a small t0 > 0 such that S(t) > 0 on [0, t0]. By the continuity

of xj(t, φ) in t on X, we may assume, without loss of generality, that xj(t, φ) > 0 on

[0, t0]. (′)

Now observe that for any i with 1 ≤ i ≤ 5, xi(t0, φ) = 0 ⇒ dxi(t0,φ)
dt

= 0:

Let i = 4. Then if x4(t0, φ) = 0, by equation 4 of (3.3.6), dx4(t0,φ)
dt

= grmx2(t0, φ) ≥

0. Now suppose grmx2(t0, φ) > 0. Then x4(t0, φ) is increasing in t at t0. So x4(t′, φ) <

0 for some t′ < t0. But by assumption, x0(φ) = φ ∈ X, which is positively invariant.

So 0 ≤ x4(t′, φ) ≤ 1, a contradiction. By similar reasoning, we have that xi(t0, φ) =

0⇒ dxi(t0,φ)
dt

= 0 for i = 1, 2, 3, 5. (+).

Now we show that xi(t0, φ) = 0 for some i with 1 ≤ i ≤ 4⇒ xi(t0, φ) = 0 for all i

with 1 ≤ i ≤ 4: (′′)

All parameters are positive, so x4(t0, φ) = 0 and dx4(t0,φ)
dt

= 0 ⇒ x2(t0, φ) = 0

and dx2(t0,φ)
dt

= 0 (by (+) and equation 4, (3.3.6)) ⇒ x1(t0, φ) = 0 and dx1(t0,φ)
dt

= 0,

x3(t0, φ) = 0 and dx3(t0,φ)
dt

= 0 (by (+) and equations 1,2, (3.3.6)). Note that if

x5(t0, φ) = 0, dx5(t0,φ)
dt

= vH > 0, a contradiction. So x1(t0, φ) = 0 and dx1(t0,φ)
dt

= 0 ⇒

x2(t0, φ) = 0 and dx2(t0,φ)
dt

= 0 (by (+) and equation 1, (3.3.6)). Finally, x3(t0, φ) = 0
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and dx3(t0,φ)
dt

= 0 ⇒ x4(t0, φ) = 0 and dx4(t0,φ)
dt

= 0 (by equation 3, (3.3.6), (+), and

the fact that S(t0) > 0).

So by (′) and (′′), xi(t0, φ) 6= 0 for all i with 1 ≤ i ≤ 4. But by Lemma 3.4, X0 is

positively invariant. So xi(t0, φ) 6= 0 for all i with 1 ≤ i ≤ 4, all t ≥ t0. By definition

of M∂, this is a contradiction. So D1 = M∂. (++)

Now since φ is in D1, M1 is the ω-limit set of any positive half-trajectory Γ+
φ

through φ. So by (++), M̃∂ :=
⋃
φ∈M∂

w(Γ+
φ ) = M1 has an isolated and acyclic

covering in ∂X0, namely, M1. In view of (*), W s(M1)
⋂
X0 = ∅, where W s(M1) is

the stable set of M1 for P . (+++)

Now M∂ ≡ D1 and an application of the above arguments to any subset of M∂

⇒ {φ ∈ ∂X0 : P n(φ) ∈ ∂X0 for infinitely many n} ⊂ D1 ⇒ P n(∂X0\D1) 6⊂ ∂X0 for

sufficiently large n ⇒ P n(∂X0\D1) ⊂ X0 for sufficiently large n. (**)

By the acyclicity theorem on uniform persistence of maps, (+++) and (**), P is

uniformly persistent with respect to (X0, ∂X0\D1) [61, Theorem B]. The periodic

semiflow Φ(t) is also uniformly persistent with respect to (X0, ∂X0\D1) ([61, Re-

mark 3.1], see also [59, Theorem 3.1.1] and [7, Section 3, Theorem]). System (3.3.6)

therefore admits an ω-periodic solution Φ(t)ψ with ψ ∈ X0 ∪ ∂X0\D1 [61, Remark

3.1].
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Initial Condition Value
x1 .01
x2 .01
x3 .0001
x4 .0015
x5 .8

Parameter Value
vH .5
λH varies
yH 0.067
αH 0.002
uq 10
um 1.5
λV .95
rm 5
g 0.25
ue 10
τ1 0.9
p1 0.9
σ varies
c varies
d varies

Table 3.1: Values for parameters and variables of Model ( 3.3.6) with units explained in
Table ( 2.1).

3.4 Numerical Simulations

We now conduct numerical simulations to illustrate our analytical results (see Remark

at the end of this section).

As in Chapter 2, values for vH , λH , yH , um, rm and g are comparable to those

presented by Coutinho et al. [8] on the basis of estimates known from the dengue

infection process and human and mosquito vital statistics. We assume that the entire

egg and larval populations are at carrying capacity.
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Recall the basic reproductive number of the time-averaged autonomous system

based on Model (3.3.6), denoted as R1 and established by Proposition 3.3. We show,

by numerical example, that R0max (Proposition 3.3, (iii)), an upper bound for R1,

serves also as an upper bound for R0 as λH , the contact rate between susceptible

humans and mosquitoes, varies. This is a stronger result than that implied by Propo-

sition 3.3. Other parameters are as in Table 3.1. We use [54, Theorem 2.1 (ii)] to

compute R0 when λH = 0 and 2 (though the latter is a theoretical, and not necessar-

ily biologically feasible, value), and obtain a linear approximation for R0 in the given

range for λH (see Figures 3.9 and 3.2). In the case when d = 1 < 1.5 = c, σ = 0,

we see that R0max = 1 when λH = .72 while computations show that R0 = 1 when

λH = .9, showing that R0max overestimates the disease transmission risk. In the case

when d = 1.5 > .5 = c, σ = 0, R0max = 1 when λH = .75 and R0 = 1 when λH

= .91, showing that, when the winter is relatively long and severe, a higher contact

rate is necessary to destabilize the DFS. In the case when d = 1.5 > .5 = c, σ = −90

(relaxing the condition that all parameters be nonnegative since −σ does not imply

S(t) < 0), R0max = 1 when λH = .75 and R0 = 1 when λH = .9, demonstrating that

a late winter onset can mitigate the effect of the cold weather by facilitating disease

transmission as the reproductive cycle progresses.

Next, we look for the existence of periodic solutions. We first take λH = .95,

d = 1 < 1.5 = c, σ = 0. For parameter values given in column 2 of Table 3.1,

R0 = 1.03. The simulations show that the DFS is unstable and trajectories of system

(3.3.6) remain positive and are eventually periodic. When the winter is relatively

short and mild, we see that the proportions of infected humans and adult mosquitoes

will eventually oscillate between 3 and 4 and 2 and 2.5 percent, respectively. The

former number exceeds the 2009 worldwide estimate of 50 million cases, or 2 percent
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of the 2.5 billion people at risk [4]. Our numbers seem to indicate that, given the

worldwide nature of the epidemic and relatively large number of infected individuals,

global warming stands to significantly exacerbate the risk of transmission (see Figures

3.10 and 3.3).

We next reduce λH by setting it to .8. For d = 1 < 1.5 = c, σ = 0 all other

parameters are given in Table 3.1, R0 = .958. Accordingly, the simulations show

that the DFS is asymptotically stable (see Figures 3.11 and 3.4). We then again take

λH = .95 and d = 1.5 > .5 = c, σ = 0 so that R0 = 1.025. The trajectories of

system (3.3.6) eventually oscillate periodically. Because d < c, however, the winter

is relatively long and severe, so the oscillations are not as seemingly “smooth” as in

the previous case, factoring in the perturbations introduced by the Heaviside function

(see Figures 3.12 and 3.5). When again we reduce λH to .8 (d = 1.5 > .5 = c, σ = 0,

all other parameters are given in Table 3.1), R0 = .956. The DFS is shown to be

asymptotically stable (Figures 3.13 and 3.6).

Finally, we take λH = .95, d = 1.5 > .5 = c, σ = −90. We obtain R0 = 1.028. A

late winter onset does not seem to alter the simulations presented in Figures 3.13 and

3.6 qualitatively. Again, the solution is eventually periodic (Figures 3.14 and 3.7).

When λH = .8, the DFS is asymptotically stable (Figures 3.15 and 3.8). As a whole,

the numerical simulations indicate that seasonality does not diminish the importance

of controlling human-mosquito contact; rather, the possibility that global warming

may increase the number of human infectives by millions, if not hundreds of millions,

highlights the importance of intervention at this level.

Remark: Numerical simulations of solution curves were done on MATLAB, which

defines the Heaviside function as 1/2, and not 0, at 0.
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Figure 3.8: Solutions of system ( 3.3.6) converge to the DFS when R0 = .959,
d = 1.5 > .5 = c, σ = −90, all other parameters are given in Table 3.1.

3.5 Discussion

In this chapter, we first presented a non-autonomous, non-linear ODE system that

incorporates seasonality into the modeling of the transmission of the dengue virus.

As previously stated, our model simulates seasonality by modulating the maturation

of the vector from the egg into the larval phase by an ω-periodic factor. We then

analyzed this model, a simplified version of which we presented in Chapter 2. We

therefore explored the biological consequences of combining an SIR system for dengue

viral transmission in the human host with a corresponding non-autonomous, multi-

stage SI model for the mosquito vector, which is divided into adult, larval and egg

populations.

As in the previous chapter, we first proved that if initial conditions are positive, the

size of the total human population may vary but will never subside to 0. We then made
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variable substitutions to obtain a simplified, proportion-based system. Next we set the

reproductive cycle unit w to 1/365 days and showed the existence of a real number ω >

0, namely ω = 365, such that the input and output rates of individuals into respective

compartments are ω-periodic. Under this and other assumptions, we were able to

derive conditions for the existence of a threshold parameter, the basic reproductive

ratio, R0, denoting the expected number of secondary cases produced by a typically

infective individual. We then used the basic reproductive number of the time-averaged

autonomous system based on Model (3.3.6), R1, to establish possible analytic upper

and lower bounds for R0. Using the fact that R0 is a threshold parameter, we were

able to derive conditions under which the DFS is globally asymptotically stable and

prove the existence of positive periodic solutions when it is unstable.

In the case where the juvenile populations are at carrying capacity, both the anal-

ysis and numerical simulations demonstrate that the persistence of an epidemic is

affected by climatic factors. If the winter is short and mild, then the stability of

the disease-free equilibrium and the ensuing existence of an epidemic will be heavily

influenced by human-mosquito contact rates. If these are high, warm weather further

exacerbates the intensity of the epidemic, as the proportions of infected humans and

adult mosquitoes oscillate between positive values. If the winter is long and severe, a

high human-mosquito contact can destabilize the DFS. On a positive note, however,

the late onset of the winter phase did not seem to perturb oscillations so as to increase

the proportions of infected individuals. On the whole, the results indicate that inter-

vention at the reproductive phase of the mosquito life-cycle is crucial, particularly if

average global temperatures continue to increase.
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Figure 3.9: The graph of the basic reproduction ratio R0 and R0max when λH varies.
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Figure 3.10: Positive periodic solutions of system ( 3.3.6) when R0 = 1.03,
d = 1 < 1.5 = c, σ = 0, all other parameters are given in Table 3.1.
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Figure 3.11: Solutions of system ( 3.3.6) converge to the DFS when R0 = .958,
d = 1 < 1.5 = c, σ = 0, all other parameters are given in Table 3.1.
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Figure 3.12: Positive periodic solutions of system ( 3.3.6) when R0 = 1.025,
d = 1.5 > .5 = c, σ = 0, all other parameters are given in Table 3.1.
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Figure 3.13: Solutions of system ( 3.3.6) converge to the DFS when R0 = .956,
d = 1.5 > .5 = c, σ = 0, all other parameters are given in Table 3.1.
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Figure 3.14: Positive periodic solutions of system ( 3.3.6) when R0 = 1.028,
d = 1.5 > .5 = c, σ = −90, all other parameters are given in Table 3.1.
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Figure 3.15: Solutions of system ( 3.3.6) converge to the DFS when R0 = .959,
d = 1.5 > .5 = c, σ = −90, all other parameters are given in Table 3.1.



Chapter 4

TRAVELING WAVES AND
SPREAD RATES FOR THE PDE
MODEL

4.1 Introduction and Assumptions

Despite the abundance of both dengue-specific time-based models for disease trans-

mission dynamics and theoretical work on reaction-diffusion epidemic models, few

PDE-based studies of the spatial spread of dengue and other specific diseases exist

[40]. In this chapter, we study the spatial dissemination of dengue by proposing a

model of partial differential reaction-diffusion equations. Before doing so, we discuss

the theory and importance of finding traveling wave solutions for the containment of

dengue epidemics, review the biology of the disease’s spatial spread, and outline the

analytical foundation of our model.

One theoretical method of introducing spatial heterogeneity into epidemic models

involves assuming random types of individual movements, leading to a system of

reaction diffusion equations

∂tq = D52 q +R(q) (4.1.1)

87
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where D is a diagonal matrix of diffusion coefficients, each component of the vector

q(x, t) represents population density or proportion, 52 is the Laplace operator, and

R describes the infection dynamics [30, Part II, Section D]. This approach is based on

the work of Fisher (1937), who incorporated a diffusive element into a logistic equation

simulating the propagation of a gene in a homogeneous population [17,40]. Epidemic

models based on Fisher’s studies predict the development of a disease invasion front

which moves progressively from invaded to uninvaded regions with a constant velocity

[40]. Solutions of such systems that link (stable) disease-endemic and (unstable)

disease-free stationary states are known as traveling wave solutions. A traveling front

moving with speed c to the right is a solution of an epidemic system of type (4.1.1)

such that ahead of of the wave, a local segment of the population is disease-free and

after the wave, a stable number of infectives and/or reduced number of susceptibles

remains [30]. As the epidemic wave moves in time and space, the epidemic moves

from initially infested regions to newly infested regions. Determining the existence

of traveling wave solutions for models based on Fisher’s approach is therefore of

immense utility in disease prevention: such solutions can predict when and whether

an epidemic will reach a specific location, move from an initial outbreak location, and

whether and at what level an infected component will coexist with the disease-free

population after the wave.

With regard to the study of dengue, the incorporation of a spatial element stems

from the observation that the development of an epidemic is directly attributed to

both human and adult mosquito movements. In search of human blood, winged

female adult Aedes aegypti move in space and are therefore responsible for the spatial

spread of the disease. Additionally, wind currents cause an advection movement

of mosquitoes and resulting infestation [40, Section 1.3]. In its juvenile form, the
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mosquito is not winged and does not bite; consequently, juveniles are not a factor in

disease transmission. Human movement, caused by and resulting in complex social,

economic, and environmental phenomena, leads to increased geographic exposure

to the mosquito and disease incidence. In fact, human diffusive movement is the

main reason for the fast spread of the disease ([36], see also [9]). Based on these

biological factors, several studies on the spatial spread of dengue have been published

[9, 14,36,47,48].

In formulating our model, we pay close attention to these factors and follow closely

the methodology established by Lewis et al. in establishing the existence of travel-

ing wave solutions and calculating spread rates for a non-linear system of coupled

reaction-diffusion equations modeling the spread of West Nile Virus [31]. As such,

we make use of our R0-based study conducted in Chapter 2. In this chapter, we

interpret seasonality in broad terms, so that a climatic factor is given by a nonneg-

ative parameter. First, we make parameter assumptions that imply the existence

of a disease-endemic equilibrium for the non-spatial, main ODE model (see Section

2.2, Chapter 2). Next, we consider the non-diffusive juvenile mosquito and the re-

covered human components at their respective endemic equilibrium levels, assuming

that their contribution to the evolution of an epidemic is a function of the parame-

ters for the main ODE model and is constant. We use this assumption to construct

a two-dimensional, spatially homogeneous ODE model consisting of infected adult

mosquito and human components. We derive the basic reproductive number and es-

tablish conditions for the existence of an endemic equilibrium for the new model. We

then incorporate the spatial element into this model to obtain a non-linear system of

coupled reaction-diffusion equations. In so doing, we make use of the fact that human

diffusive movement is the main contributing cause of the fast spread of the disease.
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As such, we emphasize human and mosquito wing diffusion but consider mosquito

movement by wind advection as causes of disease dissemination.

Assuming the wind advection coefficient is zero, we prove the existence of traveling

wave solutions for the PDE system by using the R0-based theory of Li et al. ([32])

for linear systems, following which we use the theory of Lewis et al. and others to

calculate disease spread rates. We then lay a foundation for deriving the minimum

wave speed in the case where the wind advection coefficient is not zero, which is

considered separately. Numerical simulations in the case v = 0 follow.

Remark: In [31], the method by which the main ODE model is simplified is some-

what different from ours. In [31], diffusion is incorporated into the unsimplified, main

ODE model. Assumptions are put on parameters so that non-diffusive components

vanish. Certain diffusive components are then frozen in time and are assumed to be

initially constant in space. By using rigorous analysis, the authors state, it can be

shown that these components remain constant in space. Comparison theory is then

used to show that the traveling wave solutions of the resulting simplified spatial model

can be used to conduct spatial analysis of the original unsimplified spatial model. In

this chapter, we use Model (2.2.1) to construct a new 2-compartment system and then

incorporate the spatial element into this model. The analysis for the spatial model

presented in this chapter has no direct bearing on the analysis for a PDE model that

directly incorporates a spatial element into Model (2.2.1). But for the purposes of

establishing traveling wave solutions for the spatial model presented here, it is not

necessary to establish this link.
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4.2 The New ODE Model

In this section, we use the main ODE model, presented in Section 2.2, Chapter 2 to

construct a new, 2-compartment ODE model for dengue transmission.

Consider, then, Model (2.2.1), with parameters explained in Table 2.1, all nonneg-

ative. Set S(t) = c, the winter mildness index, which ranges between 0 (severe) and

2 (mild), where “mildness” is quantified by comparing a particular winter’s average

temperature with that of previous winters (see Table 2.1). Consequently, the milder

(more severe) the winter, the greater (smaller) the maturation rate. We will refer to

c as γ, since c will be used in another context.

Let x1 = IH , x2 = IM , x3 = IP , x4 = IE, x5 = SH . We may simplify Model (2.2.1)

(see Section 2.3, Chapter 2) to obtain

ẋ1 = λHx5x2 − (yH + αH + vH)x1 + αHx
2
1

ẋ2 = p1x3(1− x2)− umx2 + λV (1− x2)x1

ẋ3 = τ1γx4(1− x3)− uqx3 − p1x3(1− x2)

ẋ4 = grmx2(1− x4)− τ1γx4(1− x3)− uex4

ẋ5 = vH − vHx5 − λHx5x2 + αHx1x5

(4.2.1)

where (x10 , ..., x50) ∈ Ω = {(x1, x2, x3, x4, x5) : 0 ≤ x1 ≤ 1, 0 ≤ x5 ≤ 1, 0 ≤ x1 + x5 ≤

1, 0 ≤ x2 ≤ 1, 0 ≤ x3 ≤ 1, 0 ≤ x4 ≤ 1}.

We have that Ω is positively invariant (see Corollary 2.2 in Chapter 2), and that

the DFE for this system is (0, 0, 0, 0, 1)T .
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The following proposition establishes a threshold parameter, R0, for system

(4.2.1):

Proposition 4.1. Assume um, (uq+p1), (τ1γ+ue), vH all > 0, grmp1τ1γ
(τ1γ+ue)(p1+uq)(um)

< 1,

all other parameters nonnegative.

Then we may define R0 for system ( 4.2.1) by

R0 =
√

λV λH(p1+uq)(τ1γ+ue)

(yH+αH+vH)((τ1γ+ue)(p1+uq)um−grmp1τ1γ)
. (4.2.2)

The following conditions characterize the stability of the DFE of system ( 4.2.1):

i) If R0 < 1, then the DFE is locally asymptotically stable.

ii) If R0 > 1, then the DFE is unstable.

For proof see Propositions 2.3-2.4, Chapter 2.

In view of Proposition 4.1, we will make the following assumptions:

(A1) grmp1τ1γ
(τ1γ+ue)(p1+uq)(um)

< 1.

(A2) R0 > 1.

Additionally, we will assume that

(A3) αH = 0, that is, there is no death due to dengue. This is not unreasonable,

given the low immediate mortality rate of the disease.

(A4) uq, ue are 0, p1, τ1 large. This assumption is also not unreasonable, since

the instability of the DFE implies that the diseased juvenile classes are not dying

out. Consequently, uq, ue are sufficiently small to be absorbed by p1, τ1. By (A1),

grm < um.

(A5) All other parameters are positive.
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We have the following proposition:

Proposition 4.2. (A1) - (A5)⇒ system ( 4.2.1) has a strongly endemic equilibrium,

E1 = (x1, x2, x3, x4, x5)T ∈ Ω, given by

x1 = vH
1−x5

vH+yH

x2 = vH
1−x5

λHx5

x3 = τ1γx4

τ1γx4+p1−p1x2

x4 = grmx2

grmx2+τ1γ−τ1γx3

x5 = vH
vH+λHx2

(4.2.3)

E1 is locally asymptotically stable.

Proof. See Propositions 2.6-2.7, Chapter 2.

We now construct the new model.

Let z∗ = x5 + x1 = 1 − yH
vH
x1 = vH(1 − x5). Note that z∗ < 1. Let x4 be as in

(4.2.3).

Our new system is given by:

ẋ1 = λH(z∗ − x1)x2 − (yH + vH)x1

ẋ2 = grmx2(1− x4)− umx2 + λV (1− x2)x1

(4.2.4)

where (x10 , x20) ∈ [0, z∗]× [0, 1], which is positively invariant.

Recall that x1 = IH , x2 = IM (see Subsection 2.3.2, Chapter 2).

Then system (4.2.4) can be written as



IM

IH



t

= f






IM

IH
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with f = (f1, f2)T given as

f1(IM , IH) = grmIM(1− x4)− umIM + λV (1− IM)IH

f2(IM , IH) = λH(z∗ − IH)IM − (yH + vH)IH

(4.2.5)

where (IM0 , IH0) ∈ [0, 1]× [0, z∗].

Note that (A4) and x4 ∈ Ω guarantee that grm(1− x4)− um < 0.

4.2.1 Analysis of System (4.2.5)

The Jacobian matrix at the trivial stationary solution (IM , IH) = (0, 0)T is given by

T = Df(0) =



grm(1− x4)− um λV

λHz
∗ −(yH + vH)


 (4.2.6)

Denoting the eigenvalues of T by λ1, λ2, it follows that λ1 + λ2 = trT = grm(1−

x4)−um−(yH+vH) < 0, and λ1λ2 = det T = (grm(1−x4)−um)(−yH−vH)−λHz∗λV =

1− (R′0)2, where R′0 =
√

λHz∗λV
(grm(1−x4)−um)(−yH−vH)

is the basic reproductive number for

system (4.2.5) (see [52] for a definition and calculation of R′0). It follows that (0, 0)T

is locally asymptotically stable (a node) iff det T > 0 ⇔ R′0 < 1 and unstable (a

saddle point) iff detT < 0 ⇔ R′0 > 1. In the latter case, there exists a positive

eigenvalue with positive components of the corresponding eigenvector. We therefore

make the following assumption:

(B1) (grm(1− x4)− um)(−yH − vH) < λHz
∗λV , giving det T < 0 and R′0 > 1.
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Figure 4.1: Phase portrait for system ( 4.2.5), γ = 1, all other parameters
and values are given in Table 4.1.

We also consider the positive equilibrium of system (4.2.5) given by (I∗M , I
∗
H)T

∈ [0, 1]× [0, z∗], where

I∗M = (yH+vH)(grm(1−x4)−um)+z∗λHλV
λH(λV z∗−grm(1−x4)+um)

I∗H = (yH+vH)(grm(1−x4)−um)+z∗λHλV
λV (yH+vH+λH)

.
(4.2.7)

Proposition 4.3. If (IM0 , IH0) ∈ [0, 1] × [0, z∗], then the endemic equilibrium

(I∗M , I
∗
H)T is globally asymptotically stable in [0, 1]× [0, z∗].
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Proof. Consider the linearized system of (4.2.5) at (I∗M , I
∗
H)T . The Jacobian matrix

at (I∗M , I
∗
H)T is given by

T ∗ = Df((I∗M , I
∗
H)T ) =



grm(1− x4)− um − λV I∗H λV (1− I∗M)

λH(z∗ − I∗H) −(yH + vH)− λHI∗M




(4.2.8)

Consequently, we have that trT ∗ = grm(1−x4)−um−(yH+vH)−λV I∗H−λHI∗M =

trT − λV I∗H − λHI∗M < 0, and det T ∗ = (yH + vH)(grm(1 − x4) − um) + z∗λHλV =

−detT > 0, showing that (I∗M , I
∗
H)T is locally asymptotically stable.

From (4.2.5) we have that Of = ∂f1
∂IM

+ ∂f2
∂IH

= grm(1− x4)− um − λV IH − (yH +

vH)− λHIM < 0. So by Bendixson’s criterion, we have our desired result.

4.3 Spread Rates and Traveling Waves

Here I consider spatial extensions of the system (4.2.5). The general form for the

model in the case where the wind advection coefficient is 0 will be

ut = Duxx + f(u), (4.3.1)

where u denotes the mosquito and human components, f(u) describes the infection

dynamics (where f is as in (4.2.5)), and D is a non-negative diagonal diffusion matrix.

The dynamics are assumed to have a disease-free (i.e., all infected components equal

to zero) equilibrium u0 satisfying f(u0) = 0, and an endemic equilibrium u∗ > 0

satisfying f(u∗) = 0.
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Two alternative approaches for analyzing the spread of infection involve analyzing

traveling wave solutions and calculating spread rates. To analyze traveling wave

solutions, we proceed as follows:

Let u(x, t) = U(z) with z = x − ct, so that system (4.3.1) can be rewritten in

terms of a coordinate frame moving with speed c to the right. System (4.3.1) becomes

cU̇ + f(U) + DÜ = 0. Boundary conditions that join the disease-free and endemic

equilibrium are assumed, namely

lim
z→−∞

U(z) = u0

lim
z→+∞

U(z) = u∗.
(4.3.2)

Alternatively, to calculate spread rates, we first establish the following definitions

([31])*Definitions 1.1, 1.2):

Definition 4.4. The spread rate for the non-linear system ( 4.3.1) with initial con-

ditions not equal to u0 on a compact set, is a number c∗G such that for u0 6= u∗ and

small ε > 0,

lim
t→∞
{sup|x|≥(c∗G+ε)t ||u(x, t)− u0||} = 0

lim
t→∞
{sup|x|≤(c∗G−ε)t ||u(x, t)− u∗||} > 0.

(4.3.3)

We also define the spread rate for the linearized system corresponding to system

(4.3.1):

Definition 4.5. The spread rate c for the simplified linear system corresponding to

system ( 4.3.1),

ut = Duxx +Au, (4.3.4)

where f(0) = 0 and A = Df(0) is the Jacobian matrix, is defined as a number
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satisfying

lim
t→∞
{sup|x|≥(c+ε)t ||u(x, t)||} = 0

lim
t→∞
{sup|x|≤(c−ε)t ||u(x, t)||} > 0.

(4.3.5)

When the spread rates for for the non-linear and linear systems are identical,

then the spread rate for the non-linear system is said to be linearly determinate

[31, Subsection 1.2]. Following [31], we use the methods of Li et al. [32] to show the

existence of a class of traveling wave solutions for system (4.3.1) and use the methods

of Weinberger et al. [55] to relate the speed c to c∗G and c.

4.4 Spatially-Dependent Model

To account for the possible impact of spatial movement of humans and mosquitoes,

diffusion and wind advection terms are incorporated to system (4.2.5), giving the

following spatially-dependent model in which variables are functions of space x, with

−∞ < x <∞, and time t, and assumptions are as in system (4.2.5). So we have,

∂IM
∂t

= grmIM(1− x4)− umIM + λV (1− IM)IH + ε∂
2IM
∂x2 + v ∂IM

∂x

∂IH
∂t

= λH(z∗ − IH)IM − (yH + vH)IH +D ∂2IH
∂x2 ,

(4.4.1)

where the diffusion coefficients D, ε, are positive, IH(x, 0), IM(x, 0) ∈ [0, 1] × [0, z∗].

Until further notice, we set the advection coefficient v = 0.

System (4.4.1) can then be written as a system of reaction-diffusion equations:



IM

IH



t

= D



IM

IH



xx

+ f






IM

IH





 , (4.4.2)
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with f = (f1, f2)T given as in (4.2.5) and

D =



ε 0

0 D


 . (4.4.3)

There is a positive stationary solution of system (4.4.1), namely (I∗M , I
∗
H), given

by (4.2.7). System (4.2.5) is the spatially-independent version of system (4.4.1), so

the results of the analysis of system (4.2.5) are applicable.

4.5 Traveling Wave Solutions

We start by defining traveling waves for system (4.4.1) ([31, Definition 4.1]):

Definition 4.6. A traveling wave solution with speed c for ( 4.4.1) is a solution that

has the form (IM(x−ct), IH(x−ct)) and connects the disease-free and disease-endemic

stationary points of the system so that

lim
z→−∞

(IM , IH) = (I∗M , I
∗
H)

lim
z→+∞

(IM , IH) = (0, 0).
(4.5.1)

The traveling front solution with speed c satisfies the ODE system,

−cİM = εÏM + grmIM(1− x4)− umIM + λV (1− IM)IH

−cİH = DÏH + λH(z∗ − IH)IM − (yH + vH)IH

(4.5.2)

with boundary conditions at ±∞ determined by stationary solutions of this system.
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Figure 4.2: Traveling waves for the system ( 4.5.2) when ε = 1/10, D = 10,
γ = 1, c = 1, all other parameters and values are given in Table 4.1.

Following [31, Section 4], we use the theorem on the existence of traveling waves

proved in [32] (see also [53, Theorem 4.2]). To this end, we examine and list the

properties of the nonlinear system (4.4.1), as written in (4.4.2), that are necessary to

apply the result:

1. f has two stationary solutions: (0, 0) and (I∗M , I
∗
H).

2. f is cooperative, i.e., f1, f2 are non-decreasing in off-diagonal components.

We have that ∂f1
∂IH

= λV (1 − IM) ≥ 0, ∂f2
∂IM

= λH(z∗ − IH) ≥ 0, by the positive

invariance of [0, 1]× [0, z∗].

3. f does not depend explicitly on either x or t.
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Figure 4.3: Traveling waves for the system ( 4.5.2) when ε = 1/10, D = 10,
γ = 1, c = 1, all other parameters and values are given in Table 4.1.

4. f is continuous, has uniformly bounded continuous first partial derivatives for

0 ≤ (IM , IH) ≤ (I∗M , I
∗
H) and is differentiable at zero.

Each fi is a polynomial function, so f is uniformly continuous and differentiable.

Further, | ∂f1
∂IM
| = |grm(1−x4)−um−λV IH | ≤ grm+um+λV , | ∂f1

∂IH
| = |λV (1−IM)| ≤ λV ,

| ∂f2
∂IM
| = |λH(z∗− IH)| ≤ λHz

∗, and | ∂f2
∂IH
| = | − (yH + vH)− λHIM | < (yH + vH) + λH .

4b. The Jacobian matrix T = Df(0), given by (4.2.6), has nonnegative off-

diagonal entries and has a positive eigenvalue whose eigenvector has positive compo-

nents.

5. Matrix D is diagonal with constant strictly positive diagonal entries.
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Figure 4.4: Traveling waves for the system ( 4.5.2) when ε = 1/10, D = 10, γ = .5,
c = 1, all other parameters and values are given in Table 4.1.

We have the following traveling wave result:

Theorem 4.7. ([31, Theorem 4.1], see also [32, Theorem 4.2]) There exists a minimal

speed of traveling fronts c0 such that for c ≥ c0, the non-linear system ( 4.4.1) has a

non-increasing traveling wave solution with speed c so that ( 4.5.1) holds. If c < c0,

there is no traveling wave solution of this form.

Alternatively, we can investigate the spatial spread of the infection by calculating

the spread rate of system (4.4.1), given by Definition 4.4. Properties 1-5 imply that

the spread rate c∗G can be described in terms of c0.
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Figure 4.5: Traveling waves for the system ( 4.5.2) when ε = 1/10, D = 10, γ = .5,
c = 1, all other parameters and values are given in Table 4.1.

In fact, we have the following result [31, Theorem 4.2]:

The minimal wave speed c0 for the non-linear system (4.4.1) is equal to c∗G, the

spread rate for this system.

4.6 Spread-Rate Analysis

We seek to calculate c∗G. To that end, we have the following theorem:

Theorem 4.8. The spread rate c∗G of the non-linear system ( 4.4.1) and the spread

rate c (see Definition 4.5) of the linearized system



IM

IH



t

= D



IM

IH



xx

+ T



IM

IH


 , (4.6.1)
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both exist and c∗G = c.

Proof. Observe that the Jacobian matrix T = Df(0), given by (4.2.6), is irreducible.

Additionally, the subtangential condition

f


ρ



IM

IH





 ≤ ρT



IM

IH


 (4.6.2)

where ρ is a positive number, is satisfied, since

f


ρ



IM

IH





 = (f1(ρIM , ρIH), f2(ρIM , ρIH))

= (grmρIM(1− x4)− umρIM + λV (1− ρIM)ρIH ,

λH(z∗ − ρIH)ρIM − (yH + vH)ρIH)

≤ (ρ((grm(1− x4)− um)IM + λV IH),

ρ((λHz
∗)IM − (yH + vH)IH))

= ρT



IM

IH


 .

(4.6.3)

By [55, Theorem 4.2] (see also Theorem 5.1(i) of [31]), we have the desired result.

We then have the following result [31, Theorem 5.1(ii)]:

The spread rate c of (4.6.1) is given by

c = inf
λ>0

σ1(λ) (4.6.4)
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Figure 4.6: Traveling waves for the system ( 4.5.2) when ε = 1/10, D = 10, γ = 2,
c = 1, all other parameters and values are given in Table 4.1.

where σ1(λ) is the largest eigenvalue, i.e. the spectral bound, of the matrix

Bλ =
T + λ2D

λ
(4.6.5)

This result and Theorem 4.8 do not rely upon the positivity of the diagonal elements

of D and thus remain true in the limiting case ε = 0 [31, Theorem 5.1].

Now

Bλ =




grm(1−x4)−um
λ

+ ελ λV
λ

λHz
∗

λ
−(yH+vH)

λ
+Dλ


 (4.6.6)
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Denoting trT = grm(1 − x4) − um − (yH + vH) ≡ θ < 0 and det T = (grm(1 −

x4)− um)(−yH − vH)− λHz∗λV ≡ j < 0, the characteristic polynomial of Bλ is

p(σ;λ, ε) = σ2 − σ
(
θ + (D + ε)λ2

λ

)
+

j

λ2
+ (grm(1− x4)− um)D

−ε(yH + vH) + εDλ2 = 0.

(4.6.7)

We have the following result [31, Lemma 5.1]:

For any finite λ, the roots σi(λ, ε), i = 1, 2 of the characteristic polynomial

p(σ;λ, ε) of the matrix Bλ depend continuously on ε at zero, that is, lim
ε→0

σi(λ, ε) =

σi(λ, 0). In the general case ε > 0, the larger root σ1(λ, ε) can have more than one

extremum: if ε 6= ε′, we can have that infλ>0σ1(λ, ε) 6= infλ>0σ1(λ, ε′). To determine

c, we therefore study the limiting case ε = 0.

We have the following result, based on [31, Theorem 5.2] (see also [22, Section 6]):

Let det T ≡ j < 0 and ε = 0. Consider

P (σ;λ) = λ2p(σ;λ, 0) = −Dσλ3 + (σ2 +D(grm(1− x4)− um))λ2

−θσλ+ j.
(4.6.8)

The spread rate of the linear system (4.6.1) can be obtained as the largest value

σ such that the polynomial P (σ;λ) has a real-positive double root. The double-

root condition implies that c is the largest number Γ such that P (Γ;λ) = ∂P
∂λ

= 0

[31, Theorem 5.2], that is, c is the largest number Γ such that Q(Γ) = 0, where Q is
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Figure 4.7: Traveling waves for the system ( 4.5.2) when ε = 1/10, D = 10, γ = 2,
c = 1, all other parameters and values are given in Table 4.1.

the resultant of the polynomial P and its derivative [56]. Now,

Q(Γ) = Γ6(DΓθ2 − 4DΓj) + Γ4[−4θ3D2Γ− 12(grm(1− x4)− um)jD2Γ

+2(grm(1− x4)− um)θ2D2Γ + 18θjD2Γ]

+Γ2[18θ(grm(1− x4)− um)jD3Γ− 12(grm(1− x4)− um)2jD3Γ+

(grm(1− x4)− um)2θ2D3Γ− 27j2D3Γ]− 4D4(grm(1− x4)− um)3jΓ.

(4.6.9)

So the roots of Q are 0 and the roots of the polynomial C3(Γ2)3+C2(Γ2)2+C1(Γ2)+C0,

where C3 = (θ2− 4j) and C2 = [−4θ3D− 12(grm(1− x4)− um)jD+ 2(grm(1− x4)−

um)θ2D + 18θjD], C1 = [18θ(grm(1 − x4) − um)jD2 − 12(grm(1 − x4) − um)2jD2 +

(grm(1−x4)−um)2θ2D2−27j2D2] and C0 = −4D3(grm(1−x4)−um)3j. Let x = Γ2.
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Then C3(Γ2)3 +C2(Γ2)2 +C1(Γ2)+C0 is clearly cubic in x. Let f(x) = C3x
3 +C2x

2 +

C1x + C0. Then f is concave up for x > 0, since j < 0, θ < grm(1 − x4) − um < 0

imply that f ′′(x) = 6C3x+ 2C2 = 6(θ2−4j)x+ 2[−4θ3D−12(grm(1−x4)−um)jD+

2(grm(1−x4)−um)θ2D+ 18θjD] > 0. Now f(0) = C0 < 0. This implies that f and,

consequently, Q, has one positive root. So c is the positive square root of the largest

zero of Q [31, (25)].

By [31, Theorem 5.3], we may summarize our results in the following manner:

Assume that det T < 0 and ε > 0. Then the spread rate c∗G of the non-linear

system ( 4.4.1) is the lower bound for the speed of a class of traveling wave solutions,

and the spread rate is linearly determinate. As ε → 0, the spread rate for the non-

linear system approaches the positive square root of the largest zero of the resultant

of the polynomial P and its derivative.

4.7 Case: Advection v 6= 0

We now relax the condition that v = 0. If we take v > 0, we may define a traveling

wave as a solution with speed c of the ODE system

−(c+ v)İM = εÏM + grmIM(1− x4)− umIM + λV (1− IM)IH

−cİH = DÏH + λH(z∗ − IH)IM − (yH + vH)IH

(4.7.1)

with boundary conditions at ±∞ determined as in system (4.5.2).

We may reduce (4.7.1) to a first-order system in 4 dimensions. To determine

the existence of traveling waves, we look for a heteroclinic orbit from (I∗M , 0, I
∗
H , 0)

to (0, 0, 0, 0) such that the orbit components IM , IH remain in [0, 1] × [0, z∗]. The
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existence of such an orbit follows from properties 1-5 above, which hold for (4.7.1) if

the advection coefficient is nonnegative [32, Theorem 4.2]. The minimal wave speed

cmin for the non-linear system (4.7.1) is equal to the spread rate for this system

[32, Theorem 4.2]. We establish an informal analytic framework for finding cmin.

Consider now the linearization of the first order system at (0, 0, 0, 0). The Jacobian

at (0, 0, 0, 0) is given by:




− c+v
ε

0 −grm(1−x4)−um
ε

−λV
ε

0 − c
D

−λHz
∗

D
(yH+vH)

D

1 0 0 0

0 1 0 0




(4.7.2)

The characteristic polynomial of (4.7.2) is

P (x) = x4 + cε+Dc+Dv
Dε

x3 − εyH+εvH−Dgrm+Dgrmx4+Dum−c2−cv
Dε

x2

−yHc+yHv+cvH+vHv−cgrm+cgrmx4+cum
Dε

x

−λHz
∗λV +yHgrm−yHgrmx4−yHum+vHgrm−vHgrmx4−vHum

Dε

(4.7.3)

If all the eigenvalues of (4.7.2) are real, oscillations about (0, 0, 0, 0) will be avoided

and the heteroclinic orbit will be nonnegative (see [36, Section 4 and Appendix B.] and

[30, Chapter 18]. Let P (x) = P (c, x). The minimum speed cmin of the traveling wave

solution is therefore the minimum positive number c such that the roots of P (c, ·) are

all real. Now P (c, 0) = −λHz
∗λV +yHgrm−yHgrmx4−yHum+vHgrm−vHgrmx4−vHum

Dε
= det T <

0. Also, lim
x→±∞

P (c, ·) = ∞ (*). So P (c, ·) has at least one positive and one negative

root. By Descartes’ rule of signs, P (c, ·) has exactly 1 positive real root. Also,

∂P
∂x
|x=0 = −yHc+yHv+cvH+vHv−cgrm+cgrmx4+cum

Dε
< 0, since grm < um, and lim

x→∞
∂P

∂x
=∞
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and lim
x→−∞

∂P

∂x
= −∞. So ∂P

∂x
has at least one positive real root. Descartes’ rule of

signs implies that ∂P
∂x

has exactly 1 positive real root. Let x0 = sup{x : x < 0, ∂P
∂x

=

P (c, x) = 0}, where x0 is a triple-root of P (c, ·) and a double-root of ∂P
∂x

(**). Now

if x∗ < 0, with |x∗| is small, ∂P
∂x
|x=x∗ is nonnegative and increasing in c and if |x∗| is

large, ∂P
∂x
|x=x∗ is nonpositive and decreasing in c (***). So if |x0| is small, ∂P

∂x
|x=x0

and P (c, x0) are increasing in c. Let c0 be the minimum c > 0 corresponding to x0.

Then for c > c0, ∂P
∂x

has 1 positive root and 2 negative roots, say x1,2, with x1 a

local minimizer of P (c, ·), x2 a local maximizer, and x1 < x2. It can be shown that

as c → ∞, x1 → −∞ and x2 → 0. By (***), P (c, x1) decreases in c and P (c, x2)

increases in c as c increases. So for c > c0, P (c, x1) ≤ 0 and P (c, x2) ≥ 0. By this

and (*), if c > c0, P (c, ·) = P has 4 real roots, 1 positive and three negative, and

c0 = cmin.

To find c0, it is therefore necessary to find the resultant of P (c, ·) and its derivative

in x. This, is not, however, sufficient, since, for one, it does not ensure that the

heteroclinic orbit remains in [0, 1]× [0, z∗]. We leave this for future work.

4.8 Numerical Simulations

As in Chapters 2 and 3, values for vH , λH , yH , um, rm and g are comparable to those

presented by Coutinho et al. [8] on the basis of estimates known from the dengue

infection process and human and mosquito vital statistics. We assume that the entire

egg and larval populations are at carrying capacity.

Figures 4.8 - 4.10 show plots of the numerical estimates for the spread rate c∗G = c

of system (4.4.1) with ε = 0, calculated using (4.6.9) and other parameters as in
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x4 in Value
Figures 4.2-4.3, 4.8, 4.1 0.01805790889
Figures 4.4-4.5, 4.9 0.01824582550
Figures 4.6-4.7, 4.10 0.01770341177
Parameter Value
vH 2.5
λH 0.75
yH 0.067
αH 0
uq 0
um 2.6
λV 0.5
rm 10
g 0.25
ue 0
τ1 0.7
v 0
p1 0.7
γ varies
ε varies
D varies

Table 4.1: Values for parameters and variables of Model ( 4.4.1), ε and D are given in
km2

day , other units explained in Table ( 2.1).

Table 4.1. Recall that the minimal wave speed c0 for the non-linear system (4.4.1)

is equal to c∗G. Here, the spread rate is treated as a function of human diffusion, the

coefficient of which is given by D. We take the range of D to be between 0 and 10

km2

day
. Interestingly, Maidana and Yang [36] express the theoretical front wave speed

of dengue dissemination in the state of São Paulo, Brazil as a function of the average

annual temperature. Mosquito diffusion by wind, or advection, is disregarded. As

with our simulations, the spread rate increases as temperature increases, indicating

the importance of warm weather for the spread of the disease. Our values for c are
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Figure 4.8: Spread rate for the system ( 4.5.2) when ε = 0, γ = 1,
all other parameters and values are given in Table 4.1.

comparable to those obtained by Maidana and Yang, who determine that the wave

speed of the disease ranges between 0 and 21.53 km
year

, or between 0 and .06 km
day

[36, Ta-

ble 5]. As stated, this figure seems consistent with our range for c, 0 − .11 km
day

(see

Figures 4.8-4.10). When the annual average temperature ranges between 20◦C and

25◦C, the median interval, Maidana and Yang find that the front wave speed varies

between 13.43 and 18.24 km
year

, or between .04 and .05 km
day

[36, Table 5]. Comparably,

when we take γ = 1, which corresponds to an average winter temperature that co-

incides with the mean for previous years’ winters, we obtain wave speeds of .03 km
day

when D = 5 km2

day
and .045 km

day
when D = 10 km2

day
(see Figure 4.8).
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Figure 4.9: Spread rate for the system ( 4.5.2) when ε = 0, γ = .5,
all other parameters and values are given in Table 4.1.

When the average winter temperature falls below the mean, at γ = .5, we obtain

spread rates of .024 km
day

when D = 5 km2

day
and .035 km

day
when D = 10 km2

day
(see

Figure 4.9). When the annual average temperature ranges between 15◦C and 20◦C,

the lowest interval, Maidana and Yang determine a front wave speed range of 0 −

13.43 km
year

, or between 0 and .04 km
day

[36, Table 5]. Finally, when the average winter

temperature rises above the mean, at γ = 2, we obtain minimum wave speeds of

.07 km
day

when D = 5 km2

day
and .11 km

day
when D = 10 km2

day
(see Figure 4.10). When

the annual average temperature ranges between 25◦C and 30◦C, the highest interval,

Maidana and Yang find a range of 18.24 − 21.53 km
year

, or between .05 and .06 km
day

[36, Table 5].
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Figure 4.10: Spread rate for the system ( 4.5.2) when ε = 0, γ = 2,
all other parameters and values are given in Table 4.1.

Recall that the spread rate of system (4.4.1) approaches the estimates presented

by Figures 4.8-4.10 as ε approaches 0. Since Maidana and Yang take ε small, .0125

km2

day
[36, Table 1], our figures shed light on the effect of incorporating human diffusion

into a system of partial differential equations for dengue dissemination.

Figures 4.2 to 4.7 show traveling wave solutions for system (4.4.1) with ε =

1/10, D = 10 and other parameters as in Table 4.1. To simulate traveling waves,

we refer to [29] to look for a solution of the ODE system (4.5.2), which rewrites

system (4.4.2) in terms of a coordinate frame moving with speed c to the right. We

take c = 1 and boundary conditions at ±∞ determined by stationary solutions of

(4.5.2). For γ = 1, a positive stationary solution of system (4.5.2) exists at (I∗M , I
∗
H)
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= (.0051, .0015). Figures 4.2 and 4.3 therefore show that after the wave, we may

expect the proportions of infectives in the human and adult mosquito populations

to be given by (I∗M , I
∗
H) = (.0051, .0015). When the average winter temperature falls

below the mean, at γ = .5, the positive stationary solution is given by (I∗M , I
∗
H) =

(.0026, .00075). Accordingly, the epidemic wave is comparably less intense: after the

wave, the proportions of infective individuals in both human and adult mosquito

populations exist at lower thresholds. On the other hand, when the average winter

temperature rises above the mean, at γ = 2, the positive stationary solution is given

by (I∗M , I
∗
H) = (.0081, .0024). The epidemic wave is comparably more intense: the

proportions of infectives individuals in both human and adult mosquito populations

achieve higher thresholds.

4.9 Discussion

In this chapter, we presented a non-linear system of coupled reaction-diffusion equa-

tions modeling the spatial spread of the dengue virus. In formulating our model, we

sought to establish the existence of traveling wave solutions and to calculate spread

rates for the spatial dissemination of the disease. In so doing, we made use results

presented in Chapter 2. In this chapter, climate was modeled by a nonnegative

parameter, γ. First, we made parameter assumptions that imply the existence of

a disease-free equilibrium for Model (2.2.1) with S(t) = γ. Next, we considered

the non-diffusive juvenile mosquito and the recovered human components at their

respective endemic equilibrium levels, in effect assuming that their contribution to

the evolution of the epidemic when the infected adult mosquito and human popula-
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tions are stationary is a function of the parameters for the non-spatial system and

is constant, simulating biological conditions before the wave hits. Using these as-

sumptions, we constructed a new, two-dimensional ODE model consisting of infected

adult mosquito and human components. We derived a reproductive number and es-

tablished conditions for the existence of an endemic equilibrium for this model. We

then incorporated the spatial element into the new ODE model to obtain a non-linear

system of coupled reaction-diffusion equations. In so doing, we assumed that human

diffusive movement is the main contributing cause of the fast spread of the disease.

In the case where the wind advection coefficient v = 0, we used results presented in

[31], [32], [22], and [55] to show that that the spread rate c∗G of the non-linear system

is the lower bound for the speed of a class of traveling wave solutions, and that this

spread rate is linearly determinate. For small values of ε, the adult mosquito diffusion

coefficient, we derived an analytic expression for the spread rate for the non-linear

system. In the case where the wind advection coefficient v 6= 0, a different analytic

framework was used to determine the spread rate for the non-linear system.

Numerical simulations in the case v = 0 were presented to illustrate our results.

We treated the spread rate, shown to be the minimal wave speed for the non-linear sys-

tem, as a function of human diffusion, and compared our results to those of Maidana

and Yang [36], who expressed the theoretical front wave speed of dengue dissemination

in the state of São Paulo, Brazil as a function of the average annual temperature. As

Maidana and Yang, we determined that the epidemic wave speed increases as average

annual, and in our case, winter, temperatures increase. Warmer weather therefore

intensifies the spatial spread of the disease.

We simulated traveling wave solutions for varying annual winter temperatures.

Predictably, the proportions of infected humans and mosquitoes reached higher
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thresholds in warmer weather. After the wave, then, we expect that, with increas-

ingly higher annual winter temperatures, higher proportions of infected individuals

will coexist with local human populations.

As has been previously noted, we emphasized human and mosquito wing diffusion

as causes of disease dissemination. More realistic models should look at wind advec-

tion more closely. Because obtaining analytic expressions for spread rates for such

models requires a different analytic framework than that for cases when advection is

not a factor, more work needs to be done on that front. Also, the use of comparison

theory, as done in [31] for dengue models in more than two dimensions, provides a

further venue for analysis and research.



Chapter 5

A MULTI-SEROTYPE ODE
MODEL FOR DENGUE VIRAL
TRANSMISSION

5.1 Introductory Remarks

We now consider one of the possible implications of global climatic changes for the

spread of dengue: the emergence of new, and epidemics featuring multiple serotypes

of the virus. As shown in Chapters 3 and 4, global warming exacerbates the epidemic

both temporally and spatially, increasing the likelihood of mutations that create new

strains of the virus. In this chapter, we modify the main ODE model presented in

Chapter 2 to incorporate 2 distinct serotypes of the dengue virus. Before doing so,

we discuss its existing serotypes, elaborate on the medical importance of taking them

into account in the development of new mathematical models for the transmission of

dengue, and outline the chapter.

Dengue fever is caused by the Dengue virus (DENV), a species belonging to a

mosquito-borne viral genus, Flavivirus, that includes West Nile and Yellow Fever [1,

43,51]. Four serotypes (antigen-based viral groups) of DENV are presently recognized,

each of which, as was mentioned in Chapter 1, presents permanent immunity to itself

118
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but not to any other serotype [6, 41, 51]. While all four serotypes are endemic in

the Asian tropics, only recently has this trend been observed in the Americas, where

serotypes I, II and IV have been circulating for more than 10 years [12]. All serotypes

are associated with both DF and DHF/DSS.

The dissemination of various serotypes has had significant medical implications.

In 1953, in the Philippines, and in 1955, in Thailand, the first cases of Dengue Hem-

orrhagic Fever and the associated Dengue Shock Syndrome, (DHF/DSS), were recog-

nized [12]. Unlike DF, DHF patients present more severe symptoms and can develop

DSS, which has a high mortality rate [1, 3, 12]. Additionally, DHF is implicated in a

relatively rapid progression to liver cancer in cirrhotic patients [57]. While the risk

factors for DHF/DSS have not strictly been identified, studies suggest that suscepti-

bility to the stronger form of the disease is present in those who experience secondary

dengue infections and in infants who are conferred neo-natal immunity to a primary

strain [12]. A well-known argument based on these findings, known as the “sec-

ondary infection” or “immune enhancement” hypothesis, states that DHF/DSS can

only occur in patients secondarily infected with a different serotype [12, 20]. Under

this hypothesis, a DHF epidemic implies a multi-strain pandemic. Esteva and Vargas

state, however, that there is “no reliable information about the geographic spread

of DHF/DSS due to the introduction of a serotype to areas currently affected by a

different serotype” [12, Introduction]. Consequently, there is no reliable information

that verifies the “secondary infection” hypothesis.

Based on these factors, we present a model that incorporates two serotypes of the

virus and allows for the possibility of both primary and secondary infections with

each serotype. Several studies featuring models for multiple serotypes of the dengue

virus have been published (see [12, 15, 46]). We follow the presentation and analysis
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of the multi-serotype model for dengue viral transmission introduced by Esteva and

Vargas in [12] closely. Our model replicates the transmission dynamics of the human

subsystem presented in [12, Model (2.1)] while modifying the vector subsystem by

allowing for the vertical transmission of the virus from contaminated mosquito adults

to eggs, and by modulating juvenile maturation by a climatic factor. We are therefore

able to extend the analysis in [12] by observing changes in the infected proportions of

the juvenile subpopulation and by determining how these changes contribute to the

possible existence of an epidemic. We derive our model’s basic reproduction number,

and, additionally, derive the basic reproductive number for each serotype/strain. We

look for conditions under which serotype 2 (1) can destabilize the coexistence between

the disease-free population and the serotype 1 (2)-endemic population. We leave the

study of the existence and analysis of a serotype 1 and 2 coexistence equilibrium for

a future paper, though this is investigated in numerical simulations, which follow.

5.2 Presentation of the Model and Assumptions

In this section, we formulate and discuss the model, which depicts dengue transmission

in 3 components: human hosts, adult mosquitoes, and juvenile mosquitoes. One

time t unit denotes a day. For the sake of mathematical simplicity, we assume the

existence of two strains/serotypes. The human population is broken down into the

following compartments: susceptible (SH); primarily infected with serotype i, i = 1, 2

(IHi); recovered from serotype i, susceptible to serotype j, i, j = 1, 2, i 6= j, (ZHi);

secondarily infected with serotype i, i = 1, 2 (Y Hi); and recovered from and immune

to both serotypes (ZH). The total human population, assumed to be constant, is
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therefore given by NH = SH + IH1 + IH2 +ZH1 +ZH2 +ZH +Y H1 +Y H2 . We assume

that in a human, infection with a particular serotype results in immunity to that

serotype but not necessarily to the other. Further, a human may only experience a

secondary infection after recovery from a primary infection. While infected with a

particular strain, that is, a human cannot be infected by another strain. For humans,

the primary infection rate with serotype i is given by λHiSH
IMi
NM

, where λHi is the

effective contact rate between mosquitoes infected with serotype i and susceptible

humans. The secondary infection rate with serotype i is given by βiλHi
IMi
NM

ZHj . If

0 ≤ βi ≤ 1, primary infection with serotype j confers partial or total immunity

to serotype i; if βi > 1, primary infection with serotype j increases susceptibility

to serotype i. If βi = 1, primary infection with serotype j neither increases nor

decreases susceptibility to serotype i. Though the case βi = 1 is biologically unlikely,

it is included for the sake of mathematical completeness [12]. We assume that the

human mortality rate from dengue is 0 and that the recovery rate yHi from a primary

or secondary infection with serotype i is the same.

The total adult mosquito population, denoted by NM , is constant. We assume

that adult mosquitoes infected with one serotype never recover from that serotype

but cannot be infected with the other serotype: there are no secondary infections in

mosquitoes. The total adult mosquito population is broken down into the following

compartments: susceptible (SM) and infected with serotype i, i = 1, 2 (IMi
). We have

that IM1 + IM2 + SM = NM . Infected adult mosquitoes with either serotype may lay

infected eggs; that is, there is an element of vertical transmission, represented by g,

in both serotypes. The juvenile population is therefore broken down into susceptible

(SE) and infected with serotype i, i = 1, 2 (IEi).
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We assume that total number of juveniles does not exceed NM , an upper bound

for both IMi
and IEi , i = 1, 2 (see Section 2.2, Chapter 2). At carrying capacity,

then, IE1 + IE2 + SE = NM .

For adult mosquitoes, the infection rate with serotype i is given by λVi(
IHi
NH

+

Y Hi
NH

)(NM−IM1−IM2), where λVi is the effective contact rate between humans infected

with serotype i, primarily or secondarily, and uninfected mosquitoes (see [12, Sec-

tion2]). Further, we assume that the fraction of mosquito eggs laid by an infected

female that is infected and female, g; the natural egg mortality rate, ue; the fraction

of infected eggs that proceeds to the adult stage, τ ; and the daily oviposition rate,

rm; are the same for both each infected subpopulation.

We observe that, as in Chapter 2, the fact that ue 6= 1 - τ implies that at any

given time t, not all surviving juveniles progress to the next phase; they may remain

in their present state. As already discussed, total mosquito and juvenile populations,

respectively, remain constant in the absence of seasonality and disease. The last four

equations incorporate saturation terms,
(
NM−IE1

−IE2

NM

)
,
(
NM−IM1

−IM2

NM

)
, that take into

account the fact that the maturation rate into the next phase of mosquito development

is stifled if the population in the next phase is reaching NM . This ensures that infected

populations remain below a threshold, NM , for the adult and juvenile population

densities.

Finally, the climatic factor is given by the parameter c, denoting the winter mild-

ness index, which quantifies the average winter temperature, as compared to previous

years’ mean, c = 1.
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The model is as follows (i, j = 1, 2; i 6= j):

dSH
dt

= uHNH − uHSH − (λH1

IM1

NM

+ λH2

IM2

NM

)SH

dIHi
dt

= λHi
IMi

NM

SH − (yHi + uH)IHi

dZHi

dt
= yHiIHi − βjλHj

IMj

NM

ZHi − uHZHi

dY Hi

dt
= βiλHi

IMi

NM

ZHj − (yHi + uH)Y Hi

dZH

dt
= yH1Y H1 + yH2Y H2 − uHZH

dIMi

dt
= cτ

(
NM − IM1 − IM2

NM

)
IEi − umIMi

+ λVi

(
IHi
NH

+
Y Hi

NH

)
(NM − IM1 − IM2)

dIEi
dt

= grm

(
NM − IE1 − IE2

NM

)
IMi
− cτ

(
NM − IM1 − IM2

NM

)
IEi − ueIEi

(5.2.1)

with NM ≥ IMi
(0), NM ≥ IEi(0), NM > 0, SH + IH1 + IH2 + ZH1 + ZH2 + ZH +

Y H1 + Y H2 = NH > 0, uH > 0.

Remark: As mentioned, our model replicates the transmission dynamics of the

human subsystem presented in Model (2.1) of [12]. Our vector subsystem is different,

however, in that it allows for the vertical transmission of the virus from contaminated

adult mosquitoes to eggs, and, consequently, for the incorporation of juvenile com-

partments, IE1 , IE2 , to our model (equations 11 and 12 of (5.2.1)). Additionally, we
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modify the vector subsystem of [12, Model (2.1)] by incorporating a climatic factor,

c, which modulates juvenile maturation. As such, the juvenile contributions to the

adult infected classes, seen in equations 9 and 10 of (5.2.1), reflect a climatic influence.

These equations therefore differ from the corresponding ones in [12, (2.1)], equations

10 and 11, by incorporating the terms

cτ

(
NM − IM1 − IM2

NM

)
IEi . (5.2.2)

Finally, we omit the equations describing change in the susceptible adult mosquito

and juvenile population densities because these subpopulations are assumed to be

constant. In the next section, we will show how these changes extend the analysis of

Esteva and Vargas in [12].

Note that dNH
dt

= 0, since NH is constant.

The parameters in Model (5.2.1) can be understood by referring to Table 5.1. In

this chapter, we will henceforth assume all parameters are nonnegative.

5.3 Analysis of Model (5.2.1)

Let yt0 = (SH(t0), ..., IEi(t0)) be in R12
+ . As all functions on the RHS of Model (5.2.1)

are continuously differentiable, there exists a real number β > 0 such that on some

interval [t0, t0 + β), there exists a unique solution φ(t, y) = y(t) = (SH(t), ..., IEi(t))

through yt0 to system (5.2.1).

Additionally, we have the following theorem:

Theorem 5.1. Let y0 ∈ R12
+ . Any solution y(t) of system ( 5.2.1) through y0 is defined

for all t ≥ 0, and R12
+ is positively invariant.
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Parameter Definition Unit and/or Range
uH natural human mortality

rate
(births/103 humans)
day−1

λHi effective contact rate
between susceptible
humans and mosquitoes
infected with serotype i,
i = 1, 2

infected bites
susceptible human

βi susceptibility of a host
to serotype i after re-
covering from infection
with serotype j, estimate
based on proportion of
secondarily infected hu-
mans

humans

yHi recovery rate from infec-
tion with serotype i

recovered humans
103serotype i-infectives

day−1

um natural adult mosquito
mortality rate

deaths
103larvae

day−1

λVi effective contact rate be-
tween humans infected
with serotype i, primar-
ily or secondarily, and
uninfected mosquitoes

infective bites
uninfected mosquito

c winter mildness index:
average winter tempera-
ture, as compared to pre-
vious years’ mean of c =
1

between 0 and 2

rm daily oviposition rate eggs
103mosquitoes

day−1

g proportion of mosquito
eggs laid by an infected
female that is infected
and female

eggs

ue natural juvenile
mosquito mortality
rate

deaths
103juveniles

day−1

τ proportion of infected ju-
veniles that proceeds to
the adult stage

infected juveniles

Table 5.1: Parameters for Model ( 5.2.1)
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Proof. The reasoning is similar to that of the proof of Theorem 2.1 in Chapter 2.

Consider the following variable changes (see [12, (2.2)-(2.3)]):

SH
NH

= SH ,
IHi
NH

= IHi ,
Y Hi
NH

= YHi

ZHi
NH

= ZHi ,
ZH
NH

= ZH

IMi
NM

= IMi
,
IEi
NM

= IEi .

(5.3.1)

Let x1 = IH1 , x2 = IH2 , x3 = ZH1 , x4 = ZH2 , x5 = YH1 , x6 = YH2 , x7 = IM1 , x8 =

IM2 , x9 = IE1 , x10 = IE2 , x11 = SH . The resulting system is

ẋ1 = λH1x7x11 − (yH1 + uH)x1

ẋ2 = λH2x8x11 − (yH2 + uH)x2

ẋ3 = yH1x1 − β2λH2x8x3 − uHx3

ẋ4 = yH2x2 − β1λH1x7x4 − uHx4

ẋ5 = β1λH1x7x4 − (yH1 + uH)x5

ẋ6 = β2λH2x8x3 − (yH2 + uH)x6

ẋ7 = cτ(1− x7 − x8)x9 − umx7 + λV1(x1 + x5)(1− x7 − x8)

ẋ8 = cτ(1− x7 − x8)x10 − umx8 + λV2(x2 + x6)(1− x7 − x8)

ẋ9 = grm(1− x9 − x10)x7 − cτ(1− x7 − x8)x9 − uex9

ẋ10 = grm(1− x9 − x10)x8 − cτ(1− x7 − x8)x10 − uex10

ẋ11 = uH(1− x11)− (λH1x7 + λH2x8)x11

(5.3.2)
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where (x10 , ..., x110) ∈ Ω = {(x1, ...x11) : 0 ≤ xi ≤ 1 for i with 1 ≤ i ≤ 11, 0 ≤ x7 +

x8 ≤ 1, 0 ≤ x9 + x10 ≤ 1, 0 ≤ x1 + x2 + x3 + x4 + x5 + x6 + x11 ≤ 1}, uH > 0.

The first six equations and the last, corresponding to the human subsystem, are

exactly those obtained by Esteva and Vargas in [12, Model (2.4)]. Differences between

equations seven to ten of (5.3.2) and equations eight to nine of Model (2.4) correspond

to the differences between the vector subsystems of (5.2.1) and Model (2.1) in [12]

(see Remark, Section 5.2). Having introduced proportions to our system, we are now

able to extend the analysis in [12] by observing how the parameters c, τ , and g affect

the calculation of the basic reproduction number, R0. Additionally, the incorporation

of compartments x9 and x10 allows us to observe change in the infected proportions

of the juvenile subpopulation, as demonstrated by the numerical simulations.

Corollary 5.2. The region Ω is positively invariant for system ( 5.3.2).

Proof. Let (x∗1(t), ..., x∗11(t)) with (x∗10
, ..., x∗110

) ∈ Ω be a fixed solution of system

(5.3.2) on [0,∞).

Suppose (x∗10
, ..., x∗110

) is on Bde(Ω). (*)

If x∗11(0) = 0, then by equation 11 of (5.3.2), x
′∗
11(0) = uH > 0. If x∗11(0) = 1, then

by (*), x
′∗
11(0) = −(λH1x7(0) +λH2x8(0)) ≤ 0. We may obtain similar results for x∗i (t)

for i with i = 1, 2, 3, 4, 5, 6.

If x∗1(0)+x∗2(0)+x∗3(0)+x∗4(0)+x∗5(0)+x∗6(0)+x∗11(0) = 0, then by equations 1, 2, 3,

4, 5, 6, 11 of (5.3.2), x
′∗
1 (0)+x

′∗
2 (0)+x

′∗
3 (0)+x

′∗
4 (0)+x

′∗
5 (0)+x

′∗
6 (0)+x

′∗
11(0) = uH > 0.

Now if x∗1(0)+x∗2(0)+x∗3(0)+x∗4(0)+x∗5(0)+x∗6(0)+x∗11(0) = 1, then by (5.3.1) and

(*), max(x∗1(0), x∗2(0), x∗3(0), x∗4(0), x∗5(0), x∗6(0), x∗11(0)) ≤ 1 and by equations 1, 2, 3,

4, 5, 6, 11 of (5.3.2) and (*), x
′∗
1 (0)+x

′∗
2 (0)+x

′∗
3 (0)+x

′∗
4 (0)+x

′∗
5 (0)+x

′∗
6 (0)+x

′∗
11(0) =

uH(1−(x∗1(0)+x∗2(0)+x∗3(0)+x∗4(0)+x∗5(0)+x∗6(0)+x∗11(0)))−yH1x
∗
5(0)−yH2x

∗
6(0) =
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Figure 5.1: Solutions of system ( 5.3.2) converge to the DFE when R0 = .25;
parameter values given in Table 5.2.

−yH1x
∗
5(0)− yH2x

∗
6(0) ≤ 0.

By equations 7, 8, 9, 10 and (*), if x∗7(0) = 0, x
′∗
7 (0) = cτ(1 − x∗8(0))x∗9(0) +

λV1(x
∗
1(0) + x∗5(0))(1 − x∗8(0)) ≥ 0; if x∗8(0) = 0, x

′∗
8 (0) = cτ(1 − x∗7(0))x∗10(0) +

λV2(x
∗
2(0) + x∗6(0))(1− x∗7(0)) ≥ 0; if x∗9(0) = 0, x

′∗
9 (0) = grm(1− x∗10(0))x∗7(0) ≥ 0; if

x∗10(0) = 0, x
′∗
10(0) = grm(1− x∗9(0))x∗8(0) ≥ 0.

By equations 7, 8, 9, 10 and (*), if x∗7(0) = 1, x
′∗
7 (0) = −um ≤ 0; if x∗8(0) = 1,

x
′∗
8 (0) = −um ≤ 0; if x∗9(0) = 1, x

′∗
9 (0) = −cτ(1−x∗7(0)−x∗8(0))−ue ≤ 0; if x∗10(0) = 1,

x
′∗
10(0) = −cτ(1 − x∗7(0) − x∗8(0)) − ue ≤ 0. If x∗7(0) + x∗8(0) = 1, x

′∗
7 (0) + x

′∗
8 (0) =

−um ≤ 0, If x∗9(0) + x∗10(0) = 1, x
′∗
9 (0) + x

′∗
10(0) = −cτ(1− x∗7(0)− x∗8(0))− ue ≤ 0.
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So x
′∗
i (0) ≥ 0 if x

′
i(0) = 0 for i with 1 ≤ i ≤ 11 and x

′∗
i (0) ≤ 0 if

xi(0) = 1 for i with 1 ≤ i ≤ 11, x7(0) + x8(0) = 1, x9(0) + x10(0) = 1, x1(0) +

x2(0) + x3(0) + x4(0) + x5(0) + x6(0) + x11(0) = 1. (**)

Suppose (x∗10
, ..., x∗110

) is in Interior(Ω). (+)

Let t0 = inf{t ∈ (0,∞) : (x∗1(t), ..., x∗11(t)) on Bde(Ω)}. (++)

By the continuity of the solution on [0,∞), (x∗1(t), ..., x∗11(t)) ∈ Interior(Ω) on

[0, t0). So lim
t→t−0

(x∗1(t), ..., x∗11(t)) ∈ Ω. So we may substitute t0 for 0 in the arguments

following (*), so that (**) holds at t0. (***)

If we substitute any t′ ∈ [0,∞) for 0 in (+) and tt′ for t0 in (++), (***) holds.

(+++)

By (**), (***), (+++), and [26, Proposition 3.3], we have our result.

Define XS to be the set of all disease-free states. That is,

XS = {x ∈ Ω : xi = 0, i = 1, ..., 10}. (5.3.3)

Let Fi(x) be the rate of appearance of new infections in compartment i, V+
i (x) be

the rate of transfer of individuals into compartment i by all other means, and V−i (x)

be the rate of transfer of individuals out of compartment i. Let Vi = V−i − V+
i for

each i with 1 ≤ i ≤ 11 (see [52, Section 2, (1)]).

The following assumptions can be made:

Assumption(B0): For each i with 1 ≤ i ≤ 11, Fi, V+
i , V−i are continuously

differentiable at least twice in each x.

Observe that system (5.3.2) may be written as ẋi = fi(x) = Fi(x)− Vi(x) where

Vi(x) = V−i (x) − V+
i (x). Each Fi, V+

i , V−i is a polynomial function in 11 variables

and therefore continuous. It follows that for each i, j, k with 1 ≤ i, j, k ≤ 11, ∂fi
∂xj

and
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Figure 5.2: Solutions of system ( 5.3.2) converge to the DFE when R0 = .25;
parameter values given in Table 5.2.

∂2fi
∂xj∂xk

are polynomials in 11 variables. So for each i with 1 ≤ i ≤ 11, Fi, V+
i , V−i are

continuous and twice-differentiable in each x.

Assumption(B1): If x ∈ Ω, then Fi, V+
i , V−i ≥ 0 for i = 1, ..., 11.

All parameters are nonnegative. So we have, F1(x) = λH1x7x11 ≥ 0, V+
1 (x) = 0,

V−1 (x) = (yH1 + uH)x1 ≥ 0, F2(x) = λH2x8x11 ≥ 0, V+
2 (x) = 0, V−2 (x) = (yH2 +

uH)x2 ≥ 0, F3(x) = 0,V+
3 (x) = yH1x1 ≥ 0, V−3 (x) = β2λH2x8x3 + uHx3 ≥ 0,

F4(x) = 0, V+
4 (x) = yH2x2 ≥ 0, V−4 (x) = β1λH1x7x4 + uHx4 ≥ 0, F5(x) = β1λH1x7x4,

V+
5 (x) = 0, V−5 (x) = (yH1 + uH)x5 ≥ 0, F6(x) = β2λH2x8x3, V+

6 (x) = 0, V−6 (x) =

(yH2+uH)x6 ≥ 0, F7(x) = λV1(x1+x5)(1−x7−x8) ≥ 0, V+
7 (x) = cτ(1−x7−x8)x9 ≥ 0,

V−7 (x) = umx7 ≥ 0, F8(x) = λV2(x2 + x6)(1 − x7 − x8) ≥ 0, V+
8 (x) = cτ(1 − x7 −
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x8)x10 ≥ 0, V−8 (x) = umx8 ≥ 0, F9(x) = 0, V+
9 (x) = grm(1 − x9 − x10)x7 ≥ 0,

V−9 (x) = cτ(1−x7−x8)x9 +uex9 ≥ 0, F10(x) = 0, V+
10(x) = grm(1−x9−x10)x8 ≥ 0,

V−10(x) = cτ(1 − x7 − x8)x10 + uex10 ≥ 0, F11(x) = 0, V+
11(x) = uH ≥ 0, V−11(x) =

uHx11 + (λH1x7 + λH2x8)x11 ≥ 0.

Assumption(B2): If xi = 0, then V−i = 0. In particular, if x ∈ XS, then V−i = 0

for i = 1, ..., 10.

The first claim follows from the paragraph following (B1). Now if x ∈ XS, xi = 0

for i = 1, ..., 10. So the second claim follows from the first.

Assumption(B3): Fi = 0 if i = 11.

Follows from the paragraph following (B1).

Assumption(B4): If x ∈ XS, Fi(x) = 0 and V+
i (x) = 0 for i = 1, ..., 10.

If x ∈ XS, xi = 0 for i = 1, ..., 10. So result follows from the paragraph following

(B1).

Assumption(B5): Assume yH1 > 0, yH2 > 0, uH > 0, cτ > 0, grm > 0, um > 0,

(umcτ + ueum − grmcτ) > 0, all other parameters nonnegative. If F(x) is set to

zero, then all eigenvalues of Df(x0) have negative real part, where x0 is a disease-free

equilibrium (DFE) of system (5.3.2).
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Figure 5.3: Solutions of system ( 5.3.2) converge to E1 when R1 = 1.08,
R2 = .25, β1 = β2 = .5; parameter values given in Table 5.2.

A DFE of system (5.3.2) is defined to be a (locally asymptotically stable) equi-

librium of the disease-free model, i.e., system (5.3.2) restricted to XS. So the single

equilibrium solution with xi = 0 for 1, ..., 10 is x0 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1)T .

Recall that system (5.3.2) may be written as ẋi = fi(x) = Fi(x) − Vi(x) where

Vi(x) = V−i (x) − V+
i (x). So if F(x) is set to zero, then Fi(x) = 0 for each i. So

ẋi = fi(x) = 0− Vi(x).
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So system (5.3.2) becomes

ẋ1 = −(yH1 + uH)x1

ẋ2 = −(yH2 + uH)x2

ẋ3 = yH1x1 − β2λH2x8x3 − uHx3

ẋ4 = yH2x2 − β1λH1x7x4 − uHx4

ẋ5 = −(yH1 + uH)x5

ẋ6 = −(yH2 + uH)x6

ẋ7 = cτ(1− x7 − x8)x9 − umx7

ẋ8 = cτ(1− x7 − x8)x10 − umx8

ẋ9 = grm(1− x9 − x10)x7 − cτ(1− x7 − x8)x9 − uex9

ẋ10 = grm(1− x9 − x10)x8 − cτ(1− x7 − x8)x10 − uex10

ẋ11 = uH(1− x11)− (λH1x7 + λH2x8)x11

(5.3.4)

So,

Dfx(x) =

0BBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

a11 0 0 0 0 0 0 0 0 0 0

0 a22 0 0 0 0 0 0 0 0 0

yH1 0 a33 0 0 0 0 a38 0 0 0

0 yH2 0 a44 0 0 a47 0 0 0 0

0 0 0 0 a55 0 0 0 0 0 0

0 0 0 0 0 a66 0 0 0 0 0

0 0 0 0 0 0 a77 −cτx9 a79 0 0

0 0 0 0 0 0 −cτx10 a88 0 a8 10 0

0 0 0 0 0 0 a97 cτx9 a99 −grmx7 0

0 0 0 0 0 0 cτx10 a10 8 −grmx8 a10 10 0

0 0 0 0 0 0 −(λH1x11) −(λH2x11) 0 0 a11 11

1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

(5.3.5)

where

a11 = −(yH1 + uH),
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a22 = −(yH2 + uH),

a33 = −β2λH2x8 − uH ,

a38 = −β2λH2x3,

a44 = −β1λH1x7 − uH ,

a47 = −β1λH1x4,

a55 = −(yH1 + uH),

a66 = −(yH2 + uH),

a77 = −cτx9 − um,

a79 = cτ(1− x7 − x8),

a88 = −cτx10 − um,

a8 10 = cτ(1− x7 − x8,

a97 = grm(1− x9 − x10) + cτx9,

a99 = −cτ(1− x7 − x8)− ue − grmx7,

a10 8 = grm(1− x9 − x10) + cτx10,

a10 10 = −cτ(1− x7 − x8)− ue − grmx8,

a11 11 = −uH − (λH1x7 + λH2x8).

and,

Dfx(x0) =

0BBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

b11 0 0 0 0 0 0 0 0 0 0

0 b22 0 0 0 0 0 0 0 0 0

yH1 0 −uH 0 0 0 0 0 0 0 0

0 yH2 0 −uH 0 0 0 0 0 0 0

0 0 0 0 b55 0 0 0 0 0 0

0 0 0 0 0 b66 0 0 0 0 0

0 0 0 0 0 0 −um 0 cτ 0 0

0 0 0 0 0 0 0 −um 0 cτ 0

0 0 0 0 0 0 grm 0 −cτ − ue 0 0

0 0 0 0 0 0 0 grm 0 −cτ − ue 0

0 0 0 0 0 0 −(λH1 ) −(λH2 ) 0 0 −uH

1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

(5.3.6)

where

b11 = −(yH1 + uH),

b22 = −(yH2 + uH),

b55 = −(yH1 + uH),

b66 = −(yH2 + uH).
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The eigenvalues of Dfx(x0) are −uH and the eigenvalues of the submatrix of

Dfx(x0) obtained by deleting the eleventh row and the eleventh column of Dfx(x0).

We will denote this submatrix by J0 = [bij], 1 ≤ i, j ≤ 10. Now −J0 has the Z-

pattern, that is, −bij ≤ 0 for all i 6= j. A non-singular M-matrix is a matrix B

with the Z-pattern such that B is non-singular and the inverse of B is non-negative

[16,28].

Now det(−J0) = (yH1 + uH)2(yH2 + uH)2(uH)2(umcτ + ueum − grmcτ)2 > 0, by

assumption. Also, the inverse of −J0 is given by




c11 0 0 0 0 0 0 0 0 0

0 c22 0 0 0 0 0 0 0 0

c31 0 (uH)−1 0 0 0 0 0 0 0

0 c42 0 (uH)−1 0 0 0 0 0 0

0 0 0 0 c55 0 0 0 0 0

0 0 0 0 0 c66 0 0 0 0

0 0 0 0 0 0 c77 0 c79 0

0 0 0 0 0 0 0 c88 0 c8 10

0 0 0 0 0 0 c97 0 c99 0

0 0 0 0 0 0 0 c10 8 0 c10 10




(5.3.7)

where

c11 = 1
(yH1

+uH)
,

c31 =
yH1

(yH1
+uH)uH

,

c42 =
yH2

(yH2
+uH)uH

,

c22 = 1
(yH2

+uH)
,

c55 = 1
(yH1

+uH)
,
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c66 = 1
(yH2

+uH)
,

c77 = cτ+ue
umcτ+ueum−grmcτ ,

c79 = cτ
umcτ+ueum−grmcτ ,

c88 = cτ+ue
umcτ+ueum−grmcτ ,

c8 10 = cτ
umcτ+ueum−grmcτ ,

c97 = grm
umcτ+ueum−grmcτ ,

c99 = um
umcτ+ueum−grmcτ ,

c10 8 = grm
umcτ+ueum−grmcτ ,

c10 10 = um
umcτ+ueum−grmcτ .

So −J0 is a non-singular M -matrix and its eigenvalues all have positive real part

[16, 28]. So the eigenvalues of J0, and, consequently, Dfx(x0), all have negative real

part.

Given the above assumptions, we have the following result [52, Section 2, Lemma

1]:

If x0 is a DFE of (5.3.2) and fi(x) satisfies (B0)-(B5), then the derivatives

DF(x0) and DV(x0) are partitioned as

DF(x0) =



F 0

0 0


 , DV(x0) =



V 0

J3 J4


 ,

where F and V are the 10× 10 matrices defined by

F =

[
∂Fi
∂xj

(x0)

]
and V =

[
∂Vi
∂xj

(x0)

]
with 1 ≤ i, j ≤ 10.
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Figure 5.4: Solutions of system ( 5.3.2) converge to E1 when R1 = 1.08, R2 = .25,
β1 = β2 = .5; other parameter values given in Table 5.2.

Furthermore, F is non-negative, V is a non-singular M-matrix and all eigenvalues of

J4 have positive real part.

We will now establish R0.

The matrix FV −1 is called the next generation matrix for the model and the basic

reproduction number is defined as

R0 = ρ(FV −1), (5.3.8)

where ρ(A) denotes the spectral radius of the matrix A.
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Figure 5.5: System ( 5.3.2) decouples when R1 = 1.08, R2 = 1.08, β1 = β2 = .5;
other parameter values given in Table 5.2.

We therefore have the following proposition:

Proposition 5.3. Assume (yH1 + uH) > 0, (yH2 + uH) > 0, uH > 0, cτ > 0 and

um > 0, (umcτ + ueum − grmcτ) > 0, all other parameters nonnegative.

Then we may define R0 for system ( 5.3.2) by

R0 = maxi=1,2Ri,

where

Ri =
√

λHiλVi (cτ+ue)

(umcτ+ueum−grmcτ)(uH+yHi )

(5.3.9)

Proof. Recall that system (5.3.2) may be written as ẋi = fi(x) = Fi(x)−Vi(x) where
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Vi(x) = V−i (x)− V+
i (x) and where

F =




λH1x7x11

λH2x8x11

0

0

β1λH1x7x4

β2λH2x8x3

λV1(x1 + x5)(1− x7 − x8)

λV2(x2 + x6)(1− x7 − x8)

0

0

0




(5.3.10)

V =




(yH1 + uH)x1

(yH2 + uH)x2

−yH1x1 + β2λH2x8x3 + uHx3

−yH2x2 + β1λH1x7x4 + uHx4

(yH1 + uH)x5

(yH2 + uH)x6

−cτ(1− x7 − x8)x9 + umx7

−cτ(1− x7 − x8)x10 + umx8

−grm(1− x9 − x10)x7 + cτ(1− x7 − x8)x9 + uex9

−grm(1− x9 − x10)x8 + cτ(1− x7 − x8)x10 + uex10

−uH(1− x11) + (λH1x7 + λH2x8)x11




(5.3.11)
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By the lemma stated above, we then have,

F =




0 0 0 0 0 0 λH1 0 0 0

0 0 0 0 0 0 0 λH2 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

λV1 0 0 0 λV1 0 0 0 0 0

0 λV2 0 0 0 λV2 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0




(5.3.12)

V =




d11 0 0 0 0 0 0 0 0 0

0 d22 0 0 0 0 0 0 0 0

−yH1 0 uH 0 0 0 0 0 0 0

0 −yH2 0 uH 0 0 0 0 0 0

0 0 0 0 d55 0 0 0 0 0

0 0 0 0 0 d66 0 0 0 0

0 0 0 0 0 0 um 0 −cτ 0

0 0 0 0 0 0 0 um 0 −cτ

0 0 0 0 0 0 −grm 0 cτ + ue 0

0 0 0 0 0 0 0 −grm 0 cτ + ue




(5.3.13)

where

d11 = (yH1 + uH),
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d22 = (yH2 + uH),

d55 = (yH1 + uH),

d66 = (yH2 + uH).

J3 =

(
0 0 0 0 0 0 (λH1) (λH2) 0 0

)
(5.3.14)

and

J4 =

(
uH

)
(5.3.15)

where F is non-negative, V is a non-singular M-matrix and all eigenvalues of J4 have

positive real part.

Now by (5.3.12) and (5.3.13) we have that the characteristic equation of FV −1 is

given by:

λ10 +
(λV1

λH1
(uH+yH2

)+λV2
λH2

(uH+yH1
))(cτ+ue)

(uH+yH1
)(uH+yH2

)(−umcτ−ueum+grmcτ)
λ8

+
λV1

λH1
λV2

λH2
(cτ+ue)2

(uH+yH1
)(uH+yH2

)(−umcτ−ueum+grmcτ)2
λ6 = 0.

(5.3.16)

Clearly, 0 is a solution of this equation.

The others are:

λ1,2 = ±
√

λH1
λV1

(cτ+ue)

(umcτ+ueum−grmcτ)(uH+yH1
)

λ3,4 = ±
√

λH2
λV2

(cτ+ue)

(umcτ+ueum−grmcτ)(uH+yH2
)

(5.3.17)

So by (5.3.8), we have our desired result.

Proposition 5.4. Let R0, parameters be as in Proposition 5.3. The following con-

ditions characterize the stability of (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1)T :

1) If R0 < 1, then (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1)T is locally asymptotically stable.

2) If R0 > 1, then (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1)T is unstable.

Proof. The result follows from [52, Section 3, Theorem 2].
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Figure 5.6: System ( 5.3.2) decouples when R1 = 1.08, R2 = 1.08, β1 = β2 = .5;
other parameter values given in Table 5.2.

5.4 An Alternative Interpretation of Model (5.3.2)

By an alternative interpretation of Model (5.3.2), we have that x1, x3, x7, and x9 are

uninfected compartments and x2, x4, x5, x6, x8, x10, infected compartments.

In this case, we look for conditions under which a boundary equilibrium of Model

(5.3.2), E1 = (x1, 0, x3, 0, 0, 0, x7, 0, x9, 0, x11), exists and is (un-)stable; that is, the

strain for serotype 2 (can) cannot invade E1, the equilibrium for the strain for serotype

1.
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First, we set system (5.3.2) and compartments x2, x4, x5, x6, x8, x10 to 0. The

remaining equations are given by:

ẋ1 = λH1x7x11 − (yH1 + uH)x1 = 0

ẋ3 = yH1x1 − uHx3 = 0

ẋ7 = cτ(1− x7)x9 − umx7 + λV1(x1)(1− x7) = 0

ẋ9 = grm(1− x9)x7 − cτ(1− x7)x9 − uex9 = 0

ẋ11 = uH(1− x11)− (λH1x7)x11 = 0

(5.4.1)

Let (x1, 0, x3, 0, 0, 0, x7, 0, x9, 0, x11) be a solution of system (5.4.1), where com-

partments x2, x4, x5, x6, x8, x10 are set to 0. Then the equations for the nonvanishing

compartments are given by:

x1 =
λH1x7x11

(yH1 + uH)

x3 =
yH1x1

uH

x7 =
cτx9 + λV1x1

cτx9 + λV1x1 + um

x9 =
grmx7

cτ(1− x7) + grmx7 + ue

x11 =
uH

uH + λH1x7

(5.4.2)

We want (x1, x3, x7, x9, x11) to be in Ω. With this in mind, we have the following

proposition:

Proposition 5.5. Assume (umcτ +ueum−grmcτ) > 0, all other parameters positive.

Assume also that grm > cτ and λH1(cτ + ue) + uH(cτ − grm) > 0. Then R1 > 1 ⇔

system ( 5.3.2) has a boundary equilibrium, E1.
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Proof. ⇒

Suppose R1 > 1. Let R′ = (R1)2 =
λH1

λV1
(cτ+ue)

(umcτ+ueum−grmcτ)(uH+yH1
)
. Then, R′ > 1

(∗). If we solve for x11 in system (5.4.1), we see that it can take on three possi-

ble values: 0 and the roots of a degree-two polynomial function f , where f(x11) =

[(λH1 +uH)λV1(λH1ue + cτλH1 + cτuH − grmuH)]x2
11 + [cτ(grm−um)(uH +λH1)(uH +

yH1)−(ueλH1um+grmuHum)(uH+yH1)−λH1λV1uH(cτ+ue)+uHλV1(grm−cτ)(2uH+

λH1)]x11 +uH((cτ−grm)(uHλV1 +um(uH+yH1))−cτgrm(uH+yH1)). Now by assump-

tion, f(0) < 0 (**). By (*), f(1) = (R′−1)λH1(umcτ +ueum−grmcτ) > 0. So by the

intermediate value theorem, f has a real root between 0 and 1. If we substitute this

value, say b∗, for x11 in system (5.4.1), and solve for the other components in terms

of b∗, we see that system (5.4.1) is consistent. So a solution of system (5.4.1), with

x11 = b∗, exists. Additionally, the other solution components are uniquely determined

by b∗. Let E1 be this solution, so that x11 = b∗. Then 0 < x11 < 1. So E1 is not the

DFE. By (5.4.2), the other components of E1 6= 0. Now if we add (LHS) of equations

1 and 5 of (5.4.1), then x1 = uH
1−x11

uH+yH1
. So 0 < x1 < 1 and x11 + x1 =

uH+x11yH1

uH+yH1
< 1.

If we add equations 1,3 and 5 of (5.4.1), we obtain x3 = 1− (x1 +x11). So 0 < x3 < 1.

By equation 5 of (5.4.2), x7 > 0. By assumption, grm > cτ . So by equation 4 of

(5.4.2), 0 < x9 < 1. By equation 3 of (5.4.2), x7 < 1.

⇐

Suppose R1 < 1. Then, R′ < 1, by (∗). So f(1) = (R′ − 1)λH1(umcτ + ueum −

grmcτ) < 0. By (**), f(0) < 0. Now the coefficient of the square term of f is > 0,

by assumption. So f is concave up and cannot have a root between 0 and 1.

We will now study the local stability of the endemic equilibrium, E1.
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Proposition 5.6. Assume conditions are as in Proposition 5.5, R1 > 1, and λH1 < 1.

Suppose, additionally, that β2 ≤ 1. Then if R2 < 1, where R2 is as in ( 5.3.9), E1 is

locally asymptotically stable.

Proof. Since we take x1, x3, x7, and x9 to be uninfected and x2, x4, x5, x6, x8, x10 to

be infected compartments, we may rewrite system (5.3.2) as

ẋ2 = λH2x8x11 − (yH2 + uH)x2

ẋ4 = yH2x2 − β1λH1x7x4 − uHx4

ẋ6 = β2λH2x8x3 − (yH2 + uH)x6

ẋ8 = cτ(1− x7 − x8)x10 − umx8 + λV2(x2 + x6)(1− x7 − x8)

ẋ10 = grm(1− x9 − x10)x8 − cτ(1− x7 − x8)x10 − uex10

ẋ5 = β1λH1x7x4 − (yH1 + uH)x5

ẋ1 = λH1x7x11 − (yH1 + uH)x1

ẋ3 = yH1x1 − β2λH2x8x3 − uHx3

ẋ7 = cτ(1− x7 − x8)x9 − umx7 + λV1(x1 + x5)(1− x7 − x8)

ẋ9 = grm(1− x9 − x10)x7 − cτ(1− x7 − x8)x9 − uex9

ẋ11 = uH(1− x11)− (λH1x7 + λH2x8)x11

(5.4.3)

where (x10 , ..., x110) ∈ Ω, uH > 0.

Consider the linearized system of (5.4.3) at E1. The Jacobian matrix at E1 is

given by: 

A1 A2

A3 A4


 (5.4.4)



146

where

A1 =

0BBBBBBBBBBBBB@

(−yH2 + uH) 0 0 λH2x11 0 0

yH2 −β1λH1x7 − uH 0 0 0 0

0 0 −(yH2 + uH) β2λH2x3 0 0

λV2 (1− x7) 0 λV2 (1− x7) −um cτ(1− x7) 0

0 0 0 grm(1− x9) −cτ(1− x7)− ue 0

0 β1λH1x7 0 0 0 −(yH1 + uH)

1CCCCCCCCCCCCCA
(5.4.5)

A2 = 0,

A3 =

0BBBBBBBBBB@

0 0 0 0 0 0

0 0 0 −β2λH2x3 0 0

0 0 0 −cτx9 − λV1x1 0 λV1 (1− x7)

0 0 0 cτx9 −grmx7 0

0 0 0 −λH2x11 0 0

1CCCCCCCCCCA
(5.4.6)

and

A4 =

0BBBBBBBBBB@

−(yH1 + uH) 0 λH1x11 0 λH1x7

yH1 −uH 0 0 0

λV1 (1− x7) 0 −cτx9 − um − λV1x1 cτ(1− x7) 0

0 0 grm(1− x9) + cτx9 −grmx7 − cτ(1− x7)− ue 0

0 0 −λH1x11 0 −uH − λH1x7

1CCCCCCCCCCA
(5.4.7)

Observe that the Jacobian matrix at E1 is block lower triangular, so its eigenvalues

are determined by the eigenvalues of A1 = [bij], 1 ≤ i, j ≤ 6, A4 = [aij], 1 ≤ i, j ≤ 5,

where henceforth, [aij] refers exclusively to A4 and [bij] refers exclusively to A1.

Consider the submatrix of A4 obtained by deleting the fifth row and the fifth

column of A4. We will denote this submatrix by A0 = [aij], 1 ≤ i, j ≤ 4. Now −A0

has the Z-pattern (see B5). Also, det(−A0) = (yH1 + uH)uHλV1x1(grmx7 + cτ(1 −

x7) + ue) + (yH1 + uH)uHcτx9(ue + grm) > 0. The inverse of −A0 is given by
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uH
det(−A0)

×

0BBBBBBB@

(um + cτx9 + λV1 )(grmx7 + cτ(1− x7) + ue)− cτx9grmx7 0 −a13a44 a13a34

a21((um+cτx9+λV1 )(grmx7+cτ(1−x7)+ue)−cτx9grmx7)

uH
u−1
H −a21a13a44

uH

a21a13a34
uH

−a44a31 0 a11a44 −a34a11

a43a31 0 −a43a11 (yH1 + uH)( cτx9
x7

+ λV1x1)

1CCCCCCCA
(5.4.8)

By inspection, this inverse has all positive entries, so −A0 is a nonsingular M-

matrix (see B5). So the principal leading minors of −A0 are all positive [16, 28].

(*)

Recall that given a complex-valued n × n matrix P = [pij] with 1 ≤ i, j ≤ n, we

define its companion matrix M(P ) = [mij] with 1 ≤ i, j ≤ n by mij = |pij| if j = i and

mij = −|pij| if j 6= i ([28, Definition 2.5.10], see also [60]). P is called an H −matrix

if its companion matrix M(P ) is a (non-singular) M-matrix ([28, pp. 124] see also

[60]). Now M(−A4) has the Z-pattern (see (B5)). Also, −A0 is the submatrix of

M(−A4) obtained by deleting its last row and column, so the principal leading minors

of M(−A4) are the principal leading minors of −A0, which, by (*), are positive, and

det(M(−A4)) = (uH + λH1x7)[(yH1 + uH)uHλV1x1(1 − (1 − x7)λH1)(grmx7 + cτ(1 −

x7) + ue) + (yH1 + uH)uHcτx9(ue + grm)] > 0.

So M(−A4) is a non-singular M-matrix [16, 28] and −A4 is an H-Matrix. Now

an n× n complex-valued square matrix is said to be positive stable if its eigenvalues

all have positive real part [5, pp. 134]. An H-matrix with real entries is positive

stable iff it has positive diagonal entries [28, Exercise, pp. 124; 60, Lemma 2]. Now

−A4 clearly has positive diagonal entries. So it is positive stable. It follows that the

eigenvalues of A4 all have negative real part.

The eigenvalues of A1 are −(yH1 +uH) and the eigenvalues of the submatrix of A1

obtained by deleting the sixth row and the sixth column of A1. We will denote this
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submatrix by B0 = [bij], 1 ≤ i, j ≤ 5. Observe that −B0 has the Z-pattern. Also,

det(−B0) = (uH + β1λH1x7)[(yH2 + uH)2(umuex7 + cτ(1 − x7)x9) + (yH2 + uH)(1 −

x7)(λV2λH2)((1−(β2x3+x11))(ue+cτ)+cτx7(β2x3+x11))+(yH2+uH)(1−x7)(1−R2
2)] >

0, by the assumption that β2 ≤ 2 and the fact that x3 + x11 ≤ 1. The inverse of −B0

is given by

uH+β1λH1x1
det(−B0)

×

0BBBBBBBBBB@

det(−B0)
b11b22

+ b55b14b41b33
−b11

0 −b14b55b43 b14b55b33 −b14b45b33
− b21
b22

(
det(−B0)
b11b22

+ b55b14b41b33
−b11

) −b−1
22 − b21

b22
(−b14b55b43) − b21

b22
(b14b55b33) − b21

b22
(−b14b45b33)

−b34b55b43 0
det(−B0)
b22b33

+ b55b43b34b11
−b33

b34b55b11 −b34b45b11
b55b33b41 0 b11b55b43 −b55b33b11 b45b33b11

−b54b33b41 0 −b54b11b43 b54b33b11
det(−B0)
b22b55

+ b54b45b33b11
−b55

1CCCCCCCCCCA
(5.4.9)

By inspection, this inverse has all nonnegative entries, −B0 is a nonsingular M-

matrix and the eigenvalues of B0, and, consequently, A1, all have negative real part

(see B5).

So the eigenvalues of the Jacobian matrix at E1 all have negative real part, and

E1 is locally asymptotically stable.

Since system (5.3.2) is symmetric with respect to serotypes 1 and 2, we have

analogous results for conditions under which the strain for serotype 1 can invade E2,

the equilibrium for the strain for serotype 2.

We leave the study of the existence and analysis of a virus coexistence equilibrium

for a future project.



149

5.5 Numerical Simulations

We now conduct numerical simulations to illustrate our analytical results.

Values for uH , λH1,2 , yH1,2 , um, rm and g are comparable to those presented by

Coutinho et al. [8] on the basis of estimates known from the dengue infection pro-

cess and human and mosquito vital statistics. We assume that the entire juvenile

mosquito population is at carrying capacity.

We first take λH1,2 , λV1,2 small, yH1,2 large, with λH1 = λH2 = .1, λV1 = λV2 = .5,

yH1 = yH2 = .067. For parameter values given in column 2 of Table 5.2, R0 =

maxi=1,2Ri = .25. Accordingly, the simulations show that the DFE is asymptoti-

cally stable (see Figures 5.10, 5.1, 5.11, 5.2). Next, we take λH1 , λV1 large, yH1 small,

while maintaining parameter values for λH2 , λV2 and yH2 that are used in the sim-

ulations presented in Figures 5.10, 5.1, 5.11, 5.2. We modify other parameters so

that R0 = R1 = 1.08 and R2 = .25. As seen in Figures 5.12, 5.3, 5.13, 5.4, the

DFE is destabilized. Alternatively, we may take x1 = IH1 , x3 = ZH1 , x7 = IM1

and x9 = IE1 to be uninfected compartments and x2 = IH2 , x4 = ZH2 , x5 = YH1 ,

x5 = 6 = YH2 , x8 = IM2 , x10 = IE2 to be infected compartments. In this case, as

mentioned in the previous section, we look for conditions under which a boundary

equilibrium of system (5.3.2), E1 = (x1, 0, x3, 0, 0, 0, x7, 0, x9, 0, x11), exists and is

(un-)stable; that is, the strain for serotype 2 (can) cannot invade E1, the equilib-

rium for the strain for serotype 1. Following our analytical results, we see that when

the conditions for Proposition 5.5 are met, the boundary equilibrium E1 exists and

is given by (.08, 0, .008, 0, 0, 0, .051, 0, .006, 0, .912) (see Figures 5.12, 5.3, 5.13, 5.4).

Additionally, the simulations suggest that when β2 ≤ 1 and R2 < 1, the trajecto-

ries of system (5.3.2) converge to E1, as indicated by Proposition 5.6 (see column 3
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Figure 5.7: Solutions of system ( 5.3.2) converge to an endemic equilibrium when
R1 = 1.08, R2 = 1.08, β1 = β2 = 5; other parameter values given in Table 5.2.

of Table 5.2). Figures 5.12, 5.3, 5.13, 5.4 suggest that E1 is locally asymptotically

stable and that the strain for serotype 2 cannot invade this boundary equilibrium.

Under these conditions, then, a pandemic featuring both strains of the virus may be

prevented. Under such a scenario, the prevalence of DHF cases would cast doubt on

the “secondary infection” or “immune enhancement” hypothesis, since solutions for

the secondarily infected classes converge to 0 (see Figure 5.3).

We then take λH1,2 , λV1,2 large, yH1,2 small, with λH1 = λH2 = .95, λV1 = λV2 = .95,

yH1 = yH2 = .05. We have R0 = R1 = R2 = 1.08, and conditions for the existence for

the existence of both E1 and E2, following Proposition 5.5 and the symmetry of system

(5.3.2) with respect to serotypes 1 and 2, are met. When we take initial conditions
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for the subsystems for serotypes 1 and 2, {x1, x3, x7, x9, x11} and {x2, x4, x8, x10, x11},

respectively, to be the same and β1 = β2 = .5 < 1 (see column 4 of Table 5.2), system

(5.3.2) decouples into these subsystems. Trajectories converge to endemic equilibria

for these subsystems, Ẽ1 = Ẽ2 = (.08, .008, .051, .006, .912), the restrictions of E1 and

E2 to the subsystems for serotypes 1 and 2, respectively. Because β1 = β2 = .5 < 1,

trajectories x5 and x6 converge to 0, so that we may observe two distinct epidemics

for serotypes 1 and 2 (Figures 5.14, 5.5, 5.15, 5.6).

Figure 5.8: Solutions of system ( 5.3.2) converge to an endemic equilibrium when
R1 = 1.08, R2 = 1.08, β1 = 5, β2 = .5; other parameter values given in Table 5.2.

We next take β1 = β2 = 5 > 1 while maintaining other parameter values used in

the simulations presented in (Figures 5.14, 5.5, 5.15, 5.6) (see column 5 of Table 5.2).

Trajectories x5 and x6 now converge to positive values (Figure 5.7).
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We therefore obtain a virus coexistence equilibrium for system (5.3.2), whose val-

ues are given by (.08, .08, .008, .008, .0009, .0009, .051, .051, .006, .006, .912) (Figures

5.14, 5.5, 5.15, 5.6, 5.7). We conclude that when primary infections increase sus-

ceptibility to secondary infections, a pandemic featuring strains for both serotypes,

where the prevalence of infection by one serotype contributes to that of the other,

may ensue.

Finally, when we take β1 = 5 > .5 = β2, we obtain an endemic equilib-

rium whose values for those compartments corresponding to infection by serotype 1

({x1, x3, x5, x7, x9, x11}) are greater than the values for their counterparts correspond-

ing to infection by serotype 2 ({x2, x4, x6, x8, x10, x11}) (Figures 5.16, 5.8, 5.17, 5.9).

We may observe, then, a pandemic featuring both serotypes where the sub-pandemic

for serotype 1 is more intense than the one for serotype 2. Interestingly, even though

β2 < 1, we observe the persistence of the sub-pandemic for serotype 2, indicating that

though infection with serotype 1 confers partial or total immunity to serotype 2, the

prevalence of secondary infections of serotype 1 contributes to the prevalence of the

sub-pandemic for serotype 2. This implies that increased susceptibility to serotype

2 due to primary infection with serotype 1 is not a necessary condition for a single

pandemic featuring both serotypes.

5.6 Discussion

In this chapter, we presented an ODE model that incorporates two serotypes of the

dengue virus and allows for the possibility of both primary and secondary infections

with each serotype. Our model depicts dengue transmission in 3 components: human
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Figure 5.9: Solutions of system ( 5.3.2) converge to an endemic equilibrium when
R1 = 1.08, R2 = 1.08, β1 = 5, β2 = .5; other parameter values given in Table 5.2.

hosts, adult mosquitoes, and juvenile mosquitoes, combining a coupled SIR system

for disease transmission in the human host with a two-stage coupled SI model for

disease transmission in the mosquito vector. We assumed that the entire human,

adult, and juvenile mosquito populations remain constant.

We first proved that if initial conditions are positive, the positive cone will be

positively invariant and solutions will exist for all time. We then made variable

substitutions to obtain a simplified, proportion-based system. Next we assumed that

the natural adult mosquito rate, the natural human death rate, and the rates at which

juveniles transfer out of their compartments, among other conditions, are positive.

Under these assumptions, we were able to derive conditions for the existence of a
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threshold parameter, the reproductive number (R0), denoting the expected number

of secondary cases produced by a typically infective individual. We obtained an

analytical expression for R0 that defines it as the maximum of the reproduction

numbers for each strain/serotype of the virus.

We next presented an alternative interpretation of Model (5.2.1) where compart-

ments corresponding to primary infection by serotype 1 are uninfected compartments,

and compartments corresponding to primary infection by serotype 2 are infected com-

partments. We looked for conditions under which the strain for serotype 2 can invade

the equilibrium for the strain for serotype 1. Interestingly, Propositions 5.5 and 5.6

suggest that the existence of a boundary equilibrium for a particular strain destabilizes

the boundary equilibrium for the other. Future work that explores this implication

and proves and analyzes the existence of a virus coexistence equilibrium is indicated.

Simulations were conducted to illustrate analytical results and to numerically

verify the existence of a virus coexistence equilibrium. The results suggest that in

order to contain a two-strain pandemic, controlling βi, the susceptibility of a host to

serotype i due to infection with serotype j, is crucial. From a strategic, prevention-

minded point of view, improving health and sanitation conditions in regions and

among humans at high risk for contracting the dengue virus is therefore paramount.

Despite the fact that contraction of the virus cannot take place between high-risk

humans, the transmission dynamics indicate that the very existence of these high-

risk groups and regions exacerbates the possibility of a pandemic.
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Description
Values for Figure

5.10, 5.1, 5.11, 5.2 5.12, 5.3, 5.13, 5.4 5.14, 5.5, 5.15, 5.6 5.7 5.16, 5.8, 5.17, 5.9
Initial Condition

x1 .005 .005 .005 .005 .005
x2 .0025 .0025 .005 .005 .0005
x3 .0001 .0001 .0001 .0001 .0001
x4 .00005 .00005 .0001 .0001 .0001
x5 .00005 .00005 .00005 .00005 .00005
x6 .000005 .000005 .00005 .00005 .00005
x7 0.33 0.33 0.33 0.33 0.33
x8 0.1 0.1 0.33 0.33 0.33
x9 .075 .075 .075 .075 .075
x10 .025 .025 .075 .075 .075
x11 .98 .98 .98 .98 .98

Parameter
uH 2.5 0.5 0.5 0.5 0.5
λH1 0.1 0.95 0.95 0.95 0.95
yH1 0.067 0.05 0.05 0.05 0.05
um 2.6 1.5 1.5 1.5 1.5
rm 10 5 5 5 5
g 0.25 0.25 0.25 0.25 0.25
ue 2.6 10 10 10 10
τ 0.7 0.9 0.9 0.9 0.9
λH2 0.1 0.1 0.95 0.95 0.95
yH2 0.067 0.067 0.05 0.05 0.05
λV1 0.5 0.95 0.95 0.95 0.95
λV2 0.5 0.5 0.95 0.95 0.95
β1 0.5 0.5 0.5 5 5
β2 0.5 0.5 0.5 5 0.5
c 1 0.8 0.8 0.8 0.8

Table 5.2: Values for parameters and variables of Model ( 5.3.2)
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Figure 5.10: Solutions of system ( 5.3.2) converge to the DFE when R0 = .25;
parameter values given in Table 5.2.
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Figure 5.11: Solutions of system ( 5.3.2) converge to the DFE when R0 = .25;
parameter values given in Table 5.2.
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Figure 5.12: Solutions of system ( 5.3.2) converge to E1 when R1 = 1.08,
R2 = .25, β1 = β2 = .5; parameter values given in Table 5.2.
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Figure 5.13: Solutions of system ( 5.3.2) converge to E1 when R1 = 1.08,
R2 = .25, β1 = β2 = .5; other parameter values given in Table 5.2.
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Figure 5.14: System ( 5.3.2) decouples when R1 = 1.08, R2 = 1.08, β1 = β2 = .5;
other parameter values given in Table 5.2.
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Figure 5.15: System ( 5.3.2) decouples when R1 = 1.08, R2 = 1.08, β1 = β2 = .5;
other parameter values given in Table 5.2.
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Figure 5.16: Solutions of system ( 5.3.2) converge to an endemic equilibrium when
R1 = 1.08, R2 = 1.08, β1 = 5, β2 = .5; other parameter values given in Table 5.2.
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Figure 5.17: Solutions of system ( 5.3.2) converge to an endemic equilibrium when
R1 = 1.08, R2 = 1.08, β1 = 5, β2 = .5; other parameter values given in Table 5.2.



Appendix I

The degree-four polynomial in the proof of Proposition 2.6 is given by:

f(x4) =

(g3r3vHyH
2τ1λH + 2 g3r3vH

2yHτ1λH + g3r3vH
3τ1λH)x4

4+

g2 (yH + vH) r2(rgp1vH
3 + rvH

2gp1λH − 3 rvH
2gτ1λH + rvH

2gyHp1

+rvHgyHp1λH − 3 rvHgyHτ1λH + vH
2τ1λHλv − vH2τ1λHp1

+2 vH
2τ1λHum − vHλvλH2τ1 − vHτ1λHyHp1 − vHτ1λH2p1 + 2 vHτ1λHyHum − τ1λH2yHp1)x4

3+

(−6 g3r3vH
2yHp1λH − 3 g3r3vHyH

2p1λH + 2 τ1λH
2g2r2vH

2p1 − rvHgλvλH2τ1umyH + rvH
2gumyHτ1λHλv

+2 g2r2vHλvλH
2τ1yH − 2 g2r2vH

2yHτ1λHλv − g2r2vHλvλH2p1yH − g2r2vH2λvλHp1yH − τ1λH2λvp1vHgryH

−vH2τ1λHλvp1gryH − τ1λH2λvp1vH
2gr − rvH2gλvλH

2τ1um + rgvH
3umτ1λHλv − rvH2gλv

2λH
2τ1

−2 g2r2vH
3τ1λHλv − g2r2vH2λvλH

2p1 − g2r2vH3λvλHp1 − τ1λHλvvH3p1gr

+4 g2r2vH
3yHp1um + 2 g2r2vH

2yH
2p1um − 6 g3r3vH

3yHp1 − 3 g3r3vH
2yH

2p1 + 3 g3r3vHyH
2τ1λH

+2 g2r2vH
2λvλH

2τ1 − 2 τ1λHgryH
2p1vHum − 3 g3r3vH

4p1 + 6 g3r3vH
2yHτ1λH + 3 g3r3vH

3τ1λH

+4 τ1λH
2g2r2yHp1vH + 2 τ1λHg

2r2yH
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2r2yHp1vH
2 − 4 τ1λH

2gryHp1umvH

−2 τ1λH
2gryH
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2p1λHum + 4 g2r2vH

2yHp1λHum + 2 rvH
2gum2yHτ1λH

−4 g2r2vHyH
2τ1λHum − 8 g2r2vH

2yHτ1λHum + rvHgum
2yH

2τ1λH − 4 τ1λHgryHp1vH
2um

+2 τ1λH
2g2r2yH

2p1 + 2 g2r2vH
3τ1λHp1 + 2 g2r2vH

3p1λHum + rgvH
3um2τ1λH − 4 g2r2vH

3τ1λHum

−2 τ1λHgrvH
3p1um − 2 τ1λH

2grvH
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2+
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(6 g3r3vH
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2gum2yHp1λH + rvHgum
2yH

2p1λH

−τ1λH2um2yH
2p1 − τ1λHum2yH

2p1vH − 2 τ1λHum
2yHp1vH

2 + rgvH
3um2p1λH − τ1λHum2vH

3p1

−τ1λH2um2vH
2p1 − 2 τ1λH

2um2yHp1vH + rvHgλvλH
2τ1umyH − rvH2gumyHτ1λHλv − g2r2vHλvλH2τ1yH

+g2r2vH
2yHτ1λHλv + 2 g2r2vHλvλH

2p1yH + 2 g2r2vH
2λvλHp1yH + τ1λH

2λvp1vHgryH

+vH
2τ1λHλvp1gryH + τ1λH

2λvp1vH
2gr + rvH

2gλvλH
2τ1um − rgvH3umτ1λHλv

+rvH
2gλv

2λH
2τ1 + g2r2vH

3τ1λHλv + 2 g2r2vH
2λvλH

2p1 + 2 g2r2vH
3λvλHp1 + τ1λHλvvH

3p1gr

−rvH2gλvλHp1umyH − rvHgλvλH2p1umyH − τ1λH2λvp1vHumyH − vH2τ1λHλvp1umyH − rvH2gλvλH
2p1um

−rgvH3λvλHp1um − τ1λHλvvH3p1um − 8 g2r2vH
3yHp1um − 4 g2r2vH

2yH
2p1um + 6 g3r3vH

3yHp1

+3 g3r3vH
2yH

2p1 + 2 rgvH
3um2yHp1 + rvH

2gum2yH
2p1 − g3r3vHyH2τ1λH − g2r2vH2λvλH

2τ1

+2 τ1λHgryH
2p1vHum + 3 g3r3vH

4p1 − 2 g3r3vH
2yHτ1λH − g3r3vH3τ1λH

−2 τ1λH
2g2r2yHp1vH − τ1λHg2r2yH2p1vH − 2 τ1λHg

2r2yHp1vH
2

+4 τ1λH
2gryHp1umvH + 2 τ1λH

2gryH
2p1um − 4 g2r2vHyH

2p1λHum − 8 g2r2vH
2yHp1λHum

−2 rvH
2gum2yHτ1λH + 2 g2r2vHyH

2τ1λHum + 4 g2r2vH
2yHτ1λHum − rvHgum2yH

2τ1λH

+4 τ1λHgryHp1vH
2um − τ1λH2g2r2yH

2p1 − g2r2vH3τ1λHp1 − 4 g2r2vH
3p1λHum

−rgvH3um2τ1λH + 2 g2r2vH
3τ1λHum + 2 τ1λHgrvH

3p1um

+2 τ1λH
2grvH

2p1um + 3 g3r3vH
3p1λH − 4 g2r2vH

4p1um + rgvH
4um2p1 − τ1λH2λvp1vH

2um)x4

−rgp1vH (yH + vH) (λH + vH) (rg − um) (rgyH + rvHg + λvλH − umyH − vHum)



Bibliography

[1] Centers for Disease Control and Prevention, http://www.cdc.gov/Dengue. [cited April 23,
2010].

[2] Dengue signs and clinical symptoms, CBWInfo.com, http://www.cbwinfo.com/Biological/
Pathogens/DENV.html. [cited April 23, 2010].

[3] Dengue Virus Net, http://www.denguevirusnet.com/signs-a-symptoms.html. [cited April
23, 2010].

[4] World Health Organization, http://www.who.int/topics/dengue/en. [cited April 23, 2010].

[5] Matrix theory and applications, Proceedings of Symposia in Applied Mathematics, vol. 40,
American Mathematical Society, Providence, RI, 1990. Lecture notes prepared for the American
Mathematical Society Short Course held in Phoenix, Arizona, January 10–11, 1989, Edited by
Charles R. Johnson, AMS Short Course Lecture Notes.

[6] Classification, Medical Microbiology (1996), 213–261.

[7] G. Butler, H.I. Freedman, and P. Waltman, Uniformly persistent systems, Proc. Amer. Math.
Soc. 96 (1986), no. 3, 425–430.

[8] F.A.B. Coutinho, M.N. Burattini, L.F. Lopez, and E. Massad, Threshold conditions for a non-
autonomous epidemic system describing the population dynamics of dengue, Bull. Math. Biol.
68 (2006), no. 8, 2263–2282.

[9] D.A.T. Cummings, R.A. Irizarry, N.E. Huang, T.P. Endy, A. Nisalak, K. Ungchusak, and D.S.
Burke, Travelling waves in the occurrence of dengue haemorrhagic fever in Thailand, Nature
427 (2004), no. 6972, 344–347.

[10] J.P. Cunha and M.C. Stoppler, Dengue fever, MedicineNet.com, http://www.medicinenet.
com/dengue_fever/article.htm. [cited April 23, 2010].

[11] L. Esteva and C. Vargas, A model for dengue disease with variable human population, J. Math.
Biol. 38 (1999), no. 3, 220–240.

[12] , Coexistence of different serotypes of dengue virus, J. Math. Biol. 46 (2003), no. 1,
31–47.

[13] C. Favier, N. Degallier, M.A. Dubois, J.C. Boulanger, C.E. Menkes, L. Torres, et al., Dengue
epidemic modeling: stakes and pitfalls, Asia Pacific Biotech News 9 (2005), no. No. 22, 1191–
1194.

[14] C. Favier, D. Schmit, C.D.M. Muller-Graf, B. Cazelles, N. Degallier, B. Mondet, and M.A.
Dubois, Influence of spatial heterogeneity on an emerging infectious disease: the case of dengue
epidemics, Proceedings of the Royal Society B: Biological Sciences 272 (2005), no. 1568, 1171–
1177.

166



167

[15] Z. Feng and J.X. Velasco-Hernandez, Competitive exclusion in a vector-host model for the dengue
fever, J. Math. Biol. 35 (1997), no. 5, 523–544.

[16] M. Fiedler, Special matrices and their applications in numerical mathematics, Springer, 1986.

[17] R.A. Fisher and J.H. Bennett, The genetical theory of natural selection: a complete variorum
edition, Oxford University Press, USA, 1999.

[18] T. Fujimoto and R.R. Ranade, Two characterizations of inverse-positive matrices: the Hawkins-
Simon condition and the Le Chatelier-Braun principle, Electronic Journal of Linear Algebra 11
(2004), 59–65.

[19] D.O. Fuller, A. Troyo, and J.C. Beier, El Niño Southern Oscillation and vegetation dynamics
as predictors of dengue fever cases in Costa Rica, Environmental Research Letters 4 (2009),
1–8.

[20] D.J. Gubler, Dengue, The arboviruses: epidemiology and ecology 2 (1986), 213–261.

[21] , Dengue and dengue hemorrhagic fever, Clinical microbiology reviews 11 (1998), no. 3,
480–496.

[22] K.P. Hadeler and M.A. Lewis, Spatial dynamics of the diffusive logistic equation with a sedentary
compartment, Canadian Appl. Math. Quart 10 (2002), 473–499.

[23] J.K. Hale and H. Koçak, Dynamics and bifurcations, Texts in Applied Mathematics, vol. 3,
Springer-Verlag, New York, 1991.

[24] S.B. Halstead, D.J. Gubler, and G. Kuno, Dengue and dengue hemorrhagic fever, Handbook of
Zoonoses (1994), 89–99.

[25] D. Harper, Online Etymology Dictionary, http://www.etymonline.com/index.php?search=
dengue&searchmode=none, 2001. [cited April 23, 2010].

[26] M.W. Hirsch and H. Smith, Monotone dynamical systems, http://math.cts.nthu.edu.tw/
Mathematics/english/lecnotes/2006/MonotoneDynamics.pdf, 2004.

[27] P. Hochedez, S. Jaureguiberry, M. Debruyne, P. Bossi, P. Hausfater, G. Brucker, F. Bricaire,
and E. Caumes, Chikungunya infection in travelers, Emerging infectious diseases 12 (2006),
no. 10, 1565–1567.

[28] R.A. Horn and C.R. Johnson, Topics in matrix analysis, Cambridge University Press, Cam-
bridge, 1994. Corrected reprint of the 1991 original.

[29] B. Kim, Computing traveling-wave front solutions in a diffusive predator-prey model,
University of Michigan, REU Program, http://www.math.lsa.umich.edu/undergrad/REU/
ArchivedREUpapers/reu2004.pdf, 2004.

[30] M. Kot, Elements of mathematical ecology, Cambridge University Press, Cambridge, 2001.

[31] M. Lewis, J. Renc lawowicz, and P. van den Driessche, Traveling waves and spread rates for a
West Nile virus model, Bull. Math. Biol. 68 (2006), no. 1, 3–23.

[32] B. Li, H.F. Weinberger, and M.A. Lewis, Spreading speeds as slowest wave speeds for cooperative
systems, Math. Biosci. 196 (2005), no. 1, 82–98.

[33] Y. Lou and X.Q. Zhao, A climate-based malaria transmission model with structured vector
population, SIAM Journal on Applied Mathematics 70 (2010), 2023–2044.



168

[34] P. Magal, Perturbation of a globally stable steady state and uniform persistence, J. Dynam.
Differential Equations 21 (2009), no. 1, 1–20.

[35] P. Magal and X.Q. Zhao, Global attractors and steady states for uniformly persistent dynamical
systems, SIAM J. Math. Anal. 37 (2005), no. 1.

[36] N.A. Maidana and H.M. Yang, Describing the geographic spread of dengue disease by traveling
waves, Math. Biosci. 215 (2008), no. 1, 64–77.

[37] CCC Newsdesk, Brazil tunes in to climate change issues, ClimateChangeCorp (March 2007).

[38] L. Perko, Differential equations and dynamical systems, Third, Texts in Applied Mathematics,
vol. 7, Springer-Verlag, New York, 2001.

[39] A. Rivero, P. Agnew, S. Bedhomme, C. Sidobre, and Y. Michalakis, Resource depletion in Aedes
aegypti mosquitoes infected by the microsporidia Vavraia culicis, Parasitology 134 (2007), no. 10,
1355–1362.

[40] S. Ruan and J. Wu, Modeling spatial spread of communicable diseases involving animal hosts,
Spatial Ecology (2009), 293–316.

[41] K.J. Ryan, C.G. Ray, and J.C. Sherris, Sherris medical microbiology: an introduction to infec-
tious diseases, McGraw-Hill Medical, 2004.

[42] M. Schechter, Principles of functional analysis, Second, Graduate Studies in Mathematics,
vol. 36, American Mathematical Society, Providence, RI, 2002.

[43] R. Siegel, Flavivirus, www.stanford.edu/group/virus/1999/asb-flavi/overview.html.
[cited April 23, 2010].

[44] H. L. Smith, Monotone dynamical systems, Mathematical Surveys and Monographs, vol. 41,
American Mathematical Society, Providence, RI, 1995. An introduction to the theory of com-
petitive and cooperative systems.

[45] R. V. Southcott, Cleland, Sir John Burton (1878 - 1971), Australian Dictionary of Biography
8 (1981), 23–25.

[46] M. Sriprom, P. Barbazan, and I. M. Tang, Destabilizing effect of the host immune status on the
sequential transmission dynamic of the dengue virus infection, Math. Comput. Modelling 45
(2007), no. 9-10, 1053–1066.

[47] L.T. Takahashi, N.A. Maidana, W. Castro Ferreira Jr., P. Pulino, and H.M. Yang, Mathematical
models for the Aedes aegypti dispersal dynamics: travelling waves by wing and wind, Bull. Math.
Biol. 67 (2005), no. 3, 509–528.

[48] K.B. Tan, H.L. Koh, A.M.I. Izani, and S.Y. (2008) Teh, Modeling mosquito population with
temperature effects, Penang, Malaysia, 2008.

[49] M.G. Teixeira, M.C.N. Costa, M.L.B. Lima, and E. Mota, Dengue and dengue hemorrhagic
fever epidemics in Brazil: what research is needed based on trends, surveillance, and control
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