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The acoustic Green’s function (GF) is the key to understanding the acoustic prop-

erties of ocean environments. With knowledge of the acoustic GF, the physics of

sound propagation, such as dispersion, can be analyzed; underwater communication

over thousands of miles can be understood; physical properties of the ocean, includ-

ing ocean temperature, ocean current speed, as well as seafloor bathymetry, can be

investigated. Experimental methods of acoustic GF extraction can be categorized

as active methods and passive methods. Active methods are based on employment

of man-made sound sources. These active methods require less computational com-

plexity and time, but may cause harm to marine mammals. Passive methods cost

much less and do not harm marine mammals, but require more theoretical and com-

putational work. Both methods have advantages and disadvantages that should be

carefully tailored to fit the need of each specific environment and application. In this

dissertation, we study one passive method, the noise interferometry method, and one

active method, the inverse filter processing method, to achieve acoustic GF extraction

in the ocean.

The passive method of noise interferometry makes use of ambient noise to extract

an approximation to the acoustic GF. In an environment with a diffusive distribution

of sound sources, sound waves that pass through two hydrophones at two locations

carry the information of the acoustic GF between these two locations; by listening



to the long-term ambient noise signals and cross-correlating the noise data recorded

at two locations, the acoustic GF emerges from the noise cross-correlation function

(NCF); a coherent stack of many realizations of NCFs yields a good approximation

to the acoustic GF between these two locations, with all the deterministic structures

clearly exhibited in the waveform. To test the performance of noise interferometry

in different types of ocean environments, two field experiments were performed and

ambient noise data were collected in a 100-meter deep coastal ocean environment and

a 600-meter deep ocean environment.

In the coastal ocean environment, the collected noise data were processed by co-

herently stacking five days of cross-correlation functions between pairs of hydrophones

separated by 5 km, 10 km and 15 km, respectively. NCF waveforms were modeled

using the KRAKEN normal mode model, with the difference between the NCFs and

the acoustic GFs quantified by a weighting function. Through waveform inversion

of NCFs, an optimal geoacoustic model was obtained by minimizing the two-norm

misfit between the simulation and the measurement. Using a simulated time-reversal

mirror, the extracted GF was back propagated from the receiver location to the vir-

tual source, and a strong focus was found in the vicinity of the source, which provides

additional support for the optimality of the aforementioned geoacoustic model. With

the extracted GF, dispersion in experimental shallow water environment was visu-

alized in the time-frequency representation. Normal modes of GFs were separated

using the time-warping transformation. By separating the modes in the frequency

domain of the time-warped signal, we isolated modal arrivals and reconstructed the

NCF by summing up the isolated modes, thereby significantly improving the signal-

to-noise ratio of NCFs. Finally, these reconstructed NCFs were employed to estimate

the depth-averaged current speed in the Florida Straits, based on an effective sound

speed approximation.



In the mid-deep ocean environment, the noise data were processed using the same

noise interferometry method, but the obtained NCFs were not as good as those in the

coastal ocean environment. Several highly possible reasons of the difference in the

noise interferometry performance were investigated and discussed. The first one is

the noise source composition, which is different in the spectrograms of noise records

in two environments. The second is strong ocean current variability that can result

in coherence loss and undermine the utility of coherent stacking. The third one is

the downward refracting sound speed profile, which impedes strong coupling between

near surface noise sources and the near-bottom instruments.

The active method of inverse filter processing was tested in a long-range deep-

ocean environment. The high-power sound source, which was located near the sound

channel axis, transmitted a pre-designed signal that was composed of a precursor

signal and a communication signal. After traveling 1428.5 km distance in the north

Pacific Ocean, the transmitted signal was detected by the receiver and was processed

using the inverse filter. The probe signal, which was composed of M sequences and

was known at the receiver, was utilized for the GF extraction in the inverse filter; the

communication signal was then interpreted with the extracted GF. With a glitch in

the length of communication signal, the inverse filter processing method was shown

to be effective for long-range low-frequency deep ocean acoustic communication.

In summary, this dissertation explored two creative methods to extract the acous-

tic GFs in the ocean. The extracted acoustic GFs were utilized both for studying

the physical properties of the ocean and for underwater communication. The study

combined experimental data analysis and numerical simulation, using various signal

processing techniques. This work is valuable in both passive acoustic remote sensing

and active acoustic communication.
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Chapter 1

Introduction

1.1 Acoustic Green’s function in the ocean

1.1.1 What is acoustic Green’s function

Mathematically, the acoustic Green’s function is the solution to the acoustic wave

equation, when boundary conditions are specified and the source function is a delta

function. The transient acoustic Green’s function in the ocean, which is also referred

to as impulse response function or system function in the underwater communication

community, is determined by the physical properties of relevant underwater environ-

ment. Given a specific ocean environment, with the known locations of the source

and the receiver, the Green’s function between these two locations can be obtained

either analytically or numerically. The underwater communication problem can be

viewed as a dynamic linear system, or a sound propagation waveguide; the input is

the transmitted signal at the source location, while the output is the received signal

at the receiver location. In this sense, Green’s function is the system function, which

represents the physical properties of the system; or an impulse response function,

which is the output/response signal when the input signal is an impulse.

While its definition is relatively simple, the calculation of the acoustic Green’s

function in an ocean environment can be very complicated. Firstly, the ocean is a

1
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constantly varying dynamic system, which means that its physical properties change

with time and location. The sound speed, which depends on temperature, salinity and

pressure, varies with space and time, which adds complexity in solving the acoustic

wave equation. Secondly, the boundary conditions for acoustic wave equation in an

ocean environment are not easy to deal with. For the upper interface with the air, it’s

appropriate to approximate it with a pressure-release free surface under most circum-

stances. For the ocean bottom, some types of seafloor geoacoustic model are widely

used, including the ideal (free-surface and rigid-bottom) waveguide model, half-space

Pekeris model and other multi-layer models. Note that seafloor topography should

also be carefully considered when the bathymetric variation is comparable with the

wavelength, i.e. the range dependency is required in solving the acoustic equation.

With the complexities mentioned above, Green’s function cannot be extracted ana-

lytically for most cases. Thus, numerical models based on good approximations are

usually the effective ways to compute the acoustic Green’s function in the ocean.

1.1.2 Why do we study acoustic Green’s function in the ocean

Extraction of acoustic Green’s function is of great importance and significance. The

acoustic Green’s function is the key to understand the physics of the ocean acous-

tic environment. For example, from the Green’s function, dispersive propagation

properties can be analyzed and utilized in shallow water. In the field of underwater

communication, especially for the deep-ocean long-range communication, once the

Green’s function is known, the transmitted signal can be effectively recovered from

the received signal, i.e. Green’s function is the key to underwater communication.

In acoustical oceanography, physical properties of the ocean environment, including

temperature, current speed, seafloor structure, etc., can be estimated from the acous-
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tic Green’s function; by monitoring the variation of the Green’s function, changes of

the environment can be analyzed accordingly.

1.1.3 How to extract acoustic Green’s function in the ocean

In real ocean, extraction of acoustic Green’s function is very challenging. Firstly, the

ocean environment varies with time. Therefore the acoustic Green’s function varies

with time. Secondly, the ocean is an inhomogeneous moving medium which is sig-

nificantly affected by multiple factors, including waves, tides, winds, currents, and so

on. Thus theoretical studies usually need good approximations and assumptions, in

order to solve the acoustic wave equation with corresponding boundary conditions.

Thirdly, getting data from real ocean environment is challenging and costly, and the

data quality is sometimes poor. Thus, extracting the acoustic Green’s function of the

ocean with low cost, high accuracy and short computation time is a goal of underwa-

ter acoustic researchers.

Experimental methods to estimate Green’s functions are in principal best in that

they correspond to the true environment. Experimental methods to extract ocean

acoustic Green’s functions can be categorized as active methods and passive methods.

Active methods are based on the usage of controlled active man-made sources. Tradi-

tionally, active methods have been used to experimentally measure Green’s functions.

The main downside of active methods is the high cost for construction and implemen-

tation. Also, concerns relating to effects on marine animals have led to a complicated

set of regulations. Therefore, in many cases, the passive method is very popular and

important, as it doesn’t need any controlled man-made sources. But its cost could

be the sacrifice in data quality and computation complexity; especially, in certain

cases, more efforts are required in exploring the acoustic theory and developing new



4

signal processing methods. Acoustic researchers work to find a balance between the

advantages and disadvantages of passive and active methods, and find a good solution

to a given environment.

In this dissertation, we present two methods to extract the transient acoustic

Green’s function: the method of Noise Interferometry (NI), which is purely passive

and needs longer computation time and lower construction cost, as well as the method

of Inverse Filter Processing (IFP), which is active and needs shorter computation time

and higher construction cost. It should be noted that due to the complexity of ocean

environment, there is no universal method that applies to all types of environment.

Every method has its own advantages and disadvantages under certain circumstances.

Thus our study of these two methods focuses on different types of environment, and

we will evaluate their performances and explore their limits to provide guidance for

future applications.

1.2 Ocean acoustic noise interferometry: theory

and literature review

1.2.1 Theory

The method to extract the acoustic Green’s function (GF) from the cross-correlation

function between the ambient noise at two locations is referred as Noise Interferometry

(NI). The underlying physics of this method is: ambient noise waves, which connect

two receivers, are coherent and carry information about the physical properties of

the environment; by cross-correlating the concurrent noise recorded at two locations

and coherently stacking many realizations of correlations, the coherent structure of
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the acoustic GF will emerge above the non-coherent background. Following Brown

(2014), a general derivation of the basic result used in NI is derived below.

Assuming that the environment is stationary, and dissipation is weak, we for-

mulate the acoustic NI problem in terms of the acoustic pressure p, since it is the

quantity that is normally measured. At the very beginning, we neglect the effect of

dissipation. The time-dependent acoustic pressure p(x|x0, t) at position x due to a

transient point source, at position x0 and with time history s(t), satisfies wave equa-

tion

(∇2 − 1

c2(x)

∂2

∂t2
)p(x|x0, t) = −δ(x− x0)s(t). (1.1)

Equivalently, p(x|x0, t) = s(t) ∗ G(x|x0, t) (∗ stands for convolution) where the

Green’s function satisfies

(∇2 − 1

c2(x)

∂2

∂t2
)G(x|x0, t) = −δ(x− x0)δ(t). (1.2)

In the frequency domain, p̄(x|x0, ω) = s̄(ω)Ḡ(x|x0, ω) where Ḡ(x|x0, ω) satisfies

(∇2 + k2(x))Ḡ(x|x0, ω) = −δ(x− x0) (1.3)

with k2(x) = ω2

c2(x)
.

In an unbounded homogeneous environment, the Green’s function in the frequency

domain is

Ḡ(x|x0, ω) =
eikr

4πr
, (1.4)

and the Green’s function in time domain is

G(x|x0, t) =
δ(t− r

c
)

4πr
, (1.5)
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where r = |x− x0|.

We further assume a random distribution of discrete point sources at positions

xi and with time histories si(t). Then the contribution to the acoustic pressure at

location xA from the source at location xi is

p(xA|xi, t) = si(t) ∗G(xA|xi, t). (1.6)

Similarly, the acoustic pressure at xB due to the source at xj is

p(xB|xj, t) = sj(t) ∗G(xB|xj, t). (1.7)

Now sum up the contributions from all of the random sources and compute the

cross-correlation of the acoustic pressures at locations A and B:

CAB(t) =
∑
i

p(xA|xi, t) ∗
∑
j

p(xB|xj,−t)

=
∑
i

∑
j

si(t) ∗G(xA|xi, t) ∗ sj(−t) ∗G(xB|xj,−t)

= D(t) ∗
∑
i

G(xA|xi, t) ∗G(xB|xi,−t). (1.8)

We have assumed that the acoustic sources are independent and approximately

δ-correlated, i.e.

si(t) ∗ sj(−t) = δijD(t). (1.9)

The above argument can be modified to account for a continuum of sources. The

result is

CAB(t) = D(t) ∗
∫ ∫ ∫

dxG(xA|x, t) ∗G(xB|x,−t). (1.10)

In the presence of weak dissipation, which is assumed to be proportional to ω

times the parameter ε
2
, the Green’s function Ḡ(x|xA, ω) at x, corresponding to point
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source excitation at xA, satisfies

(∇2 + k2 +
iωε

2
)Ḡ(x|xA, ω) = −δ(x− xA). (1.11)

Similarly, Ḡ at point x excited by a point source at xB satisfies

(∇2 + k2 +
iωε

2
)Ḡ(x|xB, ω) = −δ(x− xB). (1.12)

Due to reciprocity, Ḡ(x|xA, ω) is equal to Ḡ(xA|x, ω), and Ḡ(x|xB, ω) is equal to

Ḡ(xB|x, ω). Multiplication of Eq.(1.11) by Ḡ∗(xB|x, ω), followed by integration over

x, and complex conjugation of left- and right-hand sides gives

∫ ∫ ∫
dx Ḡ(xB|x, ω)(∇2 + k2 − iωε

2
)Ḡ∗(xA|x, ω) = −Ḡ(xB|xA, ω). (1.13)

Multiplication of Eq.(1.12) by Ḡ∗(xA|x, ω), followed by integration over x gives

∫ ∫ ∫
dx Ḡ(xA|x, ω)(∇2 + k2 +

iωε

2
)Ḡ∗(xB|x, ω) = −Ḡ(xA|xB, ω). (1.14)

Subtracting Eq.(1.14) from Eq.(1.13) gives

Q− iωε
∫ ∫ ∫

dx Ḡ(xB|x, ω)Ḡ∗(xA|x, ω) = Ḡ∗(xA|xB, ω)− Ḡ(xB|xA, ω), (1.15)

where

Q =

∫ ∫ ∫
dx Ḡ(xB|x, ω)∇2Ḡ∗(xA|x, ω)−

∫ ∫ ∫
dx Ḡ∗(xA|x, ω)∇2Ḡ(xB|x, ω)

=

∫ ∫
dσ [Ḡ(xB|x, ω)∇Ḡ∗(xA|x, ω)− Ḡ∗(xA|x, ω)∇Ḡ(xB|x, ω)] · n̂. (1.16)
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By reciprocity Ḡ(xB|xA, ω) = Ḡ(xA|xB, ω), so the rhs of Eq.(1.15) can be written

−2 Im Ḡ(xB|xA, ω). The second form of Q given above follows from applying the di-

vergence theorem to
∫ ∫ ∫

dx∇·[Ḡ(xB|x, ω)∇Ḡ∗(xA|x, ω)−Ḡ∗(xA|x, ω)∇Ḡ(xB|x, ω)].

The integral in the latter form of Q is a surface integral over the boundary of the

x-domain and n̂ is a unit outward normal. That integral vanishes under most con-

ditions of interest. In an unbounded homogneous environment, consider the domain

enclosed within a large sphere of radius R centered at the midpoint between xA and

xB. Owing to dissipation, for sufficiently large R, Ḡ and ∇Ḡ · n̂ approach zero faster

than R−1, so Q approaches 0 in the large R limit. Note also that in an x-domain

bounded by a combination of rigid walls (where ∇Ḡ · n̂ = 0) and pressure release sur-

faces (where Ḡ = 0), each term in Q vanishes so Q = 0. Setting Q = 0 in Eq.(1.15)

gives

− iωε
∫ ∫ ∫

dx Ḡ(xB|x, ω)Ḡ∗(xA|x, ω) = Ḡ∗(xA|xB, ω)− Ḡ(xB|xA, ω). (1.17)

Transforming to the time domain gives

ε
d

dt

∫ ∫ ∫
dx G(xB|x, t) ∗G(xA|x,−t) = G(xB|xA,−t)−G(xA|xB, t), (1.18)

where * denotes convolution. Recall that the convolution ofG(xB|x, t) andG(xA|x,−t)

is equivalent to the cross-correlation of G(xB|x, t) and G(xA|x, t).

Finally, differentiating Eq.(1.10) and making use of Eq.(1.18) gives

d

dt
[εCAB(t)] = D(t) ∗ [G(xB|xA,−t)−G(xA|xB, t)]. (1.19)

Dissipation plays an important role in the arguments leading to Eq.(1.19). The

assumptions that we have made about the distribution and time history of the sources
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lead to a divergent CAB in the limit ε → 0; that is a singular limit. More generally,

CAB(t) increases in magnitude with decreasing ε. For small ε we may think of εCAB(t)

as the effective correlation function and approximate this quantity as a constant times

a long-, but finite-, time approximation to the correlation function, and replace the

Green’s functions on the rhs of Eq.(1.19) with their dissipationless counterparts. (This

argument can be made rigorous if it can be shown that the limit as ε→ 0 of εCAB(t)

is well-defined and can be approximated by evaluating this expression at small ε.)

1.2.2 Literature review

The basic idea of extracting Green’s functions from ambient noise can be traced back

to Claerbout’s conjecture (1968). In his conjecture, Claerbout stated that in three-

dimensional heterogeneous media, simply by listening to noise at two receivers, we

could construct the signal that would have been observed at one location if there

had been a source at the other location. This conjecture was theoretically proved by

Weaver and Lobkis in 2001, under the assumption of diffuse noise field. Following the

work of Weaver and Lobkis, Derode et al. (2003) derived the same theory through

an analogy with a time-reversal experiment; Wapenaar (2004) did the derivation in

the view of reciprocity theorem; Snieder (2004) completed the derivation through the

principle of stationary phase.

By now, the theory of NI has been demonstrated in experiment in multiple re-

search areas. In ultrasonics, Weaver and Lobkis (2001) firstly confirmed the applica-

bility of NI through cross-correlating thermal ultrasonic noise in reverberant cavities.

In seismology, Campillo and Paul (2003) produced the first account of geophysical

interferometric impulse response reconstruction using seismic ambient noise. Bakulin

and Calvert (2004) produced the first practical application of seismic interferometry
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in an exploration setting. The application of interferometrically constructed impulse

responses for tomographic velocity inversion was shown by Shapiro et al. (2005) and

by Sabra et al. (2005b). In helioseismology, Duvall et al. (1993) showed that it is

possible to extract time-distance information from temporal cross-correlation of inten-

sity fluctuations on the solar surface, which can help to study local solar phenomena

such as subsurface inhomogeneities near sunspots. In addition, Rickett and Claer-

bout (1999) also validated the conjecture that impulse response seismograms could

be extracted through cross-correlation of noise traces via the method of Kolmogoroff

spectral factorization. Extraction of the Green’s function from cross-correlations of

ambient noise has also been applied to remote structural health monitoring (Duroux

et al., 2009), muscular activity monitoring (Sabra et al., 2007), and the gross structure

of Earth’s atmospheric boundary layer imaging (Haney, 2009). In underwater acous-

tics, extracting Green’s functions from ambient noise cross-correlations in the ocean

has also been demonstrated. Inverted fathometer application, which corresponds to

one-dimension vertical propagation, have been shown to be successful [Siderius et al.,

2006, 2010; Gerstoft et al., 2008]. Several demonstrations of horizontal propagation

have also shown to be successful [Fried et al., 2008; Brooks and Gerstoft, 2009; Godin

et al., 2011; Lani et al., 2012; Fried et al., 2013; Brown et al., 2014], with the ranges

varying from a few hundred meters to 10 kilometers. Ocean current speed, which

breaks the acoustic reciprocity, has been calculated from the noise correlation func-

tions in a coastal ocean environment [Godin et al., 2014].

1.3 Dissertation overview

The main body of this thesis is composed of four chapters. Chapters 2,3,4 are based

on the passive method of noise interferometry, which are tested in two environments
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in the Florida Straits. Chapter 5 is about the active method of inverse filter process-

ing, which studies long-range deep-ocean acoustic communication.

For noise interferometry method, field experiments, raw data, and data process-

ing method are discussed in Chapter 2, where the ambient noise cross-correlation

functions are calculated with noise data in both a coastal ocean environment and a

mid-depth ocean environment. The performance of noise interferometry in the two

studied environments are compared and possible factors that affect the noise inter-

ferometry performance are discussed.

Chapter 3 describes waveform modeling of the ambient noise cross-correlation

function, aiming to quantify the relationship between the acoustic Green’s function

and the noise correlation function. Through waveform inversion, an optimal geoa-

coustic model, which fits the real environment very well, is obtained. The optimal

geoacoustic model is then validated with time-reversal mirror, which verifies the fea-

sibility of applying time-reversal mirror to passive acoustic remote sensing.

Chapter 4 firstly illustrates the dispersion in the coastal ocean environment. Then,

using time warping technique, the modal arrivals of noise correlation functions are

successfully separated. By summing up the isolated modes, the noise correlation

functions are reconstructed and the signal-to-noise ratio is improved. Lastly, from

the reconstructed noise correlation functions, the depth-averaged current speed is es-

timated.

For the inverse filter processing method, Chapter 5 summarizes the theory, method

and experiment results.

Chapter 6 summarizes above chapters in the context of acoustic Green’s function

extraction and concludes the main results of the thesis. In addition, limitations of

current work and topics for future studies are also discussed in the conclusion chapter.



Chapter 2

Ocean Acoustic Noise
Interferometry: Experiment and
Data Processing

2.1 Noise interferometry experiment in the Florida

Straits

2.1.1 Three deployment cruises

To collect ambient noise data for the study of noise interferometry, we performed

three field experiments in the Florida Straits. In each experiment, we deployed three

sets of autonomous sound recording systems in the ocean. Each sound recording sys-

tem was composed of a hydrophone, multiple batteries, a data-recording unit, and

a taut mooring, with the hydrophone located 5 m off the seafloor. The electronics

and recording unit were based on commercial units from Loggerhead Instruments.

The three deployments were performed in different ocean environment. Figure 2.1

shows the locations of three deployments. As illustrated by the bathymetric lines,

in deployment 1, the three sound recording systems were aligned in line following a

100-m deep isobath; in deployment 2, the systems were aligned in line approximately

following a 600-m isobath; in deployment 3, the instruments were deployed in triangle

12
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shape, in 800-m deep water. The bathymetric variation in deployment 2 was stronger

than in deployments 1 and 3. The three environments were selected for study since

we intended to analyze the effect of environmental properties on the performance of

noise interferometry.

In deployment 1 and 2, we label the three instruments from north to south as

Figure 2.1: Map of experiment location of three deployments. Red dots: deployment
1; blue dots: deployment 2; green dots: deployment 3.

instrument 1, 2 and 3. The separation between 1-2, 2-3 and 1-3 instrument pair were

5 km, 10 km and 15 km, respectively. In deployment 3, the range between 1-2 and

2-3 instrument pair was 5 km and 10 km approximately. The separations were de-

signed to evaluate the performance of noise interferometry as instrument separation

increases. It should be noted that the separations were calculated from the ship-based

GPS at the time of deployment, but there could be slight drift during the descent of
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each instrument. This matter will be explained later on in the waveform modeling in

Chapter 3.

In each experimental environment, we did one deployment cruise and one recovery

cruise. Each sound recording system was designed to record ambient noise continu-

ously without interruptions between the deployment cruise and recovery cruise. De-

ployment 1 was deployed in December 2012, and recovered in February 2013. Deploy-

ment 2 was initiated in September 2013, and recovered in October 2013. Deployment

3 was started in September 2014, and recovered in October 2014. The duration was

designed to up to three month so that we can evaluate the temporal variation of the

noise interferometry performance.

2.1.2 Data

The ambient acoustic noise was recorded at 8 kHz sampling frequency by each record-

ing system. The recorded noise data were saved as one data file every 625.024 second,

that is 5,000,192 sampling points. That means, about 138 data files were generated

in one day at each instrument. For deployment 1, about three months of data were

collected. For deployments 2 and 3, about one month of data were obtained. The

data files were originally saved on flash memory cards by the autonomous recording

system and then carefully transported to hard drives in laboratory after recovery

cruise.

A key factor that affected the ambient noise data quality is the clock stability of

each recording instrument, since the noise interferometry processing requires cross-

correlating two concurrent data records to obtain the cross-correlation functions. In

our experiment, the three instrument clocks were synchronized prior to deployment by

simultaneously sending a signal to all three instruments. In addition, a post-recovery
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synchronization pulse was transmitted simultaneously to all three recording units, so

that the clock drift can be evaluated and corrected after recovery. In deployment 1,

instrument 2 stopped recording continuously after about the sixth day since deploy-

ment. The other instruments behaved similarly, but with longer gap-free recording

intervals. In deployment 2, the three instruments all worked well. In deployment 3, all

three clocks exhibited excessive drift, and the data collected during this deployment

were not suitable for noise interferometry. Thus, in the next sections of this chapter

as well as the next two chapters, we only use the data collected in deployment 1 and

2.

To construct the sound speed profile (SSP), CTD casts were performed during the

deployment cruises. The constructed SSP for deployment 1 and 2 are shown in Fig.

2.2. In deployment 1, the sound speed variation over 100-meter-depth is less than 5

m/s, i.e. the acoustic environment in deployment 1 is almost homogeneous. On the

contrary, in deployment 2, sound speed decreases about 60 m/s from ocean surface to

seafloor, and the thermocline is very obvious from 50 m to 300 m. We should keep in

mind that deployment 1 was performed in winter while deployment 2 was performed

in summer. From the SSP comparison, we can see that the acoustic environment in

deployment 1 and 2 is very different, thus we can expect the difference in the noise

interferometry applicability in these two types of environment.

During each cruise, the ADCP data were also collected for current speed analysis.

Since we only estimate the current speed in deployment 1, we will save the ADCP

data analysis for Chapter 4.
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Figure 2.2: Sound speed profiles constructed from the conductivity-temperature-
depth casts performed in deployment 1 (left panel) and deployment 2 (right panel).

2.2 Calculation of ambient noise cross-correlation

functions

2.2.1 Data processing methods

The length of each segment in calculating one NCF realization is determined by the

separation between the two sites, i.e. the arrival time for an impulse to propagate

from one location to the other. In this way, we can guarantee that the deterministic

structure of NCF and GF is fully kept. The raw data of ambient noise were processed

by cross-correlating two concurrent records at two locations. Remember that each

file of noise data is about 625 second long, with 5,000,192 sampling points. Since the

separation between 1-2 and 2-3 instrument pairs are no more than 10 km, each re-

alization of cross-correlation function corresponds to two 65536-point-long segments

of noise data file and yields a 131072-point-long cross-correlation function. For the
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1-3 instrument pair, where the separation was about 15 km, each realization of cross-

correlation function corresponds to two 131072-point-long segments of noise data file

and yields a 262145-point-long cross-correlation function.

To calculate the cross-correlation functions, we firstly transform each segment of

noise data at both receivers to the frequency domain, then take the product of the

Fourier transform at one receiver with the complex conjugate of the Fourier trans-

form at the other receiver. The inverse transform of the conjugate product yields

the cross-correlation function in time domain. Note that to suppress the effects of a

rapid variation of the noise power spectrum with frequency, before the inverse Fourier

transform, the cross-spectrum is normalized by amplitude, i.e. we are evaluating the

inverse transform of the coherence function. After coherently stacking many real-

izations of correlation functions, the deterministic structure of Green’s function will

emerge from the stacked correlation function.

Although the theory of noise interferometry is relatively simple, there are many

procedures that need careful consideration in the process of data processing. In ad-

dition to the NCF calculation steps mentioned above, an important factor is the

frequency band in which the NCFs are calculated. The sampling frequency was 8000

Hz, thus the maximum frequency for use is 4000 Hz. Through trial and error, we find

that the frequency band from 20-100 Hz bands yield good NCF structures. This is

reasonable since the low frequency signal is more coherent than high frequency coun-

terpart. In the Results section, the frequency band for each NCF will be explained

individually.
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2.2.2 Clock drift correction

As discussed in previous section, the clock stability of each recording system is a key

requirement to the quality of stacked correlation functions. Thus, in the calculation of

each realization of correlation functions, we should carefully remove the relative clock

drift between the two instruments. Since the clock drift of each system is unknown,

we assume that the relative clock drift between two instruments is linear. This be-

havior is consistent with laboratory-based monitoring of relative drifts between three

clocks.Relative clock drifts were estimated using two different methods. For deploy-

ment 1, results presented here were measured by maximizing the signal-to-noise ratio

of the stacked NCF. It should be clarified that the signal-to-noise ratio of the stacked

NCF refers to the energy ratio of the coherent signal to the non-coherent signal. The

coherent signals that correspond to the arrival of GFs are viewed as ”signal”, while the

incoherent signals that arrive before and after the GF structures are taken as ”noise”.

For the 1-2 instrument pair, we search for clock drift in the span of 0.1 to 1.5 ms/day.

For the 2-3 instrument pair, we search for the clock drift in the span of -0.1 to -1.0

ms/day. These bounds are based on the estimates presented in Godin et al. (2014).

The highest SNR happens when the clock drift is 1.1 ms/day for 1-2 instrument pair,

and -0.5 ms/day. Since the relative clock drift between 1-3 instrument pair is depen-

dent on 1-2 and 2-3 instrument pair 413 = 412 +423, here we take the clock drift

between 1-3 instrument pair as 0.6 ms/day.Then, for the deployment 2, the clocks

on three instruments all work well during the whole experiment period. Thus, we

use the synchronization signals, which were transmitted before deployment and after

recovery in the lab, to calculate the relative clock drift. Again, we assume that the

relative clock drift between two instruments were linear. As a result, we find that the

relative clock drift for 1-2 and 2-3 pairs were 1.2 ms/day and -0.8 ms/day, respectively.
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2.3 Results

2.3.1 Deployment 1: shallow water environment

With the aforementioned signal processing method and clock drift corrections, we

coherently stack five days of concurrent cross-correlation functions of deployment 1,

where the water depth is about 100 m. The results are shown in Fig. 2.3. By com-

paring panel (a), (c) and (e), we can see that the SNR decreases as the separation

increases. C12(t) has the strongest signal. C23(t) gets noisier but the deterministic

structure is still clear in both positive and negative lags. In C13(t), the deterministic

structure is severely blurred by the noise, especially in the negative lag. It should

be noted that in spite of the SNR, all stacked NCFs show correct arrival time of the

deterministic structure, which is an indication of success of noise interferometry in

the studied shallow water environment. Panel (b), (d) and (e) in Fig. 2.3 illustrate

the difference between the positive lag and the negative lag in each NCF. In the three

NCFs, the phase difference between two lags is obvious. This should be mainly at-

tributed to the effect of ocean current, and will be investigated in Chapter 4. The

amplitude difference in C12(t) is minimal among all three NCFs. In C23(t) and C13(t),

the amplitude difference between two lags are more obvious. It may be attributed to

the asymmetry of noise sources distribution. The frequency band of NCF calculations

for 1-2 and 2-3 instrument pair is 20-70 Hz band, while the frequency band for 1-3

instrument pair is 20-50 Hz.



20

2.3.2 Deployment 2: mid-depth ocean environment

Using the same data processing procedures, the ambient noise cross-correlation func-

tions are calculated for deployment 2. Unlike deployment 1, the stacked NCFs in

deployment 2 has very low signal-to-noise ratio, even for the 1-2 instrument pair at 5

km separation. To view the temporal variation of NCFs more clearly, we make a color

plot of NCFs, where the color denotes the amplitude of the envelope of NCFs. Varying

the coherent integration time interval reveals that both 1-2 and 2-3 instrument pairs

show some deterministic structures in the 30-60 Hz band. To check the quality of

extracted NCFs, we simulate the theoretical correlation function using the KRAKEN

normal mode model, and compare with the experimental results. The results for 1-2

and 2-3 instrument pairs are shown in Fig. 2.4 and Fig. 2.5 respectively. In both

figures, Panel (a) illustrates the intensity of the measured NCFs, and each horizontal

stripe of the color plot represents a coherent stack of NCF over six days; Panel (b)

plots the intensity of the analytical signal of simulated NCF, which is obtained with

the KRAKEN normal mode model. From the comparison between Panel (a) and

Panel (b), consistency between the measured NCF and the theoretical NCF can be

evaluated. For the 1-2 instrument pair, two wave packets are clearly visible and are

consistent over the whole time span in the negative lag; the pattern of the two wave

packets are relatively weak in the positive lag, but they are still visible in some start

days. For the 2-3 instrument pair, only one wave packet is clear and consistent in the

positive lag, and three wave packets are visible but not very consistent. Overall, we

can see solid and reliable consistency between the measurement and the simulation.

SNR in 1-2 instrument pair is higher than the 2-3 instrument pair, and the determin-

istic structures are more consistent in 1-2 instrument pair than 2-3 instrument pair.
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2.4 Discussion

From the results above, we’ve successfully extracted the ambient noise cross-correlation

functions by coherently stacking many realizations of correlation functions of ambient

noise recorded at two locations. However, the results in the coastal ocean environ-

ment of deployment 1 and in the mid-depth ocean environment of deployment 2 are

not equally good. The deterministic structure in the stacked NCF of deployment 1

is much more clear than deployment 2. It is important to figure out why the perfor-

mance of noise interferometry in the two studied environments is so different. In this

section, we intend to explain the difference in the noise interferometry performance

by investigating the difference in ambient sources and the acoustic properties of the

two studied environments.

2.4.1 Noise source identification

The theory of noise interferometry requires the noise source to be diffusive, which

means that the sources should be uncorrelated and evenly distributed in the medium

of study. In the real ocean environment, the requirement of diffusive noise field is

not satisfied over time intervals shorter than about a day. Spatially, the noise source

distribution varies significantly with depth. Near the surface, wind-driven waves and

nearby shipping generate large amount of noise; in the upper 100 m, where most

biological activities exist, noise levels are higher than in the deeper ocean; near the

bottom, seismic and volcanic activities contribute to low frequency noise components.

In general, ocean environments are far from ideal medium for noise interferometry

study. However, the good result of deployment 1 does demonstrate the applicability

of noise interferometry in the experimental coastal ocean environment. Thereby, it’s
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worth taking a look at the noise source components in the two studied environments.

This work will provide useful guidance for future noise interferometry experiment.

Here, we examine the spectrogram of the noise data files. It should be noted

that each noise data file is a mixture of sound generated by various sound sources,

including distant ship traffic, wind-driven breaking waves, nearby shipping, marine

animals, seismic activities, etc. Although sound source properties can be viewed and

differentiated in the frequency domain, it is still impossible to identify/separate the

noise sources exactly. From the spectrogram, we can grossly tell the possible noise

sources, and get a clue to tell the difference of the source composition. Figure 2.6

shows the spectrogram of some records of two deployments in 0-100 Hz band, since

the calculation of NCFs are all done in this band. Panels in the left column are

from deployment 1, while panels in the right column are from deployment 2. All the

spectrograms are calculated with the noise files of instrument 1. By comparison, it’s

clear that the spectrograms of two deployments have different features. Deployment

2 shows many vertical stripes of high noise level, which last about 20 minutes, and

these are most likely generated by near-by shippings. Since the experiment location

of deployment 2 are close to the Port of Miami, we expect that there are more ships

passing right overhead of the noise recording systems. In addition, the spectrograms

of deployment 2 have very consistent strong components in the band 0-25 Hz, whose

origin is unknown. Since the NCFs for deployment 2 are calculated in 30-60 Hz band,

we’ve carefully avoided the 0-25 Hz components. Spectrograms of deployment 1 have

some special structures that are evenly distributed over frequency domain and last for

about 2 hours. These structures are probably distant ships. Overall, the noise source

compositions in the two deployments are different, which might cause the difference

of noise interferometry performance in the two environments.
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2.4.2 Environmental physics comparison: shallow water vs

mid-deep ocean

The next thing we want to investigate is the acoustic properties of the two experi-

mental environments. We know that the emergence of acoustic Green’s function relies

on sound waves that pass through both recording hydrophones. Therefore, with suf-

ficient noise sources, another key factor is the likelihood for sound waves to travel

through two hydrophones. Two conditions are desirable in this aspect. Firstly, since

the noise sources between 20-100 Hz are mainly distributed near surface, the acoustic

field has a dipole excitation pattern due to the image effect. Therefore, sound rays

with steep angles relative to the surface are more favorable than flat angles in con-

necting two recording hydrophones. Secondly, at the ocean bottom, due to the need

of full reflection, sound rays with flat angles relative to the bottom are desirable to

connect two recording hydrophones. With these two conditions in mind, we compare

the two studied environments. In the environment of deployment 1, sound speed is

almost constant over 100-m water depth. Sound rays are almost straight lines, which

approximately satisfy the above two conditions. For deployment 2, the sound speed

varies significantly from the surface to the bottom. Due to Snell’s law, sound rays

bend towards the lower sound speed, i.e. downward at the surface. This pattern

conflicts with both conditions. From this aspect, the coastal environment of deploy-

ment 1 is physically more favorable for noise interferometry than the mid-depth ocean

environment of deployment 2.
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2.5 Summary

In this chapter, we’ve introduced the three ocean experiments designed for the noise

interferometry research. Each experiment was performed in a different ocean envi-

ronment. Data processing procedures and the clock drift corrections that are very

important to the NCF calculations are discussed in details. From there, we’ve suc-

cessfully calculated the NCFs between two hydrophones from the data of deployment

1 and deployment 2. The results from deployment 1 and deployment 2 are presented

and compared. To explore the reason of the difference in the noise interferometry

performance of two deployments, we discussed the difference in noise source compo-

sitions as well as the acoustic properties of the two environments. The effort of this

chapter gives important methodology reference of noise interferometry experiment

and data processing. More importantly, we’ve got good-quality NCFs that are the

basis of the next two chapters.
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Figure 2.3: Cross-correlation functions between 1-2, 2-3 and 1-3 instrument pair of
deployment 1, obtained from five days of ambient noise data. Panel (b), (d), (f) show
difference between the positive lags (in blue) and negative lags (in red).
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Figure 2.4: NCF intensity plots for the 1-2 instrument pair in deployment 2 show
consistency between the measurement and simulation. (a) Squared modulus of the
analytic signal of measured correlation functions throughout the duration of 34 days,
with each horizontal stipe of the figure corresponding to a 800-file-stacked correlation
function. White dotted lines correspond to ray arrivals from simulation. (b) The
modulus of the analytic signal of simulated correlation function using the KRAKEN
normal mode model.
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Figure 2.5: NCF intensity plots for the 2-3 instrument pair in deployment 2 show
consistency between the measurement and simulation. (a) Squared modulus of the
analytic signal of measured correlation functions throughout the duration of 34 days,
with each horizontal stipe of the figure corresponding to a 800-file-stacked correlation
function. White dotted lines correspond to ray arrivals from simulation. (b) The
modulus of the analytic signal of simulated correlation function using the KRAKEN
normal mode model.
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(e) (f)

Figure 2.6: Spectrograms of noise data recorded by instrument 1 in deployment 1
(left panels) and deployment 2 (right panels). The features in spectrograms illustrate
the difference of noise source compositions in two deployments.



Chapter 3

Waveform Modeling and Inversion
of Ambient Noise Cross-correlation
Functions in a Coastal Ocean
Environment

3.1 Motivation

The process by which approximations to Green’s functions (GFs) between two lo-

cations are estimated by cross-correlating time series of ambient noise recorded at

those two locations is widely referred to as noise interferometry (NI). The underly-

ing theory is now well developed.(2; 4; 9; 10; 11; 12; 14; 18; 20; 21; 22; 23; 24) NI

has proven to be extremely useful in remote sensing applications, including seismic

applications,(25; 26; 28; 32) helioseismic applications,(34; 36) atmospheric acoustic

applications,(37; 38; 39) structural health monitoring,(40; 41) and ocean infragravity

wave studies(43). The utility of NI in underwater acoustic applications,(44; 47; 48;

49; 50; 51; 53; 54; 55) including passive echosounder applications,(56; 58; 61) has also

been demonstrated. In underwater acoustic applications of NI, most investigators

have focused on extracting estimates of the travel times of temporally resolved multi-

paths from the measured noise cross-correlation function (NCF). But in situations

in which multi-paths are not temporally resolved, the extraction of information from

29
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a measured NCF suitable for use in an inverse analysis requires that one carefully

considers and accounts for subtle differences between NCFs and GFs. That is the

case in the data that is analyzed here. Also, it should be noted that, even when

multi-path arrivals are temporally resolved in measured NCFs, the accuracy of travel

time estimates can be significantly improved if NCF waveform (phase) information is

exploited.(62) Thus, from a remote sensing perspective, there is strong motivation to

carefully examine the relationship between NCFs and GFs. Using data collected in

the Straits of Florida, that relationship is explored here. Both the forward problem

of simulating NCFs, and the inverse problem of finding the environmental model that

gives the best-fitting NCF are considered here.

3.2 NCF waveform modeling: the forward prob-

lem

The basic mathematical result underlying acoustic NI is that the cross-correlation

function, CAB(t), of time series of acoustic pressure ambient noise at locations xA

and xB satisfies

d

dt
CAB(t) = D(t) ∗ [G(xB|xA,−t)−G(xA|xB, t)], (3.1)

where D(t) is an approximation to a delta function, ∗ denotes convolution, and the

transient Green’s function satisfies G(x|x0, t) satisfies

(
∇2 − 1

c2(x)

∂2

∂t2

)
G(x|x0, t) = −δ(r)

2πr
δ(z − z0)δ(t), (3.2)

where x = (x, y, z), x0 = (0, 0, z0) and r = (x2 + y2)1/2. The GFs are causal; the

positive (negative) lag portion of CAB(t) describes propagation from xB to xA (xA to
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xB). Consistent with Eq. (3.2), we assume here that the environment is stationary,

so G(xB|xA, t) = G(xA|xB, t) by reciprocity. With this assumption, it follows from

Eq. (3.1) that the negative lag structure of CAB(t) is redundant and that for t > 0

d

dt
CAB(t) = −D(t) ∗G(xA|xB, t). (3.3)

The normal mode representation of Ḡ(xA|xB, ω), the Fourier transform ofG(xA|xB, t),

is well known.(66) (Note that unlike Eq. (3.3), the normal mode representation as-

sumes a layered medium.) Consistent with Eq. (3.3), the normal mode representation

of C̄AB(ω), satisfies −iωC̄AB(ω) = −D̄(ω)Ḡ(xA|xB, ω), or

C̄AB(ω) = D̄(ω)

(
1

iω

)(
i

4

)∑
m

ψm(zA)ψm(zB)H
(1)
0 (km(ω)rAB), (3.4)

where the normal modes, which are defined on the depth interval (−∞, 0] are assumed

to be normalized,
∫ 0

−∞ ψ
2
m(z) dz = 1, and rAB is the horizontal separation between

xA and xB.

A straightforward derivation of Eq. (3.1) (see Section 1.2.2) involves making use

of an exact identity involving GFs , Eq. (1.18), together with the highly idealized

assumption, Eq. (1.9), that noise sources are delta-correlated in space and time. The

latter assumption is clearly an approximation. In spite of this, Eq. (3.1), and hence

also Eqs. (3.3) and (3.4) remain useful approximate results provided the distribution

of noise sources is approximately diffuse. To account for physical processes that are

not accounted for in the derivation of Eq. (3.1), including a diffuse but nonuniform

distribution of noise sources, a weighting function(44) can BE included on the rhs of

Eq. (3.4).

The weighting function used here is a product of two terms. The first accounts

for the fact that in the frequency band used here to construct NCFs, 20-70 Hz, noise
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sources, including shipping and wind-related noise, are predominantly near-surface

sources.(65) (Seismic sources also contribute to ambient noise in this frequency band,

but there was no known nearby exploration geophysics activity during our experiment,

or experimental evidence of its presence.) The pressure-release boundary condition

at the air-sea interface then leads to a dipole radiation pattern, with sin θ weighting,

where θ is the propagation angle at the sea surface measured relative to the hori-

zontal. The relevance of the dipole excitation weighting in underwater acoustic NI

applications was first pointed out by Roux et al.(44).

The second term in the weighting function that we employ accounts for the fact

that tidal fluctuations lead to phase fluctuations – and thus coherence loss – of surface

reflecting energy, which is partially filtered out by the phase-coherent processing that

we perform. Note in this regard that the NCFs analyzed here were produced by co-

herently stacking short-time NCF estimates over a duration (approximately six days)

that is long compared to the M2 tidal period, and that energy at higher frequency

and steeper propagation angles is most susceptible to tidal-fluctuation-induced coher-

ence loss. To quantify the effect of tidal fluctuations, consider a homogeneous ocean

with sound speed c and constant depth h, subject to a tidal perturbation δh. Let rhc

denote the range of a half ray cycle of a surface- and bottom-reflecting ray connecting

fixed instruments. At range r the number of half ray cycles is r/rhc = r tan θ/h. For

each half ray cycle the path length perturbation is δh sin θ. The total tidal-induced

path length perturbation over range r is then (rδh/h) sin θ tan θ and the total phase

perturbation is ∆φ(ω, θ) = (ω/c)(rδh/h) sin θ tan θ. It is shown in section 9.8 of

Brekhovskikh and Lysanov (67) that if phase fluctuations have a Gaussian pdf, the

mean coherent field is weighted by the function exp(−(∆φ)2/2) where ∆φ is evaluated

with δh set equal to its rms value. In our simulations this expression for the tidal-

fluctuation-induced coherence loss weighting function was used with δh set equal to
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0.45 m, consistent with relevant environmental conditions.

With the above comments in mind, our simulated NCFs are computed by evalu-

ating a weighted form of Eq. (3.4),

C̄AB(ω) = D̄(ω)

(
1

4ω

)∑
m

W (ω, θm)ψm(zA)ψm(zB)H
(1)
0 (km(ω)rAB) (3.5)

where W (ω, θm) = sin θm exp(−(∆φ(ω, θm))2/2). Note that θm depends on both mode

number and frequency, consistent with the modal quantization condition, and the re-

lationship km = (ω/c) cos θm. Consistent with the manner in which measured NCFs

were processed, D̄(ω) was chosen to be a Hanning window with zeros at 20 and 70 Hz.

Fourier transforming C̄AB(ω) back to the time domain gives CAB(t). All calculations

shown below were performed using a slightly modified form of the KRAKEN(68) nor-

mal mode model.

3.3 NCF waveform modeling: the inverse problem

3.3.1 Inversion method

The results presented in the previous section rely on approximate and possibly incom-

plete descriptions of relevant physical processes. The validity of our mathematical

description of these processes needs to be demonstrated by showing equivalence be-

tween measured and simulated NCFs. But such a comparison is complicated by

environmental uncertainty. In this section we describe a simple procedure to test

our ability to reproduce, using Eq. (3.5), measured NCF waveforms, while simul-

taneously allowing for plausible environmental uncertainty. The ocean sound speed

structure and bathymetry were well characterized during the experiment. There is
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much greater uncertainty in the seafloor structure, and, in the 20-70 Hz band of inter-

est, the influence of the seafloor structure on the water column sound field is expected

to be significant. Thus our inverse analysis focuses on seafloor structure together with

uncertainty (of O(10 m)) in the horizontal separation r between instruments.

With these comments in mind, our inverse analysis focuses on r and parameters

that describe the seafloor structure, using some assumed parameterization. We focus

on NCFs estimated using the 1-2 instrument pair, corresponding to r of approxi-

mately 5.01 km. We focus on the 1-2 instrument pair for two reasons: 1) the SNR

for the 1-2 instrument pair is higher than that for the 2-3 instrument pair; and 2) the

assumption of range-independent bathymetry is a much better approximation for the

1-2 pair than for the 2-3 pair. Note that the mathematical expression for the weight-

ing function that was introduced above was greatly simplified by the assumption that

the environment is range-independent.

The following simple procedure is used to investigate the inverse problem. A pa-

rameterization of the environment is chosen, together with suitable bounds on the

model parameters. A brute-force search over the relevant parameter space is then

conducted. For each combination of model parameters, a suitable measure of mis-

fit between simulated and measured NCFs is computed. The optimal set of model

parameters is then chosen to be the set that minimizes the misfit. For the results

shown, the misfit was defined as

M(p) =

∫ tend

tstart

[Cm(t)− Cs(p, t)]2 dt (3.6)

where the elements of the vector p are the model parameters, Cm(t) is the measured

NCF, and Cs(p, t) is the simulated NCF. Because there is no absolute amplitude scale

for Cm(t), both Cm(t) and Cs(p, t) in Eq. (3.6) are normalized so that their maximum

absolute amplitudes are equal to 1. For the 1-2 pair tstart and tend were set equal to
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3.2 s and 3.7 s, respectively. The procedure just described can be claimed to lead to

an optimal solution for the range of parameter values explored, but it is important to

keep in mind that inversion results depend on how one chooses to parameterize the

environment. For that reason, no claim to uniqueness can be made. Several different

environmental parameterizations have been explored. Three of these are discussed

below. With guidance from a nearby seismic section (71) in a similar geological set-

ting, both parameterizations considered here assume that the seafloor is a two-layer

structure consisting of a sediment layer overlying a substrate. Parameter limits were

chosen, in part, using guidance from Jensen et al.,(72) and, in part, to insure that

the minimum of the misfit function could fall on a parameter limit only if a physical

argument prevented that limit from being exceeded.

3.3.2 Inversion results

Firstly, we consider an environmental model consisting of a half-space fluid bottom.

We refer to this model as the three-parameter model. The three parameters that we

will estimate are the sound speed in the bottom cb, the bottom density ρb, and the

range r. A comparison of the measured NCF and the best-fitting three-parameter

simulated NCF is shown in Fig. 3.1. Figure 3.2 shows the corresponding misfit func-

tion.

Secondly, we consider an environmental model consisting of a fluid sediment

layer overlying a rigid bottom. We shall refer to this as the four parameter model.

The four parameters that we seek to estimate are the sediment sound speed cs, the

sediment density ρs, the sediment layer thickness ds, and the range r. A comparison

of the measured NCF and the best-fitting four-parameter simulated NCF is shown

in Fig. 3.3. Figure 3.4 shows two two-dimensional slices of the corresponding misfit



36

lag t (s)
3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8

C
1

2
(t

)

-1

-0.5

0

0.5

1

Figure 3.1: Measured NCF (solid curve) and best-fitting three-parameter simulated
NCF (dashed curve) for the 1-2 instrument pair.

Figure 3.2: Two two-dimensional slices of the three-parameter misfit function for the
1-2 instrument pair: M(ρb/ρocean, cb) for r = 5.006 km; and M(r, cb) for ρb/ρocean = 2.0.
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Figure 3.3: Measured NCF (solid curve) and best-fitting four-parameter simulated
NCF (dashed curve) for the 1-2 instrument pair.
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Figure 3.4: Two two-dimensional slices of the four-parameter misfit function for the
1-2 instrument pair: M(cs, ds) for ρs/ρocean = 1.90, r = 5.030 km; and M(ρs/ρocean, r)
for cs = 1655 m/s, ds = 17 m.
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function M(cs, ds) for fixed ρs, r; and M(ρs, r) for fixed cs, ds. Figure 3.4 also shows

limits on the search domain of the four unknown parameters. Not surprisingly, the

misfit M is less sensitive to ρs than the other three parameters. Minimizing the misfit

function that we have chosen, Eq. (3.6), imposes a high penalty for a phase mismatch,

so it is not surprising that the phases of measured and simulated NCFs in Fig. 3.3

are in generally better agreement than the amplitudes.

Thirdly, we consider a slightly more general lossy fluid model with eight unknown

parameters: the sediment layer sound speed cs, the sediment layer thickness ds, the

sediment layer density ρs, the sediment layer attenuation αs, the substrate (bottom)

sound speed cb, the substrate density ρb, the substrate attenuation αb, and the range

r. A comparison of the measured NCF and the best-fitting eight-parameter simulated

NCF is shown in Fig. 3.5. Figure 3.6 shows two two-dimensional slices of the corre-

sponding misfit function: M(cb, r) for fixed cs, ds, ρs, αs, ρb and αb; and M(ds, cs)

for fixed ρs, αs, cb, ρb, αb and r. Figure 6 also shows the limits of the search domain

for the unknown parameters r, cs, ds and cb. The other four parameter searches were

bounded by the limits 1.2 < ρs/ρocean < 1.7, 1.7 < ρb/ρocean < 3.0, 0 < αs < 1.0

dB/λ and 0 < αb < 1.2 dB/λ.

A complete summary of the inversion results obtained with three models are

3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8
−1.0

−0.5

0

0.5

1.0

lag t (s)

C
1
2
(t

)

Figure 3.5: Measured 1-2 instrument pair NCF (solid curve) and corresponding simu-
lated NCF (dashed curve) computed using the optimal eight-parameter environmental
model with W = sin θ exp(−(∆φ)2/2).
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Figure 3.6: Two two-dimensional slices of the eight-parameter misfit function for the
1-2 instrument pair: M(cb, r) for cs = 1570 m/s, ds = 9 m, ρs/ρocean = 1.3, αs = 0,
ρb/ρocean = 2.2, αb = 0.8 dB/λ; andM(ds, cs) for r = 5.000 km, ρs/ρocean = 1.3, αs = 0,
cb = 1800 m/s, ρb/ρocean = 2.2, αb = 0.9 dB/λ.

listed in Table 3.1.

3.4 Discussion

The results presented in the previous section are representative of a much larger set

of qualitatively similar results. Other environmental model parameterizations have

been explored, as have other choices of the misfit function. As noted above, the type

of analysis performed allows one to make only very qualified statements about opti-
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Number of
Parameters

Optimal Parameters
Misfit
Function

Correlation
Coefficient

Three
r = 5.006 km, cb = 1670 m/s,
ρb = 2.0

236.2596 75.17%

Four
r = 5.030 km, H = 17 m, cs =
1655 m/s, ρs = 1.90

113.9025 89.67%

Eight

r = 5.000 km, H = 9 m, cs =
1570 m/s, ρs = 1.30, αps = 0.0
dB/λ, cb = 1800 m/s, ρb = 2.2,
αpb = 0.8 dB/λ

38.5843 96.33%

Table 3.1: Summary of the geoacoustic inversion results

mality and uniqueness of the solution found; these issues are related to each other,

and are strongly tied to, and constrained by, the assumptions that one makes about

how to parameterize the environment. Some specific comments about the results

presented above follow.

3.4.1 Comparison of inversion results using three geoacoustic

models

From Figure 3.2, the duration of simulated NCF is much shorter than the measured

NCF, which means that the simplest three-parameter model in our study is incapable

of approximating the real ocean environment. Thus, except for the basic use as a

reference, it should not be taken for further consideration.

Although the four-parameter model corresponding to the NCF shown in Fig. 3.3

is optimal in the sense that we have described, that solution appears to have a signifi-

cant defect: the leading edge of the energetic portion of the simulated NCF appears to

be one cycle out of phase with the measured NCF. Consistent with this observation,

the estimated value of r, 5.030 km, is a larger correction, 20 m, to the navigational

estimate than we expect. Convergence to a poor solution is due to a combination of
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the choice of the misfit function (recall the comments above about the misfit func-

tion imposing a high penalty on relative phase mismatch) and an overly restrictive

parameterization of the environment. As a result, we have little confidence in the

estimated four-parameter model solution. That model will not be further discussed.

In contrast, there is no obvious problem associated with the solution found using

the eight-parameter model (see Fig. 3.5). The optimal parameters found using the

eight-parameter model are r = 5.000 km, cs = 1570 m/s, ds = 9.0 m, ρs/ρocean = 1.30,

αs = 0, cb = 1800 m/s, ρb/ρocean = 2.20 and αb = 0.8 dB/λ. We have estimated

domains of uncertainty for each of these parameters by varying each parameter inde-

pendently, keeping the others fixed at their optimal values. Lower and upper bounds

on the uncertainty domain for the varied parameter were then estimated as the near-

est parameter values for which the misfit M is higher than the absolute minimum,

Mmin, of the misfit function by an amount equal to 1% of the total range of M

over the entire search domain. (Although the choice of the threshold value of M

is somewhat arbitrary, this exercise gives a good idea of the range of parameters

for which agreement between measured and simulated NCFs is very good.) The

procedure just described gives the following bounds: 4.999 km < r < 5.001 km;

1567 m/s < cs < 1575 m/s; 8.8 m < ds < 9.2 m; 1.24 < ρs/ρocean < 1.36;

0 dB/λ < αs < 0.42 dB/λ; 1789 m/s < cb < 1814 m/s; 2.09 < ρb/ρocean < 2.27;

and 0.2 dB/λ < αb < 2.0 dB/λ. It is clear from these bounds that our inversion

results do not provide strong constraints on estimates of αs and αb. Consistent with

the assumed structure of our eight-parameter model and our sediment layer thickness

estimate, a seismic section at a site in a geologically similar setting (about 15 km from

the Florida Keys in water of approximately 100 m deep and approximately 100 km

to the southwest of our experimental site) reveals a sediment layer, whose thickness

is approximately 10 m, overlying a limestone formation.(71) It is difficult to provide
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a quantitative assessment of any of our other geoacoustic parameter estimates. Jiang

et al. (73) and Monjo et al. (74) also performed geoacoustic inversions using data

collected at sites that are approximately 120 and 230 km, respectively, north of our

experimental site, but in deeper water where the sediment layer thickness is greater.

Those authors and the references they cite (which list non-acoustic measurements

of bottom properties in the Florida Straits) report a very broad range of parameter

values, including values of parameters that we have not considered like porosity, shear

wave speed and attenuation, and compressional speed gradients. Compressional wave

speed estimates in the sediment range from 1540 m/s (74) to 1683 m/s (73).

3.4.2 Spectral analysis and narrowband analysis

Some features of the simulated NCF based on the optimal eight-parameter environ-

mental model will now be described. Figure 3.7 shows spectra of measured and

simulated NCFs. Agreement is seen to be good. Recall that a Hanning window has

been applied to both spectra, so no insight into how well the inversion procedure

worked can be gleaned by comparing spectral envelopes. In contrast, the locations

of the zeros in the spectrum of the simulated NCF have not been constrained in any

way, so the good agreement between the locations of the zeros in the spectra of the

simulated and measured NCFs gives one confidence that the estimated environmental

model is close to the true environment. Figure 3.8 shows measured and simulated

NCFs in overlapping narrow (10 Hz) frequency bands. Within each 10 Hz band a

Hanning window weighting function was applied, and each band-limited NCF was

normalized individually. Agreement between measured and simulated NCFs is seen

to be good in all frequency bands shown.
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Figure 3.7: Spectra of measured NCF (solid curve) and best-fitting eight-parameter
simulated NCF (dashed curve) for the 1-2 instrument pair.

3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8

25

30

35

40

45

50

55

60

65

70

75

lag t (s)

f 0
 (

H
z
)

Figure 3.8: Measured NCF (solid curves) and best-fitting eight-parameter simulated
NCF (dashed curves) for the 1-2 instrument pair in overlapping 10 Hz bands.
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3.4.3 Waveform modeling of NCF of 2-3 instrument pair

We turn our attention now to analysis of the NCF estimated using the 2-3 instrument

pair. The estimated navigational separation between those instruments is 9.76 km.

The low SNR of the NCF for this instrument pair poses an obvious limitation. Also,

along the path between the 2-3 instrument pair the bottom depth varied between 86

and 100 m, compared to variations between 97 and 101 m along the path between

the 1-2 instrument pair. To model propagation between the 2-3 instrument pair, the

range-independent assumption is not realistic. The combination of low SNR and a

range-dependent environment led us to give up on the idea of performing the same

type of analysis of this data that was performed using the NCFs estimated using

the 1-2 instrument pair. Instead, we use this data set as a consistency test on the

model parameters that were estimated using the 1-2 instrument pair inverse anal-

ysis described above. A comparison of measured and simulated NCFs for the 2-3

instrument pair is shown in Fig. 3.9. To perform the simulation an adiabatic mode

calculation (68; 72) was performed. Such a calculation is expected to be accurate

because bathymetric variations were gradual. The adiabatic mode calculation was

performed assuming the sediment layer thickness was constant and that all bottom

parameters are identical to those described above, based on the 1-2 instrument pair

analysis. Note, however, that while the environment is assumed fixed in this calcu-

lation, uncertainty in the range between instruments 2 and 3 must be allowed and

accounted for. This led to a one-parameter inverse problem that was solved the same

way the four- and eight-parameter inverse problems described above were solved. The

adiabatic mode calculation shown in Fig. 9 corresponds to the best-fitting value of r.

The optimal value of r was found to be 9.775 km, which deviates by 15 m from the

nominal navigation-based estimate. Considering the relatively low SNR of the mea-

sured NCF, agreement between measured and simulated NCFs in Fig. 3.9 is fairly
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good. On the time interval from 6.35 s to 7.0 s the correlation coefficient between

measured and simulated NCFs is 70.6%.
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Figure 3.9: Measured NCF (solid curve) and simulated NCF (dashed curve) for the
2-3 instrument pair.

3.4.4 Comments on weighting functions

We now address the question of whether inclusion of the weighting function W (ω, θm)

improves agreement between measured and simulated NCFs. Figure 10 shows a com-

parison of the measured broadband (20-70 Hz) NCF for the 1-2 instrument pair with

an unweighted (W = 1) simulation, computed using the optimal parameter values

listed above. Recall that Fig. 3.5 shows a comparison of the same measured NCF

with a weighted (using W = sin θ exp(−(∆φ)2/2)) simulated NCF. When compar-

ing Figs. 3.5 and 3.10 it is useful to keep in mind that the early arriving energy

– prior to about 3.35 s – is low-angle energy that is strongly damped in Fig. 5 by

the term sin θ; later-arriving energy is higher angle energy that is damped by both

sin θ and exp(−(∆φ)2/2), with neither term dominant. Also, all NCFs plotted in

both Fig. 3.5 and Fig. 3.10 are normalized to have maximum absolute amplitude

equal to 1, which partially obscures the aforementioned damping. (Some normal-

ization assumption must be made because there is no absolute amplitude scale for
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measured NCFs.) Differences between Fig. 3.5 and Fig. 3.10 are small; with the

aforementioned normalization, correlation coefficients between measured and simu-

lated NCFs are 96.3% when W = sin θ exp(−(∆φ)2/2) (Fig. 3.5) is used and 94.8%

when W = 1 (Fig. 3.10) is used. The absence of strong sensitivity to W is partly

due to the normalization that we have described, and partly due to the fact that

replacing W = sin θ exp(−(∆φ)2/2) by W = 1 does not alter the good phase agree-

ment between measured and simulated NCFs. It should also be noted that because

both the tidal-fluctuation-induced coherence loss term exp(−(∆φ)2/2) and seafloor

attenuation serve to preferentially attenuate steep-angle energy at higher frequencies,

the optimal choice of the latter is expected to depend on whether or not the former

is included in W . Although replacing W = 1 by W = sin θ exp(−(∆φ)2/2) results in

only slightly better agreement between simulated and measured NCFs, that replace-

ment represents an important, albeit incomplete, step towards describing the relevant

underlying physics that contribute to the measured NCF.
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Figure 3.10: Measured 1-2 instrument pair NCF (solid curve) and corresponding sim-
ulated NCF (dashed curve) computed using the optimal eight-parameter environmental
model with W = 1.
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3.5 Validation of the optimal geoacoustic model

using a time reversal mirror

3.5.1 Motivation

In previous sections, we’ve successfully performed the waveform modeling of noise

correlation functions and obtained an eight-parameter geoacoustic model that fits

the real environment very well. In this section, we verify the optimality of the eight-

parameter model with a time reversal mirror.

The physics of the time-reversal mirror was firstly presented by Fink in 1997 (75)

and demonstrated in the ocean by Kuperman et al. (76; 77; 78). Its basic idea is:

in a multi-pathing environment, transmit a signal from the source and receive the

transmitted signal at the receiver array; then transmit the received signal back to

the source location in reverse time; the back propagated signal will refocus at the

source location, both temporally and spatially, due to the multi-path propagation.

In our noise interferometry experiments, the shallow water environment is an ideal

multi-pathing environment, which enables the application of the time reversal mirror.

If we back propagate the extracted acoustic Green’s function from one location to the

other, we can get a focus in the vicinity of the source. The location of the focus

relies on the optimality of the geoacoustic model. In this way, we can test the validity

of the optimal eight-parameter model we’ve obtained from waveform modeling and

inversion.
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3.5.2 Application of time reversal mirror in shallow water

environment: simulation

Before we apply time reversal mirror to the measured NCFs, we run a simulation us-

ing the RAM PE model. The reason we use the RAM model instead of the KRAKEN

model is that RAM can calculate the acoustic field at one calculation with less com-

putation time. We assume an shallow water environment that is the same as the 1-2

instrument pair in noise interferometry experiment, as shown in Fig. 3.11. Using the

environment, we firstly calculate the acoustic Green’s function G(xB|xA, t), which is

the received signal at location B when the impulsive source is at location A. Then,

we propagate the time reversed Green’s function G(xB|xA,−t) from location B to

location A. Now the received signal at location A turns out to be a convolution of

G(xB|xA,−t) ∗G(xA|xB, t). Due to acoustic reciprocity, G(xB|xA, t) = G(xA|xB, t).

Thus, the received signal at location is just an autocorrelation function of the acoustic

Green’s function. Figure 3.12 plots the received signal at the range of hydrophone

A at different water depth. It appears that the back propagated signal successfully

refocuses at the source in both time and space.

Figure 3.11: Time reversal mirror numerical simulation using the RAM PE model.
Parameters H = 9 m, cs = 1570 m/s, ρb = 1.3, αps = 0, cb = 1800 m/s, ρb = 2.2, αpb
= 0.8 dB/λ were obtained from NCF waveform inversion.
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Figure 3.12: The refocused signal at range of hydrophone A in the time reversal
mirror simulation using the RAM PE model. Top panel: refocused signal at depth of
hydrophone A; bottom panel: a glance of refocused signal at different depth.

To view the spatial focus of the back propagated acoustic field further more, we

need a good measure of the focus. After trying different options, we find a measure of

acoustic energy level, E(r, z) = −10 ∗ log10(1− 0.99 ∗ (E(r,z|tspan)
Eref

)). Here, E(r, z|tspan)

is the acoustic energy at location (r, z) within time span tspan. We choose tspan as (-

0.03, 0.03) second, which depicts the main pulse of the refocused signal. E(r, z) is the

energy level of the refocused field, which is shown in Fig. 3.13. The back propagated

signal is successfully refocused in the vicinity of the source. However, it should be

noted that the maximum of E(r, z) doesn’t fall on the source location exactly. This

is partially due to the fact that the acoustic Green’s function at different location has

different amplitude, partially due to the measure we choose to visualize the refocused

field. With this limitation in mind, we still get a good focus at the source location.
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Figure 3.13: The refocused acoustic field in the time reversal mirror simulation using
the RAM PE model. The back propagated signal successfully refocuses in the vicinity
of the source.

3.5.3 Back propagation of GF using the obtained optimal

geoacoustic model

Now we move on to apply the time reversal mirror to the Green’s function that were

extracted from ambient noise correlation function. The back propagation procedure

is similar to the one in Section 3.5.2. The difference is now the Green’s function is

extracted from measured ambient noise data, not from simulation. Here, in simulating

the back propagation, we use the KRAKEN normal model, as it is the model we’ve

used in the waveform inversion. Figure 3.14 shows the refocused acoustic field, using

the optimal eight-parameter model. Again, the back propagated GF refocuses at the

source location.

Next, we test the sensitivity of the focus to the environmental parameters in the

geoacoustic model. Figure 3.15 shows four plots of the test results. In plot (a), the

bottom sound speed cb is changed from 1800 m/s to 1700 m/s. In plot (b), the sound
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Figure 3.14: The refocused acoustic field after back propagating the Green’s function
that was extracted from the ambient noise correlation function. The back propagated
signal successfully refocuses in the vicinity of the source.

speed in the sediment cs is changed from 1570 m/s to 1670 m/s. In plot (c), the

thickness of the sediment layer is raised from 9 m to 19 m. In plot (d), the range

between two locations is shifted from 5000 m to 5025 m. In all four plots, when envi-

ronmental parameters are different from corresponding optimal parameters, the focus

location changes correspondingly. With the sensitivity test, we illustrate both the

time-reversal mirror concept and the near optimality of the eight-parameter model

obtained from the waveform inversion.

3.6 Summary

We have addressed the problem of waveform modeling of ambient noise cross-correlation

functions (NCFs) using measurements collected in a 100 m deep coastal ocean envi-

ronment at both 5 and 10 km range. NCFs are closely related, but not identical, to

the Green’s functions (GFs) that describe propagation between the two measurement

locations. To model NCF waveforms, subtle differences between NCFs and GFs must
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Figure 3.15: Sensitivity test of the focus location on the environmental parameters.
When the parameters are different from the optimal ones, the focus of back propagated
acoustic field shifts from the source location.

be accounted for. We have accounted for a phase difference that is predicted theoret-

ically, and we have introduced a physically motivated amplitude weighting function

in our simulated NCFs. The latter accounts for the directivity of the predominantly

near-surface noise sources, and the effective filtering outof high frequency and steep

angle energy that results from coherently stacking many realizations of short-time

estimates of the NCF.
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Measured NCFs are also sensitive to the environment, so our focus on modeling

NCF waveforms has led us to simultaneously consider the inverse problem of esti-

mating an optimal set of environmental parameters. This was accomplished using a

simple parameterization of the environment, together with a brute-force search over

a suitably bounded parameter space to identify the set of model parameters that

minimize the chosen measure of misfit between measured and simulated NCFs. That

effort focused on analysis of NCFs corresponding to an instrument separation of 5

km, both because those NCFs have relatively high SNR and because the 5 km range

environment is to a good approximation range-independent. The NCF corresponding

to an instrument separation of 10 km was used as a consistency test of the environ-

mental model parameters found using the 5 km data. The 10 km separation data

was modeled using an adiabatic normal mode calculation, which showed fairly good

agreement between measured and simulated NCFs.

Our focus on modeling NCF waveforms has led us to consider small but important

differences between NCFs and GFs, and to investigate the inverse problem. These

issues are related inasmuch as one cannot expect to find good agreement between

measured and simulated NCFs unless the environmental model used to produce the

simulated NCF is close to the true environment. Waveform matching of the type

we have performed generally does not lead to a solution to the inverse problem that

can be proved to be unique, even when active source transmissions are utilized. This

problem is somewhat exacerbated in NI applications. That is because the optimal set

of model parameters that one finds will, in general, depend on the weighting function

W (ω, θ) that is used to compute simulated NCFs. A poor choice of W (ω, θ) will lead

to a biased set environmental model parameters. The form of W (ω, θ) that we have

chosen is a good approximation in the environment considered, but has clear limita-

tions. The surface dipole excitation term sin θ that we have used does not account
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for subsurface sound sources or scattering processes that lead to the conversion of

steep angle anergy to shallow angle energy. The gaussian coherence loss term that

we have used accounts only for tidal-fluctuation-induced coherence loss, and makes

the idealized assumption that tidally-induced sea surface height fluctuations have a

gaussian distribution. No other coherence loss mechanism was accounted for in our

simulated NCFs. In measured NCFs there is no simple way to distinguish between

coherence loss mechanisms and attenuation mechanisms.

With the aforementioned limitations and caveats, we have computed simulated

NCFs that account for the theoretically predicted phase difference between NCFs

and GFs, and that include a physically motivated weighting function W (ω, θ) that is

a good approximation in the environment considered. Simulated NCFs were used as

the basis for a simple treatment of the inverse problem that resulted in an environ-

mental model for which simulated NCFs were shown to be in good agreement with

their measured counterparts for instrument separations of both 5 and 10 km.

Using the time reversal mirror, we also illustrates the near optimality of the ob-

tained environmental model. By back propagating the GF that was extracted from

NCF, we obtained a focus in the vicinity of the virtual source location. From the

sensitivity test, we found that the focus location is sensitive to the environment pa-

rameters, which verifies the environmental model once more. Last but not least, the

validation test also demonstrates the applicability of time reversal mirrors to passive

acoustic remote sensing. More valuably, our time reversal mirror only consists one

hydrophone, which reduces the cost and complexity of conventional time reversal ap-

plications.



Chapter 4

Time Warping Processing and
Current Speed Estimation

4.1 Background

As discussed in Chapter 2, from the extracted noise cross-correlation function (NCF)

at 5 km, 10 km and 15 km range (deployment 1), the signal to noise ratio (SNR) of

NCF decreases as the separation increases (Fig. 4.1). Note again that the SNR of

the stacked NCF refers to the energy ratio of the coherent signal to the non-coherent

signal. The coherent signals that correspond to the arrival of GFs are viewed as

”signal”, while the incoherent signals that arrive before and after the GF structures

are taken as ”noise”. In Chapter 3, the waveform modeling and inversion was done

using the 1-2 instrument pair only, and the 2-3 instrument pair was used as a consis-

tency check. However, the 1-3 instrument pair is never used due to the low SNR. To

extend the separation limit of the noise interferometry application, in this chapter,

we explore a method to improve the SNR of measured NCFs; especially, we intend

to make use of 1-3 instrument pair after improving its SNR.

Before we start to improve the SNR, we carefully consider the effect of clock drift,

which is crucial in the calculation of NCFs, as discussed in Chapter 2. In Fig. 4.1, the

clock drifts have been corrected and removed already. The method we use is a broad

55
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search in a bounded domain with a resolution of 0.1 ms/day. The search domain of

412 and 423 is (0.5, 1.5) ms/day and (-0.9, -0.1) ms/day, with reference to to the

study in Godin et al., 2014 (64). The measure adopted here to determine the best

clock drift is the SNR of the stacked NCFs. We assume that the relative clock drift

between two systems is linear in time, i.e. the clock drift rate is constant. Then, in

each calculation of NCF, the relative clock drift is corrected and the NCFs are co-

herently stacked for up to five days. The SNR of the stacked NCF is correspondingly

a function of clock drift, which has the maximum at the best clock drift. The broad

search results show that the best clock drift between instruments 1-2 is 1.1 ms/day,

while the best clock drift between 2-3 is -0.5 ms/day. Since the clock drift between

instruments 1-3 is dependent on412 and423, and considering that the SNR in C13(t)

is lower than C12(t) and C23(t), we use 413 = 412 +423 = 0.6 m/s in calculating

C13(t).

In this chapter, we employ a method called time warping processing–which can
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Figure 4.1: Measured CFs for the 1-2 (5 km separation), 2-3 (10 km separation)
and 1-3 (15 km separation) instrument pair of deployment 1. The signal to noise ratio
decreases as the separation increases.
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isolate the modes from NCFs–to reconstruct the measured NCFs and improve their

SNRs. From there, we move on to estimate the depth-averaged current speed in the

experimental environment, using an effective sound speed approximation.

4.2 Time warping processing for dispersion analy-

sis

4.2.1 Dispersion in shallow water environment

In the water, sound propagation has dispersive properties, i.e. sound waves at differ-

ent frequencies propagate at different phase/group speed. Especially, in shallow water

environment, due to the limit of water depth, sound waves suffer more bottom and

surface reflections than in deep ocean. Thus, after certain distance, the propagating

wave elongates in time, and eventually, normal modes naturally separate from each

other due to their modal dependent speed. However, when the propagation distance

is not long enough, the normal modes cannot separate from each other completely,

i.e. the acoustic Green’s function is composed of several modes that overlap with

one another. Being able to analyze the dispersion relationship in shallow water, and

more importantly, being able to isolate the normal modes from the acoustic Green’s

function, is very important to understand the physics of shallow water environment.

In Chapter 3, we have performed the waveform modeling and inversion of NCF.

By plotting the NCFs in multiple narrow bands, we’ve got a glance of dispersion

in 1-2 instrument pair. Here, we continue to explore the dispersion analysis in the

shallow water environment, with 1-2, 2-3 and 1-3 instrument pair. By comparing the

narrow band NCFs at difference propagation distance, we can see the modal separa-

tion evolution with distance. In addition to plotting NCFs in multiple 10 Hz bands,
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we also calculate the theoretical group speed of each mode at different frequency, and

visualize the group speed with the NCFs in narrow bands in the same plot. Here,

the theoretical group speed is calculated with the KRAKEN normal mode model, us-

ing the optimal eight-parameter model obtained in Chapter 3. The calculated group

speed cg(f,m)is a function of frequency f and mode number m, which represents the

nature of sound wave dispersion.

Figure 4.2, 4.3 and 4.4 shows dispersion in the 1-2, 2-3 and 1-3 instrument pair

wave fields, respectively. The red curves are the measured NCFs in multiple 10 Hz

bands, with the center frequency of each 10 Hz band as the vertical axis. The blue

curves are the simulated counterparts in each 10 Hz band. Yellow shadow depicts the

arrival time of each narrow band, calculating from the group speed cg(f,m). Each

slate of shadow corresponds to one mode. By comparison, it’s obvious that dispersion

effect grows as the separation between two locations increases from 5 km to 15 km.

In Fig. 4.4, when traveling 15 km range, two modes are clearly separated without

additional filtering techniques. On the contrary, in Fig. 4.2, the separation is not

clear in any band; in Fig. 4.3, the separation is visible in the lower five bands, not in

the higher four bands. For the cases where modes are not naturally separated, like

the 1-2 and 2-3 instrument pairs, additional signal processing techniques are needed

in order to isolate normal modes from the acoustic Green’s function. In this chapter,

we employ the time warping method to achieve this goal.

4.2.2 Time warping method in dispersion analysis

4.2.2.1 Time warping operators

The time warping operators are designed to compensate for the dispersive effect and

isolate the modal components. It was firstly presented by Touze et al. (79) in 2009



59

lag t (s)
3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8

f 0
 (

H
z)

20

25

30

35

40

45

50

55

60

65

70

75

80
Dec 2012, 1-2 pair

Figure 4.2: Dispersion plot of C12(t). Red curves are measured NCFs and blue curves
are simulated NCFs, in multiple 10 Hz bands, with the center frequency as the vertical
axis. Yellow shadowed zones represent the arrival time of four modes at corresponding
frequency.

and then applied to geoacoustic inversion (80; 81; 82). Its essence is a nonlinear

resampling of the Green’s function. By resampling the original Green’s function in

the warped time domain, the dispersion is compensated and the normal modes oc-

cupy non-overlapping bands in the frequency domain. The warping operator depends

on the type of the waveguide, i.e. the ocean environment. The warping operator

for the ideal waveguide has been derived theoretically, and tested numerically. The

steps associated with implementing time warping in an ideal waveguide are: given a

Green’s function G(t) that contains the modes of a dispersive waveguide, resample

G(t) uniformly in warped time t′ =
√
t2 − t2r, where tr = r/c is the start time of

deterministic structures, resulting in a time-warped signal G(t′); compute the spectra

of G(t′) that shows the clearly-resolved modes in the frequency domain; band pass

filter to isolate the contribution from a particular mode (m);apply the inverse warp-

ing operator t =
√
t′2 + t2r to transform back to the original time domain and reveal
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Figure 4.3: Dispersion plot of C23(t). Red curves are measured NCFs and blue curves
are simulated NCFs, in multiple 10 Hz bands, with the center frequency as the vertical
axis. Yellow shadowed zones represent the arrival time of two modes at corresponding
frequency.
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Figure 4.4: Dispersion plot of C13(t). Red curves are measured NCFs and blue curves
are simulated NCFs, in multiple 10 Hz bands, with the center frequency as the vertical
axis. Yellow shadowed zones represent the arrival time of two modes at corresponding
frequency.

Gm(t). In 2014, the warping operators were extended to the non-ideal waveguide by

Niu et al. (83). In his work, sound speed profile is depth-dependent, and sea bottom
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is acoustic. Niu’s operators are closer to the realistic ocean environment, but requires

more computation work. For the low frequency band (20-70 Hz) in our study, we

employs the warping operators for the ideal waveguide, assuming that they are good

approximations in the frequency band of interest. For better results, we may consider

Niu’s operators in future work.

4.2.2.2 Simulation of time warping in an ideal waveguide

Here we run a simple test on the warping operator in an ideal waveguide. Firstly,

we simulate the acoustic Green’s function in the same shallow water environment

as the 1-2 instrument pair. Instead of a half-space elastic bottom, we use a rigid

bottom, i.e. we are assuming an ideal waveguide. Using the Short Time Fourier

Transform (STFT), we can plot the spectrogram of the simulated GF to visualize

the time frequency representation, i.e. the dispersion. As shown in Fig. 4.5(a),

four modes are distinguishable, but the four modes cannot be isolated from each

other with conventional filtering. Then, with the simulated GF, we apply the time

warping operator, and plot its spectrogram using STFT, as shown in Fig. 4.5(b). The

spectrogram of the warped GF shows four clearly resolved modes in frequency domain;

the resolved four modes can be easily isolated by performing simple conventional

filtering, which realizes our objective of modal separation.

4.2.2.3 Application of time warping to dispersion analysis of measured

NCFs

After testing the warping operator on the ideal waveguide, we process the measured

NCFs with the same warping operators. It should be noted that the ideal waveguide
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(a) Original GF (b) Warped GF

Figure 4.5: Spectrogram of original and warped GF simulated in an ideal waveguide.
Four modes are separated after warping transformation.

warping operator may not apply to the real ocean environment perfectly, but we can

take it as a close approximation, as our experiment environment is relative shallow,

and the water body is almost homogeneous.

Figure 4.6, 4.7, 4.8 show the spectrograms of the original and warped C12(t), C23(t)

and C13(t) respectively. For C12(t), four modes are resolved after warping processing.

For C23(t) and C13(t), only two modes are recognizable. In addition, C23(t) and C13(t)

are more noisy than C12(t), as the peaks in Fig. 4.7 and 4.8 are smeared compared

with Fig. 4.6.

If we apply a conventional band-pass filter to the spectrum of the warped NCFs,

we can extract each single mode successfully. Figure 4.9, 4.10, 4.11 shows the isolated

modes in multiple 10 Hz bands. Comparing with Fig. 4.2, 4.3 and 4.4, the normal

modes of each NCF have been successfully extracted. Also, it should be noted that

the fit between the simulation and measurement is very good in the extracted modes,

and the near-optimality of the eight-parameter model obtained in Chapter 3 is veri-
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(a) Original NCF (b) Warped NCF

Figure 4.6: Spectrogram of original and warped C12(t). Four modes are separated
after warping transformation.

(a) Original NCF (b) Warped NCF

Figure 4.7: Spectrogram of original and warped C23(t). Two modes are separated
after warping transformation.

fied again.
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(a) Original NCF (b) Warped NCF

Figure 4.8: Spectrogram of original and warped C13(t). Two modes are separated
after warping transformation.

4.3 Reconstruct the NCFs with time warping to

improve SNR

4.3.1 Reconstruction of NCF in an ideal waveguide

The goal of this section is to improve the SNR in NCFs obtained in Section 4.1.

The technique we employ is time warping processing, which is a signal processing

technique that can be used to isolate normal modes from NCF. We firstly test the

NCF reconstruction procedures on a two-point NCF in an ideal waveguide, with 5

km separation between two hydrophones that are located 5 m off the seafloor, simi-

lar to the instrument pair 1-2 in the field experiment. We reconstruct C12(t) in five

steps: Process C12(t) with the forward warping operator, i.e. resample C12(t) with

the warped time t′ =
√
t2 − t2r; Do the forward Fourier transform of warped signal

C12(t
′), and isolate each mode using the conventional filtering based on the spectra,

as shown in Fig. 4.12(a); Do the inverse Fourier transform of each isolated mode,
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Figure 4.9: Isolated modes plot of C12(t). Red curves are measured NCFs and blue
curves are simulated NCFs, in multiple 10 Hz bands, with the center frequency as
the vertical axis. Yellow shadowed zones represent the arrival time of four modes at
corresponding frequency.

and view the separated modes in the warped time domain, as shown in Fig. 4.12(b);

Transform each mode of C12(t
′) back to the original time domain using the unwarping

operator t =
√
t′2 + t2r, as shown in Fig. 4.12(c); Sum up all the unwarped isolated
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Figure 4.10: Isolated modes of C23(t). Red curves are measured NCFs and blue curves
are simulated NCFs, in multiple 10 Hz bands, with the center frequency as the vertical
axis. Yellow shadowed zones represent the arrival time of two modes at corresponding
frequency.
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Figure 4.11: Isolated modes of C13(t). Red curves are measured NCFs and blue curves
are simulated NCFs, in multiple 10 Hz bands, with the center frequency as the vertical
axis. Yellow shadowed zones represent the arrival time of two modes at corresponding
frequency.
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modes to get the reconstructed NCF and compare with the original NCF, as shown

in Fig. 4.12(d). The reconstructed NCF fits with the original NCF perfectly, with no

difference in phase and negligibly small difference in amplitude. The simple test on

the ideal waveguide verifies the feasibility of NCF reconstruction using time warping

technique. For the measured NCFs, since the incoherent has no modal structures, the

reconstruction procedures will effectively filter out the incoherent energy and enhance

the deterministic structure.

4.3.2 Reconstruction of measured NCF in the coastal ocean

environment

Following above reconstruction procedures, the NCFs obtained in Section 4.1 are all

reconstructed. Figure 4.13, 4.14, 4.15 show the reconstructed lags of C12(t), C23(t)

and C13(t), respectively. In Fig. 4.13, four modes are clearly resolved in the spectra,

and the fit between measured and reconstructed lags is very good. In Fig. 4.14, two

modes are clear in the spectra of both lags; through mode filtering and reconstruc-

tion, the signal is enhanced while the noise is suppressed. In Fig. 4.15, two modes

are visible in the spectra of both lags, but the negative lag is much noisier than the

positive lag; after reconstruction, the positive lag shows two strong modes with very

low noise, while the negative lag has a clear mode 1 and a relatively poor-shaped

mode 2; but still, it is obvious that mode 2 in negative lag becomes much more clear

after reconstruction. The benefits of NCF reconstruction in improving SNR is further

quantified in Table 4.1. By isolating the modes of measured NCFs with time warping

technique, and reconstructing NCFs through summing up the isolated modes, we’ve

successfully improved the SNR of measured NCFs, especially for C23(t) and C13(t).

In particular, the SNR of negative lag of C13(t) increases from 1.44 dB to 17.69 dB
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Figure 4.12: Simulation of CF reconstruction in an ideal waveguide using time warping
method.

after reconstruction.
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Figure 4.13: Reconstruction of measured C12(t) using time warping method.

Instrument
Pair

C12(t) C23(t) C13(t)

NCF Type Measured
Recon-
structed

Measured
Recon-
structed

Measured
Recon-
structed

Positive Lag
SNR (dB)

21.59 25.39 9.77 26.03 8.36 20.60

Negative Lag
SNR (dB)

23.22 26.80 9.92 23.02 1.44 17.69

Table 4.1: Comparison of SNR of measured and reconstructed NCFs
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Figure 4.14: Reconstruction of measured C23(t) using time warping method.

4.4 Estimate current speed using effective sound

speed approximation

4.4.1 Effective sound speed approximation in a slow moving

medium

In this section, we estimate the ocean current speed from the reconstructed NCFs,

based on an effective motionless medium approximation that is built on certain con-
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Figure 4.15: Reconstruction of measured C13(t) using time warping method.

ditions of applicability. The idea of approximating the acoustic field in an inhomo-

geneous moving medium with the acoustic field in an effective quiescent medium can

be traced back to Lord Rayleigh (85). This idea is widely used in simulating sound

propagation in the atmosphere when wind exists and in the ocean when current ex-

ists. By substituting the moving medium with an equivalent static medium, the

governing acoustic wave equation is significantly simplified, and numerical modeling

of corresponding acoustic field can be done with existing sound propagation models,

including ray models, normal mode models as well as parabolic equation models.
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In our experiment, sound speed variation in depth is less than 5 m/s over 100

m depth, as illustrated by Fig.1. Ship-based ADCP measurements during the de-

ployment cruise show that the depth-averaged eastward and northward currents are

approximately 0.4 m/s and 0.6 m/s, respectively. Through vector calculation, the

overall current speed is 0.7 m/s, in the direction of 55◦ from north to east, which ap-

proximately falls on the direction of our hydrophone array. The dominant propagation

paths have low grazing angles with respect to the seafloor. The above properties make

the studied environment a qualified candidate to use the effective motionless medium

approximation, given by Godin in 2002 (84). Through derivation, he gives a form of

effective medium with

ce = c+ ~u · ~n, ρe = ρ
c2

c2e
, (4.1)

where ce and ρe are effective sound speed and effective density; c and ρ are the sound

speed and density in the moving medium; ~u is the current velocity and ~n denotes

sound propagation direction. When the medium is a weakly inhomogeneous slow

moving medium, i.e. δc
c
� 1, δρ

ρ
� 1 and u� c, Godin shows that the acoustic wave

equation in the moving medium reduces to

∇ · ∇p
ρe

+
ω2

ρec2e
p = 0. (4.2)

In addition, when grazing angle with respect to the reflecting surface is small, the

boundary condition in the moving medium reduces to the boundary condition in

the effective medium. Since both the weakly inhomogeneous slow moving medium

condition and the small grazing angle condition are satisfied by our experimental

environment, we can simulate the sound propagation using the effective motionless

medium approximation on the KRAKEN normal mode model. By incorporating
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the current speed in the effective sound speed and density, the simulated NCF is

dependent on current speed.

4.4.2 Method of current speed estimate

In Section 4.3, we’ve reconstructed the measured NCFs, which have higher SNRs

than the original measured NCFs. The positive lags correspond to sound propaga-

tion from south to north (location 3 to 1), while negative lags correspond to sound

propagation from north to south (location 1 to 3). Through numerical simulation,

both positive lags and negative lags can be modeled by applying the effective motion-

less medium approximation, given in Eq.4.1. Note that ~n in positive and negative lags

is exactly opposite. From previous work on waveform modeling and inversion (86),

we’ve obtained an optimal eight-parameter geoacoustic model that approximates the

experimental environment very well. Here, we simulate NCFs using the obtained

eight-parameter geoacoustic model, combining the effective motionless medium ap-

proximation, which incorporates the current speed in the effective sound speed and

density. For each instrument pair, we firstly run simulations with current speed vary-

ing from 0 to 1.5 m/s, pointing from location 3 to 1. Then, we calculate the two-norm

misfit M(u) between simulated and reconstructed NCFs,

M(u) =

∫ −tmin

−tmax

[Crecon(t, u)− Csimu(t, u)]2 dt+

∫ tmax

tmin

[Crecon(t, u)− Csimu(t, u)]2 dt,

(4.3)

where u is the value of current speed; tmin and tmax denote the starting and end-

ing time of the deterministic structure in each NCF; Crecon(t, u) is the reconstructed

NCF while Csimu(t, u) is the simulated NCF. M(u) reaches the minimum at optimal u.
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4.4.3 Results and discussion

Through a brute-force search, we find that the optimal depth-averaged current speeds

are u12 = 1.03 m/s, u23 = 0.49 m/s, u13 = 0.72m/s for instrument pair 1-2, 2-3 and

1-3, respectively. It should be noted that u12, u23 and u13 are obtained from inde-

pendent search with corresponding reconstructed and simulated NCFs. Surprisingly,

1
3
u12 + 2

3
u23 = 0.67 m/s, which is very close to u13 = 0.72 m/s. The consistency

u13 ≈ 1
3
u12 + 2

3
u23 is a good sign of the reliability of the estimated current speeds.

Figure 4.16 shows the comparison between simulated NCFs, obtained with the

optimal current speed, and the reconstructed NCFs, obtained with time warping

technique. For C12(t) in the 20-70 Hz band, the simulated NCFs fit the reconstructed

NCFs very well, with a perfect phase match and some minor amplitude misfits. For

C23(t) in the 20-70 Hz band, the fit is very good in Mode 1, ending at 6.5 s approx-

imately, but relatively poor in Mode 2, especially in amplitude. The difference in

amplitude is partially because of the asymmetry in the two lags of C23(t), referring

to Fig. 4.1, and partially because of the weighting function applied in the simulation,

referring to Zang et al., 2015 (86). Modal arrivals within 6.7 s to 6.9 s time span,

which correspond to the low frequency components of Mode 2 arrivals, illustrate ob-

vious phase misfit in both the positive lag and the negative lag; this phenomena is

more obvious in Fig. 4.10. This is due to the inadequacy of the eight-parameter

geoacoustic model in low frequencies. The geoacoustic model in our simulation sim-

plifies the seafloor structure as a 9 m fluid sediment layer overlying a half-space fluid

bottom, which is quite limited at low frequencies where bottom interactions happen

more often than in high frequency bands. In spite of the aforementioned defects, the

2-3 instrument pairs still yield a good match between the reconstructed and simulated

NCFs. Thus, the current speed estimation at 10 km separation is reliable.
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For C13(t), which is calculated in the 20-50 Hz band, the fit in Mode 1 is good in

both the positive and the negative lags; the misfit in Mode 2 is significant. This phe-

nomenon is consistent with Fig. 4.11. Two factors can be accounted for it. Firstly,

our geoacoustic model was obtained with the 1-2 instrument pair NCFs in the 20-70

Hz band. For the 1-3 instrument pair, since the 50-70 Hz band components are too

noisy to be included, we only calculate NCFs in the 20-50 Hz band. Similar to the

problem analyzed for the 2-3 instrument pair, the geoacoustic model in our simu-

lation is inadequate at low frequencies, which partially explains the misfit in later

arrivals of Mode 2 of C13(t). Secondly, the separation for the 1-3 instrument pair is

approximately 15 km, which is three times of the 1-2 instrument pair. For longer

propagation range, sound waves suffer more bottom interaction and attenuation, es-

pecially at low frequencies. These two factors are the major reasons for the misfit in

Mode 2. However, with the satisfying performance of Mode 1, and considering that

the measure we defined to search for optimal current speed in Eq. 4.3 emphasizes the

fit in phase, the current speed estimation at 15 km range is still believable, even if

the simulation of Mode 2 is not good.

Now we evaluate our estimation results with reference to previous study (64).

Previously, Godin et al. (2014) has estimated the depth-averaged current speed based

on acoustic reciprocity. In that study, the time difference between the positive and

negative lag was employed to investigate the relative clock drift and the current speed

at the same time. Their results show that: the clock drifts for the 1-2 and 2-3 in-

strument pair is 0.917 ms/day and -0.490 ms/day, respectively; the depth-averaged

current speed is -0.47 m/s based on the 1-2 instrument pair, and the result obtained

from 2-3 instrument pair is 5% higher. It should be mentioned that the frequency

band in Godin’s work is 20-50 Hz band, which is different from our 1-2 and 2-3 in-

strument pair calculations. In addition, the method employed to find the good clock
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Figure 4.16: Simulated NCFs (in blue) using effective sound speed and reconstructed
NCFs (in red) using time warping. Left: 1-2 instrument pair; middle: 2-3 instrument
pair; right: 1-3 instrument pair.

drift is also different in two studies. With above difference in mind, we’ve tested

C12(t) in the 20-50 Hz band, and find that the SNR is best when relative clock drift

is 1.01 ms/day, and the corresponding current speed is 0.81 m/s. It’s obvious that

the difference of relative clock drifts in two studies contributes to the difference of

current speed estimation using the 1-2 instrument pair. The results obtained from

2-3 instrument pair show better match in both studies. Moreover, with the NCF

reconstruction processing, we’ve successfully estimated the current speed with the

1-3 instrument pair, which was not completed in previous study due to the low SNR

in C13(t). Our results show that 1
3
u12 + 2

3
u23 = 0.67 m/s, about 7% smaller than

u13=0.72 m/s, which is a good consistency within the estimations at three separa-

tions. The ship-based along track ADCP measurement gives a current speed of about

0.7 m/s in the upper 70 m, which is 3% smaller than u13. With the good consis-

tency with previous study and the ADCP measurement, we think the new current

speed estimation method presented in this Chapter is reliable and robust, and the re-

construction of NCFs can significantly extend the application of noise interferomentry.
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Several aspects of future improvements are discussed here. As mentioned earlier

in Section 4.2, the warping operators employed in this Chapter are based on the ideal

waveguide. The geoacoustic model in our simulation is more complicated than the

ideal waveguide. Thus, modal separation and NCF reconstruction can be improved

with a more complicated and realistic warping operator pair. The other thing that

should be noted is that the effective sound speed given in Eq. 4.1 is approximated

by ce = c+ u, which ignores the modal dependency and frequency dependency in the

propagation angle of each mode. This approximation is checked by monitoring the

wave number k(f,m) in NCF simulations. For both upper bound and lower bound

of frequency band of each mode, the propagation angles are less than 30 degree, and

the correction that applies to the estimated current speed is less than 10%. Thus,

the approximation ce = c + u is acceptable. More accurate current speed estimates

can be obtained by incorporating the modal and frequency dependency in both the

effective sound speed and the effective density, as defined in Eq. 4.1.

4.5 Summary

In this chapter, we have employed the time warping transformation to analyze the dis-

persion in shallow water environment. Our study started with the simulated Green’s

function (GF) in an ideal waveguide. The time warping operator helps us to iso-

late four normal modes from the simulated GF using conventional filtering. Then

we applied the time warping operators to the noise cross-correlation function (NCF)

calculated from the ambient noise data in the shallow water environment. Results

show that after time warping transformation, we have successfully extracted the nor-

mal modes from the measured NCFs, at 5 km, 10 km and 15 km separation. The

extracted modes of the measured NCFs fit the modes of the simulated NCFs and the
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corresponding group speed very well, at all separations considered here.

Noise interferometry is a low-cost passive acoustic remote sensing method. Yet

the signal-to-noise-ratio (SNR) of the NCF decreases significantly with the separation

of two hydrophones, thus its application is quite limited. Thus, inspired by the suc-

cess of aforementioned modal separation, we have presented a method to improve the

SNR of NCFs in a highly dispersive shallow water environment. The reconstruction

method not only successfully recovers the NCF in Pekeris waveguide simulation, but

also effectively improves the SNR of measured NCFs, even for the 15 km separation.

Using the reconstructed NCFs, the current speed is estimated based on an effec-

tive motionless medium approximation. Our experimental environment, which is an

ideal weakly inhomogeneous slow moving medium, satisfies the effective motionless

medium approximation conditions. The optimal depth-averaged current speed is ob-

tained by minimizing the two-norm misfit between the reconstructed and simulated

NCFs. We obtained the optimal estimates of depth-averaged current speed to be u12

= 1.03 m/s, u23 = 0.49 m/s, u13 = 0.72 m/s for instrument pair 1-2, 2-3 and 1-3,

respectively. The current speed estimates show good consistency not only with each

other (u13 ≈ 1
3
u12 + 2

3
u23), but also with the ship-based ADCP measurement (≈0.7

m/s). Through reconstruction, the current speed is successfully estimated from NCFs

at 15 km separation for the first time.



Chapter 5

Low-frequency Long-range
Communication in Deep Ocean

5.1 Background

Long-range underwater communication in the ocean is extremely challenging due to

multi-pathing; many ray paths connect fixed points. The transient acoustic Green’s

function plays a vital role in quantifying this phenomenon. Compared with wireless

electromagnetic communication in the air, acoustic communication in the ocean is

much more complicated. Sound propagation in the ocean is usually affected by many

factors. Firstly, inhomogeneity of underwater environment, including the variation

of salinity and temperature with depth, results in inhomogeneity of the sound speed.

This leads to sound rays propagating along multiple paths. Multi-path propagation

can prolong and distort the transmitted signal, and lead to inter-symbol interference

in underwater acoustic communication. The second factor that affects the accuracy

in underwater communication is ambient noise, including ship traffic noise, wind-

dependent noise, turbulent pressure fluctuations, etc. Under some circumstances,

ambient noise is much stronger than the signal and thereby make the signal very dif-

ficult to identify. The third factor is the time-varying environment. All these factors

make the extraction of acoustic Green’s function in the ocean very challenging.
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In this chapter, we present an active method, inverse filter processing, to extract

the acoustic Green’s function in deep ocean. This method is designed to work in

long-range deep-ocean communication.

5.2 Theory

The solution to the acoustic wave equation with a transient point source at x0

∇2p− 1

c2(x)

∂2p

∂t2
= −δ(x− x0)s(t) (5.1)

can be written as a convolution,

p(x|x0, t) = G(x|x0, τ) ∗ s(t) (5.2)

=

∫ ∞
−∞

G(x|x0, τ)s(t− τ)dτ.

Here g(x|x0) is the transient Green’s function, or impulse response function, which

satisfies Eq.(5.1) with s(t) replaced by δ(t).

For simplicity Eq.(5.2) is written in the following as

p(t) = G(t) ∗ s(t). (5.3)

Take the Fourier Transform on both sides of Eq.(5.3), the convolution in time

domain turns into a product in frequency domain

p̄(ω) = Ḡ(ω)s̄(ω), (5.4)
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where Ḡ(ω) and s̄(ω) are the Fourier transform of G(t) and s(t), respectively.

From Eq.(5.3) and Eq.(5.4), it is clear thatG(t) has to be known in order to recover

an unknown communication signal s(t). Using Inverse Filter Processing (IFP), the

Green’s function G(t) can be estimated from p(t), if s(t) is known. Let sm(t) denote

a known transient source function and pm(t) the corresponding response function.

Then

pm(t) = G(t) ∗ sm(t), (5.5)

p̄m(ω) = Ḡ(ω)s̄m(ω). (5.6)

At the receiver, the Green’s function can be recovered as a ratio

Ḡ(ω) =
p̄m(ω)

s̄m(ω)
. (5.7)

Then, an unknown communication signal sc(t) satisfies

pc(t) = G(t) ∗ sc(t) (5.8)

in time domain, and

p̄c(ω) = Ḡ(ω)s̄c(ω) (5.9)

in frequency domain.

Combining Eq.(5.7) and (5.9), the transmitted communication signal can be re-

covered as

s̄c(ω) =
p̄c(ω)

Ḡ(ω)

=
p̄c(ω)s̄m(ω)

p̄m(ω)

u
p̄c(ω)p̄∗m(ω)s̄m(ω)

|p̄m(ω)|2 + ε2
, (5.10)
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where the superscript ∗ denotes complex conjugation.

Considering that the ambient noise is non-coherent, and the communication sig-

nal is coherent, the inverse filter processing can perform better when the Signal to

Noise Ratio (SNR) is low by averaging over time or space using multiple receivers, as

illustrated in Eq.(5.11)

s̄cavg(ω) =
1

M

M∑
i=1

s̄ci(ω), (5.11)

where M is the number of temporal records for one hydrophone at different time or

the number of hydrophones in the array.

Taking the inverse Fourier transform on both sides of Eq.(5.11), we can recover

the transmitted communication as

sc(t) = F−1[s̄cavg(ω)]. (5.12)

5.3 Deep ocean experiment

5.3.1 Experiment setup

To test the performance of IFP method, an experiment was carried out in North

Pacific ocean. The experiment equipment was part of the Acoustic Thermometry of

Ocean Climate (ATOC) project. The source was located near Kauai Island (22.3492

N, 159.5700 W) in Hawaii, while the receivers (29.5835 N, 147.7429 W) were in the

northeast direction to the source. The bearing angle of the receiver was 58.2811◦.

The horizontal distance between the source and the receiver was 1428.60 km. The

source was 810 m deep, while the receiver was 1320 m deep. The receivers were an

array of hydrophones mounted on a sea mountain, with an inclining angle of 20◦.



83

To apply the IFP method, two sets of signals were transmitted. The precursor

signal was composed of 1023-digit M sequence, modulated with a 75 Hz sinusoidal

carrier wave in a binary phase-shift key. The communication signal was composed of

a 1024-digit personally constructed binary sequence, modulated in the same pattern

as the precursor signal. The communication signal was supposed to be of the same

length as the precursor signal. However, due to a glitch in the correspondence, one

more digit was transmitted in the real experiment. This glitch could deteriorate the

performance of the IFP method, which will be shown explicitly later in the section

of numerical simulation. The total length of transmitted signal was 1200 seconds,

with 298 seconds of precursor signals and 902 seconds of communication signals. The

sampling frequency at the receivers was 300 Hz, which was four times of the carrier

frequency.

5.3.2 Experiment results

In the real ocean experiment, the number of hydrophones in the array is unknown to

us. All the data we have in hand are from the same hydrophone. The experiment

was carried out every four hours, on every Friday in seven consecutive weeks. So in

total, we have 42 records to use. To improve the SNR, we can also use Eq.(5.11)

and employ the temporal diversity in the analysis of real data, instead of the spatial

diversity in the simulation.

Here, the measure of communication success we employed is the bit error rate

(BER), which is the rate between the misinterpreted bits to the length of the commu-

nication signal. The result of the real ocean experiment is illustrated in the Fig.(5.1).
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Figure 5.1: Results of deep ocean acoustic communication experiment.

5.4 Numerical simulation

5.4.1 Motivation

To compare with the results of data processing of the ocean experiment, a numerical

simulation was run on computer. The numerical simulation serves the following pur-

poses. Firstly, it provides an ideal environment that doesn’t vary with time, which

simplifies the complexity of underwater environment and provides a simple test of the

IFP method. Secondly, in the simulation, we can control the noise level, and evaluate

the performance of IFP under different SNRs. Thirdly, since we intended to transmit

the communication signal with the same length as the precursor, but failed to do it in

the real ocean experiment, we can do it in the simulation and compare the results of

the two cases. In summary, by posing the problem in the controllable environment,

we can get a reliable reference in interpreting the results of the ocean experiment.
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In the simulation, the environmental data were extracted from National Oceano-

graphic Data Center, World Ocean Atlas 2005. Plugging the environmental data into

the ray tracing model, we can get the impulse response functions at the receiver.

With the impulse response functions, we can simulate the received signal by convolv-

ing with transmitted signal and then recover the communication signal with the IFP

method.

5.4.2 Simulated impulse response function

In the simulation, there are 21 hydrophones evenly distributed in a vertical array,

ranging from 900 m deep to 1600 m deep. The impulse response function is different

at different hydrophone, as illustrated in Fig.(5.2).

To illustrate the multipath propagation effect, one digit signal (two cycles of
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Figure 5.2: Simulated impulse response functions of an vertical array using a ray
model.
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sinusoidal wave) is convolved with the impulse response function at the tenth hy-

drophone, and the received signal is shown in Fig.(5.3).

Fig.(5.3) shows how one-digit signal can be distorted and blurred after long dis-
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Figure 5.3: Illustration of the multipath propagation

tance propagation. When the transmitted signal has more digits, there will be more

overlaps in the received signal, which will result in intersymbol interference. Without

appropriate processing, it is difficult to extract the original transmitted signal accu-

rately, even if no noise is taken into account.

5.4.3 Signal processing

After convolving the transmitted signal (containing the precursor signal and the com-

munication signal) with the simulated impulse response functions, the received sig-

nals at the array are generated. Applying the IFP method to the received signal

at each channel with Eq.(5.10), averaging over all hydrophones with Eq.(5.11), and

then taking the inverse Fourier transform with Eq.(5.12), we can get the recovered
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communication signal. After demodulation, we can then calculate the bit error rate

(BER) and evaluate the performance of the IFP method.

As mentioned earlier, the communication signal was intended to be of the same

length as the precursor signal. So, in the numerical simulation, we studied both cases:

the one with 1023-digit communication signal and the one with 1024-digit communi-

cation signal.

We want to evaluate the performance of the IFP method under different SNR. To

do this, we compare the BERs of the two cases under different SNR.

5.4.4 Simulation results

For the case where the communication signal has 1024 digits, we have to interpolate

in the spectrum of the precursor signal. The interpolation will affect the accuracy

of the inverse filter processing results. Correspondingly, the BER varies with the

starting point of the coherent stacking of the precursor signal.

Figures 5.4, 5.5, 5.6, 5.7, 5.8 show the bit error rate for different values of SNR.

The two plots on the top are generated with multiple records, while the bottom two

plots are obtained with a single record. The two plots on the left are the results of the

case where the acoustic communication contains 1023 digits, same as the precursor

signal. The two plots on the right hand side are the results of the case where the

communication signal has 1024 digits, which is the same as the real experiment. By

plotting the four plots in one figure, we can conveniently compare the results hori-

zontally and vertically.

Comparing the two plots horizontally, we can find that the BER of the case of

1024-digit communication signal varies periodically with the starting point of the pre-

cursor signal. It is due to the discrepancy in the signal lengths and the interpolation
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in the inverse filter. This property appears to be unavoidable.Comparing the two

plots vertically, we can find that the BERs of the array data are always better than

BERs of a single record when Gaussian white noise is added. This is reasonable since

the ambient noise is non-coherent while the transmitted signals are coherent. So more

records can help to reduce the effect of the ambient noise on the communication and

thereby improve the BERs significantly.

When the noise level increases, the BERs increase accordingly. When SNR = -30

dB, even the array data cannot recover the communication signal clearly, and the

BER is about 11% for the case of 1023-digit and 9% for the case of 1024-digit.

Precursor starting time (s)
275 280 285 290 295 300

B
E

R
(%

)

-1

0

1

2

3

4
1023 digits, array

Precursor starting time (s)
275 280 285 290 295 300

B
E

R
(%

)

-1

0

1

2

3

4
1024 digits, array

Precursor starting time (s)
275 280 285 290 295 300

B
E

R
(%

)

-1

0

1

2

3

4

5

6
1023 digits, single record

Precursor starting time (s)
275 280 285 290 295 300

B
E

R
(%

)

-1

0

1

2

3

4

5

6
1024 digits, single record

Figure 5.4: Bit error rate without ambient noise.

5.5 Summary

By comparing the experimental results with the numerical simulations, we’ve verified

that the communication signal in the real experiment has 1024 digits, which is the

reason of the periodic variation of the bit error rate curve. The simulations also show
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Figure 5.5: Bit error rate when SNR = -10 dB.
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Figure 5.6: Bit error rate when SNR = -20 dB.

that if the communication signal is of the same length as the precursor signal, the

BER will be higher. However, the real communication signal has 1024 digits, which

is an intrinsic experiment glitch and cannot be fixed in the period of data processing.

Besides, the data we have in hand is quite limited. If we have access to the array

data and improve the SNR via array beam-forming, we can get a better BER, too.
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Figure 5.7: Bit error rate when SNR = -25 dB.
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Figure 5.8: Bit error rate when SNR = -30 dB.



Chapter 6

Conclusion

6.1 Overview

The overall goal of this dissertation is to explore the methods of acoustic Green’s

function extraction in the ocean and to investigate the application of the acoustic

Green’s function to ocean properties studies. The goal has been achieved through the

studies in Chapter 2 to 5.

The method of noise interferometry, which aims to extract acoustic Green’s func-

tion from ambient noise cross-correlation functions, was tested through field experi-

ments both in a coastal ocean environment and a mid-deep ocean environment. In

our data, the performance of noise interferometry is better in the shallow water envi-

ronment, where the deterministic structure of acoustic Green’s function was obtained

at 5, 10 and 15 km separation. The extracted Green’s function in the studied coastal

ocean environment was further explored for waveform modeling, geoacoustic inver-

sion, dispersion analysis, modal separation, reconstruction and ocean current speed

estimation. In the mid-depth ocean, the extracted Green’s function doesn’t show sta-

ble/consistent deterministic structures over the total experiment time. The possible

factors that affect the performance of noise interferometry were discussed, including

the noise source composition, ocean current strength and stability, and acoustic prop-
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erties of environments.

The method of inverse filter was tested in a low-frequency long-range deep-ocean

acoustic communication experiment. The acoustic Green’s function was successfully

extracted from the precursor signal, which was known at both the source and the

receiver. The communication signal, which was transmitted following the precursor

signal and was unknown to the receiver, was interpreted. Due to the glitch in the

communication signal length and the lack of multi-channel data, the bit-error-rate of

the recovered communication signal was about 3%, which is good but not superb.

The two methods presented in this dissertation represent the passive and active

methods that are very useful and reliable in ocean acoustics research. The accom-

plished work provides valuable references for the extraction and application of the

acoustic Green’s function extraction in different types of ocean environments.

6.2 Future work

Possible future work could be focused on investigating the noise source compositions

in the noise interferometry experimental environments, and differentiate the acoustic

properties in two studied environments through numerical simulation. In addition,

the time warping operators used in Chapter 4 are derived in an ideal waveguide,

which is not the same as our experimental environment. If more suitable warping

operators are available, the modal separation and Green’s function reconstruction

will be further improved. Future work can be done on developing and testing an

advanced time warping operator for more general environments, such as our obtained

optimal geoacoustic model. That work will nicely complement the work reported in

this dissertation.
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