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ABSTRACT

Chemical sensing is a key component in modern gocespecially in engineering
applications. Because of their widespread impewoprovements to chemical sensors are a
significant area of research. One class of senptasmonic sensors, is being heavily researched
because of their ability to detect low levels oblgte in near real time without destroying the
analyte. This work studies a new class of plasmeensor that utilizes diffractive coupling to
improve sensor performance. Specifically, this kvoutlines the first study of diffractive
coupling sensors with typical nanoparticle shap&ensitivity of this new class of sensor is
directly compared to typical localized surface pilas resonance sensors. Spectral peak location
sensitivity was found to be equal to or greatenttypical plasmonic sensors. These results were
corroborated with numerical simulation with andhwitit nanoparticle interaction to demonstrate

the power of harnessing diffractive coupling in oparticle sensors.

The sensing results were then extended to analydereml arrays of nanorings.
Nanorings were chosen because they have the highestted sensitivity of any plasmonic
shape (880 nm/RIU) in the literature and have & Bigface area to volume ratio, which is a key
parameter for plasmonic sensors. Theoretical sitiunls of diffractive coupling nanorings
indicate that sensitivity is comparable to non-doypnanorings in the literature (890 nm/RIU
vs. 880 nm/RIU, respectively). Another metric ehsor performance, the figure of merit, was
much higher (34) than the non-coupling ring (2).rd€ed nanoring arrays which exhibit
diffractive coupling improve upon current refragivndex based plasmonic sensors. Further
improvements to nanoring sensors’ figure of mem@ possible based on simulation results for

nanosphere arrays.
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CHAPTER 1

PLASMONIC SENSORS

1.1 MOTIVATION FOR PLASMONIC CHEMICAL SENSORS

Chemical sensing is a key component in modern gocespecially in engineering
applications. Chemical sensors are used to coatdl monitor emissions, improve product
purity, ensure safe working conditions, and diagndseasé’ Because of their widespread
impact, improvements to chemical sensors are afisignt area of research. A specific example
where improved sensors could be beneficial is modlglucose level testing. Diabetes is a
condition that affects 25.8 million people in thaitéd States® Current methods for testing
blood glucose levels require a blood sample tolaeep on a chemical sensor. This process is
both invasive and painful. Recent research hawstaocorrelation between blood glucose levels
and acetone in exhaled bredth.Detection for this research utilized a gas chrog@ph to
detect the acetone levels in parts per million,clvhis not a feasible solution for in-home
detection because of costs, lack of portability &me between sample collection and results.
Localized surface plasmon resonance (LSPR) basesbrseare a potential solution to allow
monitoring blood glucose levels in a non-invasivel a&ost effective method. Current LSPR
sensors have demonstrated sensing of specific ialateon the zeptomolar scale when
immobilizing the analyte molecules in question he nanoparticle (NP) surfate. However,
these methods require that the analyte adsorbed\#? surface. The number of molecules
detected in the cited study is ~60,000. Improvemseastd to be made to allow the detection of
acetone from breath, since reported concentratiangd only have 50-1000 acetone particles in

the sensing volume of a 90 nm spherical NP.



Chemical sensors exist in a wide variety of formhatg can be grouped into several key
groups based on their method of detectibti. Electrical sensors take advantage of differences
in resistance, current, or voltage for a sensoenatwhen exposed to an analyte. Each class of
electrical sensor has its own benefits and drawdydmkt in general electrical sensors have a high
sensitivity and a wide range of operating condgioage quickly, are non-selective, and suffer
from hysteresis.  Spectroscopic sensors utilizeeraations between the analyte and
electromagnetic (EM) waves. Spectral sensors apalde of detecting a specific analyte
without isolation, but require the analyte to bedpally active and can potentially be affected by
ambient lighting. A subclass of spectroscopic senss plasmonic sensors, which utilize
plasmonic properties of certain materials to detecanalyte based on its refractive index (RI)
relative to its surroundings. Plasmonic sensogssansitive, portable, and low cost but need to

be functionalized for specificity.

Significant research is being done with plasmor@nssrs because of their ability to
detect analyte in real time with high sensitivititwaut destroying the sample. Some examples
of plasmonic sensors in the literature are thedtiete of brain cell activity® in vivo blood
glucose level monitorindf lung cancer detectiol,and microfluidics® The research outlined in
this dissertation will aid in the development ofttbe plasmonic sensors and can expand the
applications where plasmonic sensors are used.thEquurposes of this work, improvements in
plasmonic sensors will be determined with respecsdnsitivity and figure of merit (FOM).
Sensitivity is defined as the peak location stafiulting from a change in Rl and has units of nm
per refractive index unit (nm/RIU). FOM is theioabf sensitivity to full width at half max of
the peak used for sensing. Mathematical formubaséch of these measures are presented in

Chapter 2.



The benefits of this research, however, are natdiino sensing. NPs and NP arrays are
also being extensively researched for their useenergy production, including solar cell
enhancementS,;?* butanol pervaporatioff, and improvements in heat transfer for steam
powered turbine&® Nanoring arrays are especially interesting fastptioltaics because of their

small geometric cross section.

1.2 SURFACE PLASMON RESONANCE

A surface plasmon is an oscillation of surface ecmtidn electrons confined to a metal—
dielectric interface excited by incident electrometic waves:?*’ This oscillation, called
surface plasmon resonance, exists for planar films and random or ordered nanoparticles.

In planar films, this orthogonally-oscillating waveform travels parallel to the metal-
dielectric interface and is called a surface plasmon polariton (SPP). In NPs, the electrons’
oscillations are confined by the particle—dielectimterface, resulting in a localized surface
plasmon resonance (LSPE).Light of a suitable frequency will excite the e plasmon by
transferring energy into the resonant mode. Assalt of these interactions with incident light,
both forms of surface plasmon resonance are oldepectrally as a peak shaped response for
the film or NP?® This oscillation of electrons also results inorent frequency sensitivity to the
RI adjacent to the metal-dielectric interf&€e’ RI sensitivity is the basis for most plasmonic

Sensors.

SPP and LSPR sensors can detect analytes withimak iegion in the near field. This
region is ~200-300 nm for SPP sensors and ~5-15 mrhS®R sensor&>* This limitation
exists because plasmon modes decay exponentiallyfasction of distance from the surface.
Many current LSPR sensors do not take advantagéeadts of order in NP configuration. It has

been suggested that diffractive coupling basedosenshich rely on constructive interference

3



between NPs in ordered arrays have advantages owaent SPP or LSPR sensor
configurations’” Ordered NP arrays which exhibit this diffractis@upling have been theorized
to have a more intense spectral response withrawar peak width than current LSPR sensors.
An additional benefit of diffractive coupling semsois related to their far field diffractive
coupling. It is believed that this diffractive qaing allows analyte detection in the region
beyond the typical LSPR detection limit while stiflaintaining the detection limit of current
LSPR sensors. This dissertation will examine expemtal and simulated arrays of NPs with

various shapes and compare them to current setesihgologies.

1.3 SPP SENSORS

SPP sensors, such as the commercially availabl€8ié, have been studied extensively
since the groundwork of Otto and Kretchnfa® Their work provided two methods for
requisite momentum matching with the metallic tfilim using a prisnt® Sensors based on SPP
have a typical bulk RI sensitivity of ~2 x 18m/RIU3*** Since their inception, SPP sensors
have be utilized to perform medical diagnosticgrahterize pharmaceuticals, and monitor food
and environmental safely’° Several important limitations exist with SPP seas One is the
requirement of phase matching with a laser thatesponds to the SPP wavelength. This makes
customizing SPP sensors for different commerciglliegtions more difficult. The second
limitation is related to the propagation lengthttué plasmon away from the sensing surface. The
sensing signal is an average of the response tgtama this entire region, which means that for
low analyte concentrations the signal from the yeainatrix is contributing a significant portion
to the overall plasmonic response. LSPR basedosenk® not require a specific wavelength

laser and have a much shorter propagation lengdrcoming these limitations of SPP sensors.



14 LOCALIZED SURFACE PLASMON RESONANCE

LSPR sensors confine the plasmonic feature toea fiXP geometry, resulting in the short
decay length reported above. LSPR sensors ardigerts the properties of the NP, namely
size?3%* shape®3**?and elemental compositidi;*> LSPR sensors are typically produced
with gold or silver NPs, but can and have been wred with many other plasmonic
materials®™*"*® Sjlver NPs are more sensitive to Rl changes batlily oxidize in sensing
environment$® Gold, on the other hand, has a good biocompigitidr sensors locateith vivo
and resist chemical oxidatinIn addition to LSPR sensor sensitivity to NP elcteristics, NP
arrangement and inter-particle separation are aisportant design factors for LSPR
sensors?#%4%52  Chapter 2 discusses many of the fabricationn@lciyies that are used for
creating LSPR sensors, with a focus on ordered M&y.a Other methods that will not be
discussed in detail include colloidal growth follesv by depositiofi>® and colloidal

lithography?*

1.5 ORDERED NP ARRAYS

An extension of LSPR sensors utilize advanced ¢akion techniques to create ordered
arrays of NPs. Two main categories of ordered N&ya exist: near field and far field. Near
field sensors locate the NPs very close togethesréate a very intense, but small, EM field
enhancemert When inter-particle spacing of NPs is less thdevahundred nanometers, near
field coupling occurs between adjacent N#%¥:°°°° As inter-particle spacing decreases for these
sensors, the EM field intensity dramatically in@es A key application of this local field
enhancement is surface enhanced Raman scatteffRS}®>’ Significant amounts of the
literature on ordered NP arrays focus on this rfedd enhancement to achieve very low

detection limits, even single molecuf&s. Precise control of near field NP spacing allows



reproducible SERS enhancements to be achigV8d.The other category of ordered LSPR
sensor is those with inter-particle separations #éna near or above the wavelength of incident
light.3>*° Ordered sensors can be designed such that cgugintake place for the light that is
scattered between individual NPs in the array. fliog between NPs in these arrays is a result

of diffraction.

1.6 DIFFRACTIVE COUPLING

Diffractive coupling in NP arrays was first repattén 2005° Diffractive coupling
occurs as in phase scattered light from other MP&e ordered array interfere constructively.
This constructive interference results in an EMdfienhancement for NPs in the array which is
directly related to the incident EM field plus ti&M field from constructively interfering
scattered waves from other NPs in the ordered .aftaghould be noted that coupling effects are
not limited to ordered arrays. However, for randd® configurations, the net far field coupling
effect is zero due to constructive and destruatierference. Diffractive coupling is observed
spectrally as a narrow, intense spectral extincheak that is mainly dependent on the inter-
particle distance. This diffractive coupling ocgwimultaneously with the typical plasmonic
response of the NPs in the array, but is a disfieature from the LSPR featu?®®* Work by
DeJdarnetteet al. facilitated design of diffractive coupling sensdrg providing a rapid semi-
analytic model to determine optimal array paransetier optimize diffractive coupling for
nanosphere¥. When the research for this dissertation wasestadiffractive coupling had been

observed, but no characterization of diffractivegong sensors had been performed.

1.7 HYPOTHESIS

This work was guided by the hypothesis that goldonags arranged in ordered arrays with
inter-particle spacings between 500-1000 nm exlfalpifield diffractive coupling. The basis
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of this hypothesis was numerical results obtairedafrays of spherical nanoparticles. An
equally important part of the hypothesis is that $skensitivity of diffractive nanoring sensors
would be higher than current LSPR sensors. Nagsnvere chosen for two reasons. First,
as is shown in Table 1.1, nanoring sensors thatadeexhibit diffractive coupling have the

highest reported sensitivity of current LSPR ses$brSecond, the surface area to volume
ratio of nanorings, as discussed in Chapter 5,argel than other typical geometries
examined. Nanorings arranged for diffractive cowuplwill result in a large, narrow

extinction peak with an exceptional figure of médised on numerical simulations.

1.8 ADVANCESIN PLASMONIC SENSING

The research that is discussed in this dissertaticndes several key advances in the

field of plasmonic sensors, including:

1. The first reported diffractive coupling plasmon senwas created. This sensor was then
directly compared to typical LSPR sensors with mand\Ps, showing that sensitivity of
the diffractive coupling peak is equal to or gredfgan the sensitivity of random NP

Sensors.

2. The NP plasmon peak in ordered arrays was obséovhdve an increased sensitivity for

ordered arrays that exhibit diffractive coupling.

3. Refractive index sensitivity normalized to the maic surface coverage by NPs in
diffractive coupling ordered arrays was shown tohiggher than LSPR sensors with the

same shape.

4. Nanoring simulations demonstrated diffractive coupl occurs in ordered arrays of

nanorings for all particle sizes and inter-partgpacings simulated.



5. Simulations for ordered arrays of nanorings shoaekb.9 % increase for the diffractive
coupling peak over the plasmon peak sensitivithesE sensitivity values were in good

agreement with sensitivities reported in the litera for non-interacting nanorings.

Chapters 2 and 3 will establish the experimental #imeoretical framework required to

accomplish this work. Chapter 4 will outline thdvances with ordered nanoparticle arrays
which exhibit diffractive coupling. Chapter 5 wiléport on simulations of ordered arrays of
nanorings. Chapter 6 will summarize significansules and discuss ongoing and future

applications.



TABLE 1.1: Plasmonic sensor sensitivities reported in therditere for different shape
nanoparticles. A more extensive list of nanopaetishapes are available in Mayer

aI .64
Shape  Material Sensitivity FOM Reference
nm/RIU
Sphere Au 76.4 0.66 Nath*?
Cube Ag 118 5.4 Sherry®
Triangle Ag 160 2.2 Mayer®
Rod Au 170 1.3 Mayer®*
Disc Au 200 1.7 Dmitriev®
Bipyramid Au 540 4.5 Chen®
Stars Au 665 5.4 Neh|®®
Ring Au 880 2 Larsson®



CHAPTER 2

NANOFABRICATION AND CHARACTERIZATION

2.1 NANOPARTICLE ARRAY FABRICATION TECHNOLOGIES

The wide range of potential applications for NPagsr has led to a large number of
fabrication methods. While some researchers usetehm NP array to refer to random
assemblies of NPs, the focus herein will be foraiRys with long range order which exhibit
diffractive coupling. The methods for producingdk ordered NP arrays include biotemplating,
block-copolymer lithography, dip pen nanolithogragBPN), electron beam lithography (EBL),
extreme ultraviolet (EUV) lithography, focused ibeam (FIB) lithography, laser interference
lithography (LIL), nanosphere lithography (NSL),naémprint lithography (NIL), and X-ray
lithography. Each method has its inherent beneiitd limitations. A comparison of several

main fabrication methods is found in Table 2.1.

EBL allows precise control of NP shape, size andriparticle separation, but requires a
conductive substrate and is slow and costly. Ndkesua master pattern to create a polymeric
duplicate which can then be used to create multiplg@es of the original master in an imprint
resist, but requires a master produced by one efother fabrication techniques. While this
method is promising for producing many copies ofo@timized pattern, it does not by itself
allow control over all of the key parameters in ES@evices. Dip pen nanolithography provides
a method to manipulate on the atomic scale, btime consuming and limited in the materials
that can be deposited or manipulated. NSL has hesd to produce large arrays of

nanospheres, nanodisks, and nanotriarfgi®sn ordered patterns, but it does not allow arbjtra
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shapes to be created and is difficult to elimindgéects in the resulting nanosphere templates.
EBL has been used for this work due to its prects#rol over important fabrication parameters
and equipment availability, but any of the templgtmethods can be used in conjunction with
electroless gold plating to produce patterned featuGold deposition and polymer liftoff is

required to produce the final device.

2.2 ELECTRON BEAM LITHOGRAPHY

EBL relies on the sensitivity of a polymeric redistexposure to electrofis. This resist

is referred to as an electron resist. EBL is ugymrformed with a dedicated EBL machine or a
retrofitted scanning electron microscope (SEM).e Tise of electrons to generate a pattern is
desirable because of the short wavelength of eesir Determination of electron wavelengths
for accelerating voltages used in EBL is basedhanrelativistic de Broglie wavelength. For
electrons at 30 kV, the wavelength is 6.98 pm. Ulienate resolution of EBL is influenced by
several factors in addition to the electron wavglen The actual area that is exposed to
electrons from the electron source is larger tim@wavelength of an individual electron due, in
part, to the tip emission spot size, current stitergf the lenses, the aperture, beam energy
distribution, and shape defects in the lenses. ddteal area of the electron beam ranges from
0.4 to 40.9 nm for FEI instruments like the onesdus this work, varying with spot size and

accelerating voltage.

The selectivity of the developer to exposed areasus non-exposed areas is important.
The more selective the developer, the closer thrife will be to the exposed region size. As an
electron enters the electron resist and substifaee is a chance that the electron will collide
with a molecule or atom, resulting in scatterifithe higher the accelerating voltage, the less the
electron beam will disperse as collisions occuronk& Carlo simulations are available to model
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the electron dispersion within the electron rearst substrate. Thickness of the electron resist

will affect the minimum size of feature that is piide.

This research utilized two SEMs each equipped witiano Pattern Generation System
(NPGS, JC Nabity Lithography Systems, Bozeman, MIlhis system interfaces with each SEM
and allows control of the electron beam to genguateerns that are created in a computer aided
drafting program. The NPGS system then controésItitation of the electron beam on the
electron resist coated substrate to generate ttierpéased on the programmed parameters.
Electron resists, similar to photoresists, comepasitive (exposed resist is removed) and
negative (exposed resist remains). Common elecesists include poly(methyl methacrylate)

(PMMA, positive), ZEP-520A, and hydrogen silsesaaioe (HSQ).

Electrons from the electron beam transfer theirgygnt the electron resist, resulting in a
change in the polymer chain. For positive electresists, this transfer of energy results in a
chain scission event. The result of these chaissisnis in the electron resist is increased
solubility in the developer. When the electronises exposed to the developer, if the applied
dose was sufficient, the patterned features wifleap. This patterned area is then ready for

metal deposition to form NPs.

2.3 NANOPARTICLE FORMATION

LSPR sensors can be fabricated with a number olmetGold and silver are the most
commonly used metals for LSPR sensors. Silver diPsbit a higher sensitivity, but oxidize
readily and are more reacti®®* Silver oxidation changes the environment of thefase
conduction electrons, resulting in a LSPR wavelersjiift. In contrast to silver, gold NPs resist

chemical oxidation. Methods of creating NPs forPIES sensors include colloidal growth
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followed by depositiori>*3 colloidal lithography,* sputtering or evaporatidfi,electroplating??

and electroless plating (ELY."" In typical EBL fabrication, the metal, commonlglg or silver,

is evaporated or sputtered onto the patterned tresisating cylindrical NPs. Previous
experiments have shown some difficulty in convertinese nanocylinders to nanospheres when
formed with evaporation and sputterifig. Electroless gold plating has been shown to easily
transform into gold NPs when thermally annedfedOther plating methods do not allow the
facile formation of nanorings from a pattern oféml Evaporation techniques can be modified to
allow for ring formation by angled deposition, hiis method does not allow independent
control over ring thickness and heidft. Electroplating methods would result in structures

similar to those produced with substrate seledEkelating,i.e. cylindrical or spheroidal.

As discussed in Chapter 3, numerical simulatiomsnBmoparticle systems are simplest
for spherical NPs. For this purpose, nanosphes® fabricated first followed by nanorings.
Nanocylinders were also fabricated to compare tesolother experimental data available in the
literature. Nanoring fabrication is simplified lige use of electroless plating. Despite the
advantages in patterning time for electroless migtiiftoff is still a difficult procedure. All of
the fabricated nanoring arrays for conditions exesdiin Chapter 5 were destroyed during metal
liftoff. This problem is not specific to EL platin but process improvements are required for

consistent sensor generation.

2.3.1 ELECTROLESSGOLD PLATING

Electroless gold plating is a versatile multistemgess that can be used to create
nanocylinders, nanorings, and spherical nanopestiglith the same EBL pattefh’® The first
step in electroless gold plating is the formatidm ¢hin tin sensitization layer by immersion in a
solution of tin (SA") for 3 min. This tin layer is then exposed to amiacal AgNQ for 2 min,
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which results in silver reduction onto the tin lay&inally, the silver is galvanically displaced b
immersion in sodium gold sulfite (M&u(S0s),]) and a reducing solution for 10 min to form the
desired gold features. A key difference in EL iplgtand typical evaporation or sputtering is that
EL plating is not specific to the substrate andnsni-directional. Figure 2.1(A) demonstrates
that when EL plating is performed on surfaces tataol by EBL, Au is deposited in an
interconnected sheet both on the surface of thetreteresist as well as the substrate. To achieve
spherical nanoparticles without thermal annealingmodified EL plating procedure was
developed? Figure 2.1(B-D) illustrates the different strues that are possible from the same
type of lithography pattern: B) typical EL platingelds nanorings, C) Tin pre-sensitized EL
plating yields cylindrical particles, and D) therdnamnealing results in spheroid NPs. A scheme
of EL gold plating with EBL patterned substratesh®wn in Figure 2.2. First, the electron resist
is spin coated onto an indium tin oxide (ITO) colatgass substrate to a desired thickness (~220
nm for this work). The electron resist is then &g to the electron beam according to a
predetermined pattern. Development of the eleatesist exposes the substrate in the patterned
regions, which are then tin sensitized, silvenat@d, and gold plated. Depending on the feature
size and conditions of gold plating, the resultisjuctures are spheroids or nanorings.
Nanorings have been shown to thermally transfomm $spheroid NPs when placed in an oven at

800 °C for several minuté§.

While many benefits exist for using EL plating foranoring formation, several
difficulties arise that are not present for mor@i¢gl deposition methods. First, aqueous
solutions are used for EL plating. While this enbficial in terms of introducing the gold to the
surface, several of the electron resists are $jiglegrmeable to water. The result is a thin layer

of surface deposited gold around the patternedifeatThis film is observable in Figure 2.1 (B).
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This film is undesirable because the gold will efffethe plasmon modes of NPs on or near it.
Samples that have this gold film in the backgrowade unable to be spectrally characterized by

the microscope spectrometer discussed in 2.4.2.

Second, because EL plating is non-directional, gslglated on all exposed surfaces.
This is different than evaporation or sputterindpich are directional and form distinct films on
the resist and substrate surface. The resultiteer/in Figure 2.1 (A), an interconnected sheet
of gold which is attached to the patterned elemeiitsis results in patterned NP being sheared
from the surface during liftoff. EL gold platingie be made selective for the substrate surface
by moving the tin sensitization step of electrolpksting before the electron resist deposition.
The resulting particles have an increased cirdylaand form spheroid NP without thermal
annealing® Additional experimentation is being performeduse selective gold etching to
detach the gold film on top of the electron redisin the patterned surface or block gold

formation on the surface of the electron resist.

2.4 NANOPARTICLE CHARACTERIZATION

Characterization of fabricated NP sensors is dcalitcomponent of evaluating their
sensing capabilities. First, because of the staegendence of NP response to size, shape, and
spacing, a thorough characterization of physicaperties is required. Additionally, the sensor

performance will be evaluated spectrally.

241 PHYSICAL CHARACTERIZATION

Plasmonic sensors are strongly influenced by N&, sikape, and inter-particle spacing.
It is therefore important that size and shape patara be accurately determined to compare
sensor performance to other sensors in the litexadnd to theoretical simulations. Several

sensors were fabricated for evaluation of diffraetcoupling sensors. Detailed analysis of the
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sensors fabricated for this work is found in Chagte In addition to the diffractive sensors,
random NP sensors were also fabricated using em#iieransformation of an EL plated gold film
to random NP arrayd. Two different random NP sizes and densities wevaluated in

comparison to the diffractive coupling sensors.

Sensors were imaged with a SEM to accurately déterthe NP metrology. These SEM
images were then analyzed using a semi-automatethiM@Mathworks Inc, Natick, MA)
program. Source for the Matlab program is includedAppendix A.1. NP symmetry is
important in correlating experimental data with slated results. Small variations in particle
shape have been shown to affect EM response ofadBINP arrays, especially for nanoring
simulations’? The spherical nature of Au NPs fabricated werkutated using standard
measures of particle diameter, circularity, anchghgion® Particle diameter was determined by

the built in Matlab functiontegionprops according to the formula

[4
D= ﬁ EQ 2-1
Vi

whereD is the circle-equivalent particle diameter aag is the NP area.

Circularity is the ratio

472 A1mg

- EQ 2-2

where P is the NP perimeter. Circularity approaches 1 docular objects. Elongation is
calculated by

minor axis length
major axislength

1- aspectratio - 1- EQ 2-3
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Elongation approaches 0 for circular objects. Vhlee of elongation can be transformed
to approach 1 for circular objects by subtractif@pgation measured in EQ 2-3 from unity to
obtain ‘1-elongation’. This transformation is pmrhed to improve visual comparisons between
circularity and elongation in data analysis by seéhg a common basis where a perfect circle is

1.

242 SPECTRAL CHARACTERIZATION

Spectral characterization of NP systems is an itaporstep in characterizing a NP
sensor. As previously mentioned, SPR featureobserved in the measured spectral response
from a sample. These spectral data are then athtpzdetermine the peak positions in different
RI environments to calculate sensitivity.. Forsthwork, two custom spectral systems were
developed for sample characterization. The fpsicrometer system consisted of a 6V tungsten
microscope light source, a series of lenses fdingaling and focusing, a polarization crystal
(GT5, ThorLabs, Newton, NJ) mounted in a rotatioaumt (10 arcmin. resolution), a 3-axis
micropositioner (25.4 um resolution) for flow cellignment, a 100X microscope objective
(NA=0.70), additional focusing lenses, a beam tplifor visual sample positioning, and a fiber
optic collimator to collect the light with a fib@ptic spectrometer (AvaSpec 2048, Avantes Inc.
CO). The illuminated area for this system was ~26°m Figure 2.3 shows a schematic

representation of the spectrometer setup.

Effects of Rl changes on the spectral charactesistif a sample are determined by
exposing the sample to different liquid RI enviremts. Two sample holders were used for
evaluation of the RI response of a sample, a 1 ath lgngth cuvette and a custom flow cell. A

thin film of polydimethylsiloxane (PDMS) (Sylgard84, Dow Corning, Midland, MI) was
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placed between the ordered samples and the quasttte to keep the samples from shifting and
provide RI matching between the substrate and guauvette. When this was not done,
sinusoidal interference was observed in the sgeomdsponse which is attributable to a gap
between the substrate and the cuv&ttdhe custom flow cell was fabricated from two phkd
glass slides cut into one inch squares. The upfass slide was fitted with two NanoPorts
(Upchurch Scientific, Oak Harbor, WA) which allowéar analyte introduction with minimal
disruption to the flow cell. These ports were pthe¢ opposite diagonal corners to leave a large,
unobstructed region where light could be introdutedthe sample and to ensure uniform
distribution of analyte over the sensor surfac®MS was used to fabricate a gasket to separate
the two glass slides and provide a flow channdie Gasket was fabricated with a thickness of
0.75 mm, or 0.05 mm thicker than the sensing satesto create the sampling chamber. Flow
channels were manually cut into the PDMS to contteetports and direct the analyte over the
sensor being evaluated. A schematic of the cusktmmcell is shown in Figure 2.4. Adhesive
tape was used to maintain a slight pressure oS gasket to maintain a good seal when
liquid was introduced. Up to seven different valuef Rl were used to evaluate sensor
performance: air (1.00), methanol (1.328), wateB33), acetone (1.359), ethanol (1.361),
isopropanol (1.3772), and toluene (1.4%9)Samples secured with PDMS were not tested with
toluene because it is known to cause swelling itMBI3® Between spectral measurements for
each fluid, the cuvette was emptied of the fluidsed with acetone, and air dried. Passive
drying proved insufficient to fully remove the prews fluid or rinse acetone so samples were
dried with breathing quality air from a compressstinder. Air references were taken before
and after each measurement to confirm completengryiThis procedure was repeated three

times for each sampling location and fluid. Thé¢adeollection process was duplicated for the
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ordered sample to ensure that three samples aelyurepresented the system. Peak positions
and sensitivities for this additional data corresped well to the initial data set. The side of the
samples with the NPs was positioned ~2.3 mm frormilagoscope objective. The illuminated
spot size was ~1.6 mm in diameter. The light waszbotally polarized for all the samples

analyzed. Results obtained with the two samplddrsiwere identical.

It is clear that this system results in the respoios a large area on the sample. For
systems of interacting NPs this results in a langenber of interacting NPs, increasing the
chance of observing inter-particle effects. Regqauttlications have demonstrated that as the
spectral field of view is reduced to a small subsetNPs or even a single NP, the limit of
detection is also reduced, which could lead to wengll sample volumé¥. The second spectral
system is a reflection/transmission optical micopse (Nikon LV-100DU) equipped with a
multi-grating spectrometer (Andor Shamrock 303IhwiRu-420A-OE detector). This system
included a variable slit to reduce the number ofsNR the spectral field of view. The
illuminated field of view is also variable down 8.0 x 10> mnt. This system allows analysis
of how defects and particle distributions affect gpectral signal, but is currently limited to
spectral analysis of samples in air because ostlioet focal length between the sample and the
microscope objective. This microscope spectromeiiébe useful in future work to identify the
influence of missing NP in ordered NP sensors dlosdvacharacterization of NP arrays on non-

transparent substrates.

Sensor performance is commonly evaluated in terhves given spectral response to RI
change: peak magnitude, peak wavelength, and fidthwat half max (FWHM). Spectral
features were identified using Matlab. Two progsawere used to determine peak locations:

peakdetandiSignal both of which are available on Matlab file exchan A Matlab script was
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written to automate the peak location process widpeakdetprogram. Spectral responses, in
particular peak wavelength and FWHM, are used widel indicate sensor sensitivity. A
common method of reporting sensitivity based orcspkresponse to Rl changes is

= ORU

ORI FQ24

whereARU is the change in spectral response 4R¢, is the change in RI of the surrounding
dielectric medium. Response units can be signahsity at a given wavelength, wavelength of
the spectral feature, or even phase informdtidh.The analysis herein will focus on wavelength
changes for the spectral feature, but as devicgcktlon results in samples which better match
the intense diffractive peaks observed in simutatiotensity at a fixed wavelength may result in
increased sensitivity. Sensitivity is expectedéolinear with respect to Rf. However, many
publications only cite sensitivity in the range bf3 to 1.5-°7%% This work will report
sensitivity including the air point as air basedsvity and excluding the air data point as
methanol based sensitivity. This form of sengyivis based upon thaggregate spectral
response of all NPs of the sensor to a change forRi given spectroscopic field of view (FOV).
This form of sensitivity does not directly give amfmation about the limit of detection, the

number of particles involved in the detection,he impact of intrinsic instrument sensitivity.

An alternate measure of sensitivity has been intted which, in addition to spectral
response per change in R, also accounts for sitrimstrument sensitivity, active plasmon area,
and spectroscopic FO¥. Sensitivity measurements performed on the samsirsg platform
allow the intrinsic sensitivity and spectroscopi©\Fto be fixed. When these conditions are

met, the sensitivity defined in EQ 2-4 can be aédisto account for the amount of active
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plasmonic area involved in the sensing. This meditensitivity provides a consistent basis to
compare sensitivity of different LSPR sensors aivegya better comparison between SPP and
LSPR sensors. This modified sensitivity for seaswith equal intrinsic sensitivities and FOV
values, reduces t:

_ARU A
ARI A((‘,NNP ,

NP EQ 2-5
whereA is the area excited by the incident waig; is the cross-sectional area of an individual
NP, andNyp is the total number of NP in the arda This figure of merit, referred to as
nanoparticle sensitivitydyp, has the same units &s but is normalized to the fraction of the

surface covered with nanoparticles.

Sensitivity by itself does not fully characterizeetperformance of plasmonic sensors.
Other factors, such as FWHM and intensity, affeotvhaccurately peak position can be
determined as well as the minimum spectral shdt ttan be detected. If the spectral feature is
broad, it is difficult to accurately determine tpeak wavelength. Low intensity makes it
difficult to distinguish the sensor signal from kgmund noise. A figure of merit (FOM) has
been proposed and utilized in the literature whaclcounts for the effect of FWHM on the

overall sensor performanée.

FOM =— > EQ 2-6
FWHM

The sensors in this work will be directly compared each other on the basis of
sensitivity and FOM. These results will also benpared to reported sensor performance from

the literature.
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2.5 CONCLUSIONS

Nanoparticle arrays have been fabricated using BBd. EL plating to produce regular
arrays of nanospheroids, nanocylinders, and nag&rinTwo methods were demonstrated to
produce spheroid NPs with EL plating, a thermaleating method and a selective plating
process using tin presensitization. The new seldL plating method was shown to reduce
deviations in particle size and circularity. A tara spectrometer system was fabricated to allow
precise positioning of a sensor with micropositimnicontrol over x, y, and z-axes as well as
polarization and incident angle. A methodology ¢baracterizing sensor performance based on

RI sensitivity and a FWHM figure of merit was ongd.

22



TABLE 2.1: A COMPARISON OF NANGFABRICATION TECHNOLOGIES

Technology Description Benefits Limitations
Direct
Patterning of nanorings with *No mask required *Equipment cost
EBL electron beam directly in resist. *Complex patterns eLow throughput
Used for mask generation. *Well characterized *Proximity effects
. «Can directly write metal rings  <lon mixing
lons etch material away to .
FIB . eLess long range scattering tharsimplanted dopants
produce nanoring pattern . .
electrons *Altered optical properties
DPN AFM tip deposits “ink” «Complex patterns *Substrate dependent ‘ink
*Low throughput
Microspheres are used as a maskan produce large area patterns sLine and pin defec
NSL for evaporation followed by ion . : .
. . «Limited lattice configurations
etching eInexpensive
(hex, square)
I ndirect
(Require a mask or pattern from another lithograpéthod)
EUV Extreme UV light 1~10 nm) usecl*Widely used «Diffraction limited
similar to photolthography *High aspect ratios possible *Exotic optic makeria
X-rays ¢.~1 nm) used to expose-Linewidth independent of "Expensive source
X-ray . *Complex mask
resist substrate .
Mask gap changes resolution
Master pattern is duplicated in "Rapid . -S_tamp defg_rmatlon
NIL . *One master produces multiplesHighly sensitive to surface
resist via contact . »
samples irregularities
Angle Resolved Angle resolved evaporation on *Produces rings without directh»Complex Equipment
EBL EBL patterned holes patterning *Height/width are not independent
EL-EBL Electroless plating on EBL -Produpes rings without dlrectly.l_.rrtoff i< dificult
patterned holes patterning



FIGURE 2.1: Structures fabricated with electroless gold platangd electro
beam lithography: A) interconnected film, B) namggj C) nanocylinder, at
D) nanosphere.
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Patterning Particle Formation

d) Sn 0) \ I;iftoffk )
R X A kA A
I | I | I |
a) Spin Coating e) Ag h)  Nano rings
Electron Resist _,_I \_ l_\ I_\ I_\
I | I | I |
b) EBL f) Au
| | I_i ‘—‘_ | i) Thermal anneal
c) Development Au Nanospheres

B T T 1

FIGURE 2.2: Scheme of EL plating with EBto produce ordered arrays of nanorings
nanospheres.
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CHAPTER 3

NANOPARTICLE SENSOR SIMULATION
3.1 |INTRODUCTION

Nanoparticle based sensors are governed by eleafyoetic (EM) interactions with light.
Interactions of EM with matter are described by Makl's equations. While Maxwell's
equations fully describe these interactions, thetem to Maxwell's equations is not always
possible analytically, especially for complex stmp@&ecause of this, many different numerical
methods of solving Maxwell's equations have beeweliped. Some of these methods are
nominally exact methods, where the numerical resotinverge on the exact answer, while
others make assumptions to simplify the calculation find exact solutions for special cases.
This chapter outlines some of the most common sittl methods used for evaluating

nanoparticle sensors.

3.2 SUMMARY OF METHODS

A comprehensive review of different numerical methoused for NP analysis was
recently published which compared the most commiomulation method§® Of particular
interest for applications with nanorings are theté difference time domain (FDTD) method,
the discrete dipole approximation (DDA), the coudpbtipole approximation (CDA), and Mie
theory. Other methods exist (T-matrix, method afnments, finite elemengtc) but were not
considered because of similarities to considerethoaks, lack of availability, or lack of periodic
boundary condition capabilities. Of the methodssidered, Mie theory and the CDA both
assume spherical nanoparticles in the form useetail® on the specific implementations used
for each of the considered simulation methods lvelprovided in the detailed description of that

method in this chapter. When simulations are costp#o experimental data, simulations use
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the particle characteristics determined using tle¢hods in 2.4.1. Simulations reported herein
neglected the effects of the substrate, which stésif a multilayer environment of analyte—NP—
ITO—glass for ordered arrays or analyte—-NP—glagssrémdom NPs. Instead, simulations
assumed the nanoparticles were in a uniform Rlrenment. When appropriate, an effective RI
was used to account for the change in local Rltdube multilayer environment. This effective
RI was calculated using a weighting factor of &2the medium and 0.18 for the substrate R,
based on a uniform sensing volume shell, generaingeighted average of the medium and
substrate RY? A multilayer environment will red shift the LSP&nd diffractive coupling
frequencies, however, relative shifts in frequertye to changes RI of the medium are
preserved’ CDA results reported in Chapter 4 utilize an eipentally determined weighting
factor to better represent the effects of the satest A brief description of each of the simulatio

methods used for this work follows.

3.3 MIE THEORY

Gustav Mie determined that for spherical partictest do not interact, an exact solution
to Maxwell's equations could be reached analytyc#ll This analytical solution as derived is
only valid for spherical particles that do not naet. However, for random NP systems, the net
interaction between patrticles is zero and Mie thgwovides good correlation with experimental
data. Mie theory was implemented in Fortran by i®@ahand Hoffman, which is the basis of
many of the existing Mie simulation packadesA customized Matlab version of the Mie theory
code developed by Maetzler was used for simulatiepsrted hereil® The modified code is
available in Appendix A.2. Results of the modifiedde were in good agreement with those
produced by MiePlot (v. 4.2.03, Philip Laven), adly available implementation of the code by

Bohren and Hoffman with a graphical user interfaddowever, the modified code used was

29



faster for computations with particle distributioasd returned the spectra for each of the NP

sizes in the distribution.

3.4 FINITE DIFFERENCE TIME DOMAIN

FDTD is, as the name implies, a method of solvingxidell’s equations in the time
domain. The target of the model is discretizesidace with a desired spatial discretization #/10
the smallest wavelength or feature size. A berdfiEDTD is that since it is a time domain
method, multiple frequencies of EM waves can beutabted simultaneously. Foundational work
by Yee established an algorithm where each dizeetspatial volume is solved for the electric
field on the edges of the discretized volume, thmpped to the face centers of the volume to
solve for the magnetic fieltl. Time discretization is strongly related to thatid discretization
volume. The simulation steps forward in time ugbthvergence is achieved. FDTD methods
can provide very accurate results, but are timecamaputing resource intensive. FDTD results
for cylindrical particles were performed by B. Hearb Conditions and results of this simulation

can be found in our previously published wdtk.

3.5 DIPOLE APPROXIMATION METHODS

Several methods exist where Maxwell's equationssamglified by assuming that the
EM field is a collection of dipoles. This approxation simplifies the integration of the electric
field which results in a significant reduction imsilation times for simulated geometries where
this approximation is valid. This section will disss two similar dipole approximation methods:
CDA and DDA. Although these two methods are somesi considered the same, the difference
is that CDA generally represents individual NPs pmsnt dipoles whereas DDA typically

represents a NP as a collection of individual dipol
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3.5.1 CoupPLED DIPOLE APPROXIMATION

The CDA model assumes a square array of polarizada#ering objects whose spatial
dimensions are small relative to the incident wergth such that their induced EM field can be
approximated as dipolar. In addition to the dipaésumption, the CDA calculations performed
for this work assume an infinite array of dipolatserers with a uniform polarizability for each
dipole in the array. The local electric field enpaced by a NP due to contributions from all

other NPg in this dipole approximation is:

_ ) ikr;; _ k -
Eiolr) = % =E.€" ‘Zer Kory {1y %Py )+ : rI2 ¢ )("u'zpi -3,(, - P, ) EQ3-1
i jzi L i

whereP; is the polarization vector of particier;; is the distance between particlesnd j, o; is

the scalar polarizability of particiek is the wave vector of the incident EM wawann/ A, nis
the local RI,\ is the wavelength of incident EM radiation, age™" is the incident EM field®

For a symmetric, infinite array; andP; are equal. It is important to note the angle ddpace
that exists between the vectdessr;; andP. One can expand EQ 3-1 to Cartesian coordinates
where each vector has components in the x, y, andirections. By performing this
transformation, it can be seen that the local Eddfiwill be influenced by the angle of the
incident light to the substrate, the polarizatiamgla of the incident light, and whether the
interacting particles are on the same plane asirileced dipole. This requires care in
positioning of experimental samples when the speoisponse will be compared to theoretical

simulations.
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Work by DeJarnette, Taylor, and Roper has resuflteal rapid, semi-analytical solution
for the coupled dipole approximation (rsa-CDA}> The rsa-CDA implementation greatly
reduces the required computation time for periati@ys of spherical NPs. This allows the
evaluation of thousands of different NP sizes amdriparticle spacings within a few hours.
Optimal parameters for NP spacing for spherical Mese determined with the rsa-CDA and

were used as the basis for simulation parametersafworing arrays.

3.5.2 DISCRETE DIPOLE APPROXIMATION

The DDA is a frequency domain method that approx@sm#he induced polarization in an
arbitrarily shaped NP by calculating the EM resgon$ polarizable dipoles on a rectangular
lattice®™ DDA development is attributed to Purcell and Bgraker in their study of interstellar
grains®® Further development of the model, including thedpction of a freely distributed
DDA program, known as DDSCAT, were performed byiBeaand Flatad® % The ability to
simulate periodic NP structures was recently adaedell as support for new data visualization
software. The ability to perform periodic arrayctdations for arbitrary NP shapes while still
retaining some of the computational time benefitthe dipole approximation were reasons that
DDSCAT was used for this work. DDSCAT v7.1 and2/Z.were both used for simulations

reported herein.

3.6 COMPARISON OF SIMULATION METHODS

It is not the objective of this research to compgaeenumerical results of one method to
another. Several simulation methods have been teselustrate the effects of underlying
assumptions as they relate to this work, espectaltyinteraction between particles which is

absent in Mie theory simulations. However, for showho are interested in a detailed

32



comparison of different simulation methods, sevealte been performed and published in the

literature36-91:103
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CHAPTER 4

DIFFRACTIVE COUPLING: SENSING APPLICATIONS

4.1 MOTIVATIONSFOR DIFFRACTIVE COUPLING SENSORS

LSPR sensorcharacteristics depend on NP size and shape!?®’ elemental
composition’>*° spatial NP arrangemefit’°* and inter-particle separatidh?®>>°>?> NPs in

LSPR sensors benefit from large optical cross sestcoupled with geometric confinement of
absorbed EM, resulting in significant local fieldh@ancements within 5-15 nm of the metal—
dielectric interfacé® Current LSPR sensors rely solely upon this niedadl £nhancement since
plasmon modes decay exponentially away from thestiface. As NPs approach each other,
these fields interact, resulting in an enhanced f&¥.>> These order of magnitude field
enhancements form the basis for surface enhancerRacattering (SER3}>*% These near
field enhancements have been heavily studied feir thensing capabiliti€s: ' A key
limitation of common LSPR and SPP sensors, incp@ERS sensors, is that they are limited to
detection within the decay length region of thefaxe plasmon from the metal-dielectric

interface. This decay length is 200-300 nm for S€sors and 5-15 nm for LSPR devites.

Detection limitations resulting from the near figlthge limitations can be augmented by
far field coupling between NPs in ordered array=ar field coupling occurs at inter-particle
spacings approaching the LSPR wavelerigth.Far field coupling is dependent on EM
interactions resulting from waves scattered froja@eht NPs with inter-particle spacings at or
near the wavelength of interest. When the phasbeo§cattered EM waves coincides, coupling
occurs®?*? This coupling is not unique to ordered NP arraf®wever, for random structures,
the constructive interference is negated by dettidnterference caused by scattered EM

waves that are out of phase. The result of thisitactive interference can result in an increase
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in the local EM field incident on a NP due to tlmatibutions from the constructive interference
from other NPs in the array in addition to the EMId due to incident ligh?®® This
contribution is calculated for CDA methods using BQ. Because the nature of this coupling
relies on the interactions of incident EM with atiNPs, this constructive interference between
particles is considered diffractive coupling. [aiftive coupling results in a narrow, high
intensity extinction peak in the NP system’s spectDiffractive coupling peaks differ from
typical plasmon peaks because their position igigrenately determined by the structural
configuration of the sensor and its interactionghwiroperties of the incident EM fiele.gQ.

polarization, wavelength) not the NP size and shape

Diffractive coupling in NP arrays is best obserdgdarranging similarly-sized, LSPR
active NPs into regular, periodic arrays which haeen designed to maximize the constructive
interference between NPs at a desired wavelengtiis phenomenon was first reported in NP
arrays in 2005° An important observation with diffractive cougiiiis that this coupling and its
associated spectral response are distinct fronota field enhancements seen in typical LSPR
device?® ™ The spectral response associated with this aogiphkiill still be affected by
changes in the local dielectric around individud@d\since it is dependent upon interactions of
EM waves scattered from adjacent NPs. Potentighratdges of diffractive coupling based
sensors relative to current LSPR sensors includerawements in sensitivity, multi-spectral
analysis, far field analyte interrogation, and ezt peak broadening from inhomogeneity in
NPs. Multi-spectral analysis is possible becatsediffractive peak occurs separately from the
LSPR peak, allowing detection even if one of thecsfal features is obfuscated by the analyte.
Diffractive sensors inherently probe the regionasetn NPs, decreasing the diffusive resistance

of the analyte to the sensing regidnResearch has shown that this coupling spectadlife is
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less affected by deviations in NP shape and sie tie LSPR spectral featuf®. This increases

the robustness of the resulting sensor to defestdting from fabrication.

This chapter outlines experimental sensing redaltdwo different diffractive coupling
sensors and compares the sensitivity of these setsadandom NP sensors. A single sensing
system, described in 2.4.2, was used to directigpare random and ordered NP sensors while
mitigating effects of external factors on sensiyivincluding spectrometer spot size, sample
orientation, and focal length. In addition to desipating diffractive coupled sensing, an
increased sensitivity of the LSPR peak in orderedya was also observed. These experimental

results are then compared to theoretical results.

4.2 DIFFRACTIVE COUPLING SENSOR

Diffractive coupling sensors were fabricated adioed in 2.3.1. Fabrication parameters
were selected based on numerical modeling (CDA}trerical arrays of interacting NPs. Two
specific diffractive coupling sensors will be refgal on this chapter. The first consists of
cylindrical disk shaped gold NPs created with tgpi@brication methods,e. sputtering. The
second consists of spheroidal gold NPs created Withplating combined with thermal
annealing. Sensing characteristics were evaluatteinbient conditions. Diffractive coupling
sensor performance was directly compared to serns@nfprmance of random NPs fabricated

using EL plating and thermal annealing.

421 PHYSICAL CHARACTERIZATION

9,2,39—41 @,’25’39’42

Plasmonic based sensors are strongly affected by shi shap
arrangement] and inter-particle separatiéh?>*°*>?> These dependencies require a careful

analysis of fabricated sensor parameters to estalgood correlation between experimental
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observations and theoretical simulations. Foucifipesensing arrangements were tested: larger,
less dense random NPs (Random Spot 1); smalldrehaensity random NPs (Random Spot 2);
a cylindrical disk sputtered NP array (Sputterededed), and a spheroidal EL plated ordered NP
array (EL Ordered). The Sputtered Ordered sensosisted of a 5 x 5 array of 100.5 um x
100.5 um square arrays of filled circles with aygrhorizontal and vertical spacing of 670 nm
(total size 502.5 um x 502.5 um). The EL Orderawsseconsisted of a 1x10 array of the same
100.5 um x 100.5 um square arrays with the sangettapacing. Physical characterization of
the plated sensors was performed with SEM imagelyzed with Matlab, as described in 2.4.1.
Representative SEM images for each sensor are showigure 4.1. Random Spot 1 (Figure
4.1 A) had a broad particle diameter distributiérb@. £ 21 nm and an average particle density
of 8.04 x 18 NP/cnf based on measurements from 909 NPs. Random Sgogire 4.1 B)
consisted of NPs with a particle diameter distitnutof 39. £ 14 nm with an average particle
density of 1.90 x 1§ NP/cnf (N= 2096 NPs). The Sputtered Ordered sensorciadiameter
distribution was 208 + 10 nm (N=20 NPs) with anrage particle density of 2.37 x l8P/cnf
(N=104 NPs). The EL Ordered sensor particle diameistribution was 161. £ 6 nm with an
average particle density of 2.52 x*10P/cnf (N=226). Particle density for the random sensors
was calculated from the area of the SEM image aedly Ordered sensors utilized the average
inter-particle spacing to calculate the particlegity based on a unit cell of the array. Average
inter-particle spacings for the random sensors wdgtermined from the particle density
assuming the particles were on a square lattioger-particle spacings for ordered arrays were
calculated based on the distances to adjacent NEardinal directions. Average inter-particle
spacings were 111, 72, 649, and 630 nm for Randomh § Random Spot 2, Sputtered Ordered,

and EL Ordered, respectively. Comparison of the dndered arrays shows a particle diameter
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decrease of 22% for the EL Ordered sensor and t@n-particle spacing decrease of 2.9%.
These values will be important when comparing fhectral response of the diffractive coupling

spectral features.

4.2.2 SPECTRAL CHARACTERIZATION

Spectral measurements for sensitivity analysis vendormed using the spectrometer
setup shown in Figure 2.3. The spectral respoh&andom Spot 1 and the EL Ordered sensor
in air were also recorded using the microscopetspeeter with a 200 um slit width and full
vertical binning. This results in spectral collentfrom an area of ~1 x 60 um. A change in the
spectral collection area affects the number of N#®se components combine to produce the
observed spectra. Local variations in NP sizeidigion for the random sample result in shifts
in the spectra. Spectral results for both sensdrsywn in Figure 4.2, are slightly different in
peak location than those from the first micro-speoeter because the spectra represent a much
smaller area of the sample. The illuminated sz fr the microscope spectrometer system is
much smaller (0.0625 mfy which affects the number of NP involved in difftive coupling.
The random NP sample has a large variation actwssurface in particle density and size.
Without a micropositioner on the microscope, ivéy difficult to take spectra from the same
region as Random Spot 1 on the random sample, betha NPs are too small to be observed in
the optical microscope. Additionally, the sameeefffcaused by the reduced spectral collection
area will be apparent in the random spectra. 3es&usitivity was evaluated using the micro-

spectrometer with micropositioner, as previoushntizaed.

Maximum peak intensity between the four sensorguge different. This intensity

difference in the measured extinction spectra isileaelated to the NP number density.
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Dependence of the experimental extinction on NP brmdensity can be clearly illustrated by
examining the experimental and Mie theory simulatiesults for Random Spots 1 and 2. Mie
theory simulations for Random Spot 1 resulted iakpextinction efficiency 42% larger than
Random Spot 2. This difference is easily attridutethe larger scattering cross section for NPs
in Random Spot 1. Experimentally, however, thekp@einction was 54% lower for Random
Spot 1 than Random Spot 2. When NP number deisstgken into account in the Mie theory
results, the peak extinction is 66% lower. Thipatelence on NP number density is expected
since experimental data is the result of all of ks in the spectral FOV whereas Mie theory is

based on a single NP.

Random NP sensors exhibit a single peak that isactexistic of the LSPR response of
gold. Multiple peaks are apparent in the orderealya. The Sputtered Ordered sample does not
have a discernible LSPR peak. This sensor had golal NPs (~15 nm) in the background of
the NP array (see Figure 4.1 D). The referencetapa was taken from a region containing
these much smaller particles far away from theyawhich removed the spectral response of
these small particles. This removal, combined witise from the system, made the LSPR peak
indistinguishable. The EL Ordered sample doeslsixhi peak in this wavelength range (400-
600 nm). In addition to this peak in the LSPRg&nordered NP arrays exhibit peaks in the
region from 650-900 nm. These peaks are relatedifi@ctive coupling. The first of these
peaks is approximately at a wavelength equal tarteg-particle spacing. Currently, the source
of other peaks in this region is not known. Selvesports of additional peaks in diffractive
coupling arrays exist which attribute the multigleaks to waveguide modes in the ITO

layer*®**3 Unfortunately, these modes are not supportedt ifoman ITO thickness of less than
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50 nm** However, several observations have been madeshivaidd aid future researchers to

determine the source of these peaks.

First, peaks show a strong dependence on the imciggle. Figure 4.3 shows the
change in peak location for the EL Ordered samplairi as the sample is tilted from the plane
orthogonal to the direction of light propagatiomilting the sample in this fashion changes the
phase of light that is incident on each NP along tihed sensor, which in turn changes the
wavelength where constructive interference will wwcc Analysis of the peaks’ shift with the
change in angle indicates that the peaks are rapifftymmetrically about a specific wavelength.

Similar peak shifts are observed in the Sputteretefed sensor.

Second, strong polarization dependence is obsefeedordered sensors. This
polarization dependence is expected for diffractieapling because the EM field excited around
a particle is orthogonal to the linear polarizatidimection. For square arrays, when the
polarization is parallel with a lattice directiadhg EM field between particles will be orthogonal
to the polarization. Figure 4.4 shows the chanmgéhe first (top) and second (blue circles,
bottom) peaks in the diffractive coupling regiom foe Sputtered Ordered sample. For the first
diffractive peak, polarization changes appear &nge peak position in a sinusoidal fashion, but
the peak shift for the main diffractive peak isgkr at 230° than near 0° and the apparent
maximum and minimum wavelengths do not appear te leasingle period. Figure 4.4 also
shows how the first two peaks in the diffractiveipling region vary with respect to each other.
The second peak appears to be more sensitive aozailon changes in terms of both peak shift
amplitude and frequency. The same polarizatioreewpent was performed on a random NP

sensor, but no polarization dependence was obseriied random arrangement of the NPs in a
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random sensor results in both constructive andrutdste interference as the polarization
changes, resulting in no net change in the spesigalal. Polarization dependence has been
previously observed in ordered nanoparticle arrbys,is normally attributed to particle shape
non-uniformity**> However, the trend observed for the Sputteredef@dl sensor has been
observed in several other diffractive coupling seasvith very different NP shapes (cylindrical
disks, spheroids, and hemispheres). One paraheteis consistent between arrays that exhibit
this polarization dependence is that the interigartdistance in the horizontal direction is
slightly larger than in the vertical direction. d3e differences in spacing in the vertical and
horizontal grating direction have been shown toseamultiple peaks in diffractive coupling
arrays-'%™*® For the Sputtered Ordered sensor, the horizomtet-particle spacing is 658 nm
while the vertical inter-particle spacing is onl$46nm, a difference of 3% from the horizontal
spacing. This is compared to average peak locatdrv21 and 701 nm, a difference of 3%.
While there appears to be correlation, additiorakarch is needed to determine the exact source
of the multiple peaks. Another possible explamati® that one of the peaks is the result of
coupling of non-axial particles. The nature offrditive coupling would predict these peak
locations to be located at some harmonic of theriparticle spacing. A comparison of the
harmonics for the five closest NPs did not matehdhperimental peak positions. Further work

is needed to determine if interactions between lbogijaxial and non-axial NPs exist.

Finally, a broad peak is seen for both ordered@snsa the near infrared (NIR) range of
800-900 nm. The source of this peak is believetidaelated to the ITO layer on the sensor
substrate surface. For all of the experimentad daported here, the intensity of the light source
in this region is low, resulting in a large amoohnoise. This noise made it difficult to perform

a sensitivity analysis of sensing performance fus tpeak. Further work is necessary to
41



correctly identify the source(s) of these peak#hoalgh from this preliminary analysis they
appear to be related to the diffraction phenomeaioth not particle size as similar peaks are

observed for both ordered sensors.

Spectral analysis of experimental data relied omadified smoothing algorithm to
remove noise from the signal. Smoothed and origipactra were compared after peak finding
to verify accuracy. Average peak wavelengths infai Random Spot 1, Random Spot 2,
Sputtered Ordered, and EL Ordered are: 527.6 n®,552m; 700.6 and 860.9 nm; and 525.2,
665.7, 752.8, and 785.6 nm, respectively. The $pdtOrdered sensor did show a peak in some
spectra during sensing experiments at ~730 nm,hHeupéak was not discernible in spectra for
all RI fluids. Standard deviations for sensor mege in each Rl environment are based on at

least three repetitions of the experiment.

4.3 EVALUATION OF SENSOR PERFORMANCE

Sensor performance for Random Spot 1, Random Sp8pattered Ordered, and EL
Ordered sensors were evaluated in response taga cdrRI fluids. Seven different values of RI
were used to evaluate sensor performance: air )(1n@&hanol (1.328), water (1.333), acetone
(1.359), ethanol (1.361), isopropanol (1.3772), toidene (1.479% Figure 4.6 shows each of
the sensors’ experimental spectral response fochthage from air (blue) to water (green). Peak
wavelengths for each spectra were identified whid aforementioned Matlab programs. Each
peak location is based on the average of peakiposeécorded over at least 3 experimental runs.

Peak locations in each of the RI fluids are regbmeTable 4.1.

NP characteristics determined in 4.2.1 were usegetform simulations based on Mie

theory and rsa-CDA. Mie theory simulations usedeffiective Rl based on the published
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effective dielectric ratio reported in 3.2. Thepexmentally determined weighting factors were
used for rsa-CDA simulations. Mie theory simulaiofor Random Spots 1 and 2 predict a
dipole mode near 520 nm. Experimental resultsRfandom Spots 1 and 2 were slightly red
shifted in air and showed a lower sensitivity t@aeges in Rl relative to Mie theory simulations.
This difference could be partially a result of tiveighting factor used to approximate the
effective RI, since when the experimentally deteedi weighting value used with rsa-CDA

simulations is applied, simulated peak positiomsrad-shifted.

In ordered samples with larger NPs, dipoles redt simd broaden, and a quadrupole
mode appears for the Sputtered Ordered sensorth€dtL Ordered sensor, only a dipole mode
is predicted in air; however, a quadrupole modeeapp as RI transitions to larger simulated
values. Because Mie theory only predicts the nesp@f individual NPs, Mie simulation results
for the EL Ordered and Sputtered Ordered sensaddie compared to the plasmon peak and
not the diffractive peaks. Ordered arrays of npheges, as mentioned in Chapter 3 are not
accurately modeled by Mie theory because it neglpatticle interactions. These interactions
are accounted for in the CDA, DDA, and FDTD metho&@mulations with rsa-CDA assumed
an effective Rl in air that was a weighted averafehe air and substrate, with 55% of the
effective RI being from the substrate/ITO and 4586 the medium RI. These weighing factors
were determined by fitting the peak position detegd experimentally for Random Spot 1 in
air. The same weighting values were used forfalh® CDA simulations for each sensor. DDA
and FDTD results were also performed on the ordeylidder sample to compare the different
simulation methods. Figure 4.5(A-C) compare sirtiofadata from Mie theory, DDA, and
FDTD for the Sputtered Ordered array. CDA simolagi (not shown) result in comparable

medium wavelength shifts as predicted by DDA. FD3ihulations were performed with
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vacuum wavelengths. FDTD simulations for mediumvel@ngth would be desirable for
comparison, but were not available as the persom duth the FDTD simulations was no longer
available. A detailed analysis of this sensor carmg the sensitivity of these simulation
methods is available in the literatdfe.Random Spots 1 and 2 show good correlation betwee
experimental spectra and Mie theory simulationgpdfimental peaks are red shifted and peak
broadening is apparent relative to the correspandiiie theory. Similar effects have been
attributed to deviations from spherical NP shapgéystate effects, and near field NP-NP

interactions which are not included in Mie analysis®

The Sputtered Ordered sensor spectra do not shadiscarnible plasmon peak. Figure
4.1 D shows a film of small gold NPs in the backgrd, which was present on the entire sensor
substrate and was subtracted from the spectrablsam part of the reference spectra. This
removal appears to have affected the detectioheNP plasmon peak for the larger particles.
However, a plasmon peak is observed for the EL @dlsensor. Comparison between the
experimental plasmon peaks in Table 4.1 to peadtimas predicted by Mie theory show the
experimental data blue shifted relative to Mie dattion results. This result is unusual if Mie
theory accurately represents the data because coremwces of variation between simulation
and experiment, such as substrate effects, typicafiult in red shifts. Models that allow the
NPs to interact have shown plasmon blue shifts wihenarray exhibits diffractive coupling.
The LSPR blue-shift can be attributed in part tofigld NP-NP interactions and is observed in
simulations which account for coupliiy. Organizing NPs into arrays results in phase
interference between NPs, as quantified in therdethdipole suni> Inter-particle distances

larger than the resonance wavelength exhibit coctte interference at wavelengths near the
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lattice constant, but destructively interfere a thlasmon frequency. When this interference is

destructive, the restoring force is enhanced, ogusiblue-shift in the plasmon frequency.

Results from rsa-CDA show excellent agreement whth experimental plasmon peak
location when no weighting factor is applied. Fgd.7 directly compares experimental spectra
(solid) and rsa-CDA (dashed) in air (blue) and wdtgeen). The good correlation between
plasmon wavelengths is easily observed when thetrspare vertically shifted and scaled to
coincide (inset). Both the dipole and quadrupoledes that are expected for NPs of this size
appear to be in agreement. The diffractive cogplmeak is red shifted, broadened, and less
intense than predicted by rsa-CDA. These diffezsrfoom simulation to experimental data are
consistent with those caused by NP size and shaegtions as well as the previously mentioned
variations measured for inter-particle spacing. eWwhhe experimental weighting factor is
applied, the diffractive peak representing the déta coincides with experiment, but the

predicted shift is smaller than observed in expents.

Experimental sensitivities were determined for esehsor and compared to simulation
sensitivities calculated from Mie theory and rsaACédmulations and are available in Table 4.2.
Theoretical sensitivities for CDA and Mie theoryeacalculated from the RI change in air,
methanol, water, acetone, ethanol, isopropanol,talugéne. Sensitivity response of plasmonic
sensors has been shown to be linear which suggjeststhese different RI ranges for the
different simulations should be directly compardBle However, Mie theory simulations
performed as part of this work show an increasedigeity when the peak position in air is not
included in the sensitivity calculation. Values fdasmon sensitivities in air between rsa-CDA

and experimental data show better correlation thasse predicted by Mie theory. rsa-CDA
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sensitivities have less change in sensitivity betwair based and methanol based sensitivities.
Since the experimental data do not follow this drefurther work is needed to determine the

linear range of RI sensitivity for diffractive sems.

Figure 4.8 shows Mie theory (hollow) and experinaérgfilled) sensitivities for peaks
observed in Figure 4.6 for Random Spot 1 (filledebtliamond, 536 nm), Random Spot 2 (filled
green circle, 535 nm), EL Ordered (filled red tges, 541,681,766 nm), and Sputtered Ordered
(filled cyan square, 709 nm). Peak wavelength @hanol is listed next to each respective point
as an identifier. Pointers correspond to thosedan Figure 4.6 to aid in identification of peak—
sensitivity correspondence. Sensitivity of theotippeak for Random Spot 1 (536 nm) and
Random Spot 2 (535 nm) are slightly lower than jmted, which is attributable to deviations
from NP shape ideality in the experimental sampl@n the other hand, sensitivity of the
plasmon peak (541 nm) from the EL ordered arraytli$6 higher (198.6 nm RIY than
predicted by Mie theory for a similar wavelengttagthon peak(140.7 nm Ry 544 nm).
Diffractive coupling in the array resulted in a &shift of the LSPR due to a decreased effective
polarizability. A change in the RI surrounding tagay results in a non-linear change in the
retarded dipole sum for a particular particle siZghis non-linearity results in higher plasmon

sensitivity in diffractive coupling arrays.

Experimental results indicate that diffractive clug sensitivity is higher than LSPR
sensitivity when sensitivity is calculated with pest to air. For the EL Ordered sensor, rsa-CDA
predicts that the plasmon will be more sensitivantra single NP plasmon of the same
wavelength. Experimental values of sensitivity fiiffractive coupling sensors are in fair

agreement with theoretical simulations. The SpettéOrdered sample was also simulated with
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DDA and resulted in a similar sensitivity (41 nmiRv¥s. 38 nm/RIU experimentally§. These
simulations were performed with the wavelengthhe RI of the analyte . Results from FDTD
were performed with vacuum wavelengths yieldedreisigity for the Sputtered Ordered sensor
of 276 nm/RIU?® Work is ongoing to methodically determine whatues of particle size
(dipole vs. quadrupole), shape (rounded cylindeessus spheres), substrate, and pattern
alignment between 10Qu& x100.5 um array elements will yield experimergahsitivities

similar to those predicted by FDTD.

An important aspect of chemical sensors, espediatige made of precious metals, is the
amount of material required for sensing. Sensiésiwhich have been adjusted to account for
the fractional area of the sensor surface thabiemed with NPs are determined with EQ 2-5.
Experimental values for methanol based NP sensitior Random Spot 1, Random Spot 2, EL
Ordered, and Sputtered Ordered samples are 393,3814, and 1088 nm/RIU, respectively.
These values for diffractive sensors are ~10 tirhesd of random NP sensors. Further work is
needed to determine if this increase in sensitigitgolely due to the increase in particle sizd or

it is related to the diffractive coupling in the-ay.

FOM values for the diffractive peak with methanehsitivities are 2.1, 0.9, 2.3, and 1.7
for EL Ordered experimental, Sputtered Ordered ewxpntal, EL Ordered rsa-CDA, and
Sputtered Ordered rsa-CDA, respectively. Theaaktreork on diffractive coupling suggests
ideal samples would exhibit a diffractive coupleatire with a very narrow FWHM (as shown
in Figure 4.5 Df**° These narrow FWHM values have recently been noefi experimentally
for cylindrical NPs'*” A narrow FWHM is important for low concentratiehemical sensing

where minute RI changes occur because it is difficudetermine the exact peak location for
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broad features, such as those predicted by Mieryhfeo large particles, without sophisticated

data analysis algorithms and higher resolution tspeeters:*®

4.4 SENSOR RELIABILITY

Ordered nanopatrticle arrays fabricated with ELiptatiemonstrated a uniform response
with no hysteresis for all of the experimental ryrexformed. Several hundred RI sensing
experiments were performed, resulting in consigbeiak shifts. The spheroid sample was tested
in water shortly after fabrication. The averaggpense to water two years later was identical. It
should be noted that gold NPs are degraded inigesensing environments.g. hydrogen
sulfide) due to chemical reactions with the gold'fiPThe effect of these reactions on sensor
lifetime is unclear since detection of an analgdased on the difference of the sensor in the
presence and absence of analyte, thus accountitigefanitial state of the NPs. The sensors are,
however, prone to physical damage. The gold NEBsasily damaged by inadvertent contact
with handling devices such as tweezers. In a camialesensor design, the sensor could be

easily protected against physical damage of timd.ki

4.5 CONCLUSIONS

Diffractive sensing was demonstrated for the fitishe with sensors consisting of
nanocylinders and nanospheres. Aggregate sehgitids comparable to sensitivity values for
current random LSPR sensors with spherical NPs botihe same experimental system and
reported in the literature. When the area and raunolb NPs are factored into the sensitivity,
diffractive based sensors have a significant aggentover similarly shaped NPs in random
configurations. FOM values were comparable betwegrerimental and rsa-CDA simulations

for the sensors evaluated. Theoretical simulatiaith improved diffractive coupling peak
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intensity and narrower FWHM than for the fabricatshsors were demonstrated for 150 nm

diameter particles with and inter-particle spacm&70 nm.
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TABLE 4.1: Experimental and Mie theory peak locations for apsin refractive indexGray regions represent where

data is available

Experimental Air Methanol Water Acetone Ethanal Isopr opanol Toluene
Refr active Index 1 1.328 1333 1.359 1.361 1377 1.497
Random Spot 1 527.6 + 0.7 5345 + 06 5336 <+ 03 5364 + 17 5363 + 05  53.3 96 5418 + 06
Random Spot 2 5285 + 06 534 + 11 535 + 06 539 + 16 5363 + 04 5377 43 5434 + 33
LSPR 5252 + 24 5407 & 08 5395 + 30 5495 + 50 5468 + 2.1 5459 2.1
£ Order e Peak 1 6657 + 18 680.8 + 43 6863 + 2.1 6869 * 17 6865 + 23 690.8 .9
Pedk 2 7528 + 04 7659 + 04 7660 + 04 7669 + 04 7675 + 03 7683 9.2
Peak 3 7856 + 14 8081 + 14 8096 + 18 8095 + 18 8091 + 07 810.7 9.4
Peak 1 7006 + 13 7004 + 16 7101 + 16 - 7119 = 17 7131 £+ 2.
Sputter ed Or der ed
Pedk 2 860.9 + 48 891.9 + 107 8839 + 14 8929 + 80 8951 + 5.
Mie Theory Air Methanol Water Acetone Ethanol Isopr opanol Toluene
Refr active Index 1 1328 1333 1.359 1.361 1377 1.497
Effectiver efr active index 1.083 1.351 1.356 1377 1.379 1.392 1.475
Random Spot 1 516.2 533.9 534.2 535.9 536.1 537.2 545.6
Random Spot 2 513.8 529.6 529.9 531.4 531.4 532.5 539.3
B ordereg  Quatrupdle I 544.4 544.6 547.2 547.2 549.2 561.5
Dipole 577.3 666.6 668.1 676.0 676.6 681.7 718.0
SputteredOrdereg QU UpPA® 530.1 571.8 572.6 577.0 577.4 580.1 597.9
Dipole 6513 803.3 805.8 818.2 819.1 826.9 877.2



TABLE 4.2: Experimental and simulated values for sensitivitMie theory and rsa-CDA use different effective mad

IS

values.
Experimental Air based Sensitivity M ethanol based sensitivity Average particle size
Spot 1 33.3 + 5.0 62.1 + 6.2 50 + 21
Spot 2 33.9 + 4.6 59.2 + 7.3 38 + 14
LSPR 69.0 * 12.8 198.6 + 87.9
EL ordered Peak 1 73.1 + 9.8 180.1 + 63.3 161 + 6
Peak 2 58.6 * 1.0 58.6 + 7.5
Sputtered ordered Peak 1 37.7 + 3.8 88.5 + 5.2 209 + 5
Mie Theory Air based Sensitivity M ethanol based sensitivity Average particlesize
Spot 1 71.6 + 3.9 95.4 + 2.4 50 + 21
Spot 2 62.7 + 2.6 78.8 + 1.6 38 + 14
Quadrupole N/A 140.7 + 4.3
EL ordered . 161 + 6
oraer Dipole 3485 + 11.3 417.6 x 7.9
Quadrupole  167.1 + 7.1 211.2 * 0.9 209 . 5
Sputtered ordered Dipole 571.6 * 4.1 597.1 * 2.4 B
rsa-CDA Air based Sensitivity M ethanol based sensitivity Average particle size
Spot 1 53.8 + 4.8 78.2 * 6.1 50.0 + 21.0
Spot 2 78.3 + 8.1 1154 + 13.8 38.0 + 14.0
EL ordered Plasmon 60.9 + 2.6 52.0 * 6.2 161.0 + 6.0
Peak 1 48.0 + 2.0 48.0 + 6.0
Sputtered ordered Peak 1 56.1 + 1.2 62.5 * 1.3 209.0 + 5.0



FIGURE 4.1: Representative SEM images of gold nanoparticlestypical LSPR an
diffractive coupling sensors. A) Random Spot 1, Bandom Spot 2, C) EL 1@erec
array, D) Sputtered Ordered array. Main scaleip&00 nm. Inset scale bar is 100 nm.
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56



1 1s
E£05 EE05
S S
$00 600 800 $00 600 800
Wavelength, nm Wavelength, nm
C D
1 Y 1.5
£ 05 B
z W zWopg
$00 600 800 $00 600 800
Wavelength, nm Wavelength, nm

FIGURE 4.6: Experimental UWis spectra in air (blue) and water (green) forRRgndon
Spot 1, B) Random Spot 2, C) EL Ordered, and D)t&pad Ordered sensors. E.
spectra has been normalized to the main peak usesenhsing.

57



c . |
2 o
c ‘ o / i
E 0.8 500 600 n‘.." ': |
o] i
o} il
N il
C_EU 0.6- i ﬁl .| |
-
“ 04 ifi g ,
(L
rha g
[
T T
0.2~ e i i
U RSl - [ U
Lol SN T N
mErEy " \ "I! * e ~T.~ .....
200 500 600 700 800 5-900

Wavelength, nm

FIGURE 4.7: Normalized &perimental (solid) and simulated (dashed), basedCDA)
spectral response for EL Ordered sensor exposedrt(blue) and water (green). In
shows good agreement for the prediction of the mlas peak features lven the CD;
model is vertically shifted and scaled to match ph@smon region.

58



600- e

500~ 1

400

Sensitivity, nm/RIU
w
o
Q

&
>
200’ eo&é\\g‘b .
S ) BA\M\
’
: &? @ e
& o
5. § 166(\(&\‘4
3 ©
Or g ; 7
10203038 50 161 i

Particle Diameter, nm

Figure 4.8: Particle size effects on experimental (solid) ande Mheory (hollow
sensitivities based on shifts from methanol peaktions (listed next to each sensitivi
Random Spot 1 (blue diamonds), Random Spot 2 (go&retes), Sputtered Order
(cyan squares), and EL Ordered (red trianglesjfrdotive peaks observed in Figure 4.6
are identified with side markers: Peak 1 (hollownper) and Peak 2 (saited pointer
Sensitivity values for EL ordered sample have ksefied from measured particle siz:
allow error bars to be clearly seen. Dotted liaes to guide the eye for trends
simulated sensitivity as a function of particleesizSmall light green points repres:
experimental results from the literature for sptargold NPs>82114-118

59



CHAPTER 5

NANORING DIFFRACTIVE SENSORS

5.1 NANORING MOTIVATION

Spherical nanopatrticles have one of the lowest eslsgmsitivities of any NP sensors.
Now that diffractive coupling has been demonstraga sensor, it can be extended to different
NP shapes. LSPR sensors work by detecting thegehanRI close to the surface of the NP. If
the surface area is increased, the sensor shoulabbe sensitive to local Rl changes. A quick
comparison of different geometric shapes (sphecgBnders, rods (3:1 length to width),
tetrahedrons, a 20 nm thick ring, and a 10 nm thicl) surface area to volume shows that
nanorings have the highest surface area to voluinieeoshapes considered. Each geometric
shape has its volume set equal to the volume @ an® radius nanosphere and the height fixed
at 50 nm, except the tetrahedron which assumed sglealength on all sides (but still equal to
the volume of the 50 nm radius sphere). The raifaairface area to volume for each shape are
0.060, 0.075, 0.085, 0.089, 0.140, and 0.240, otseedy. Based on this analysis, rings with a

wall thickness of 10 nm have four times the surfa@a of an equivalent volume sphere.

Increased surface area is not the only motivatmmnanoring selection. Plasmonic
sensors with different shapes have different serigs. Table 1.1 illustrates that spheres have
the lowest shape sensitivity of several differer® NJeometries. Previous experiments with
nanorings that do not couple have been shown te bag of the highest RI sensitivities reported
for plasmonic sensors at 880 nm/RUThis high sensitivity has the potential to be raegted
even further by configuring the nanorings into eedearrays that support diffractive coupling.

Another motivating factor for nanoring researckhis wavelength of the produced LSPR feature.
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Researchers have reported nanoring LSPR wavelehgtigeen 620 and 1545 rfh/®1912
These wavelengths represent the near infrared megiothe EM spectrum. This region is
significant in the development of sensors for byudal systems and is known as the diagnostic
window. In the visible range, light does not peatet deep into living tissue due to interactions
with components such as hemoglobin, water, anddisf However, in the diagnostic window,
these interactions are minimized which makes sgnsinthis region desirable for biological

applications.

This chapter outlines numerical simulations on cedearrays of nanorings to determine
their potential for sensing. Numerical simulaticesults are compared to existing nanoring

properties in the literature and trends usefulkinser design are identified.

5.2 NANORING SIMULATIONS

Nanoring characteristics were simulated using tleggam DDSCAT for the following
range of parameters: inner radius from 25 to 80(2% 30, 35, 40, 45, 50, 60, 70, 75, and 80
nm), ring wall thickness of 10 and 20 nm, and kptarticle spacings from 500 to 1000 nm (500,
600, 670, 700, 800, 900, and 1000). Figure 5.htifles nanoring parameters, including inner
radius,rin, thicknesst, height,h, and inter-particle spacing, andd,. Extinction, scattering, and
absorption efficiencies were calculated for the &lamgth range from 400 to 1400 nm with a 1
nm resolution. Nanorings were simulated as indiglgarticles as well as square arrays with the

afore-mentioned inter-particle spacings. A tofal? nanoring simulations were performed.

Matlab was used to generate nanoring dipole locatior DDSCAT. Rings were
generated by discretization of two concentric esclsing an implementation of a Bresenham

algorithm written by John Kenned$/. The controlled parameters for target generatierewthe
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desired nanoring internal radius, wall thicknesg] ater-particle spacing. The program used,
included in Appendix A.3, compared these parameterfind the largest dipole discretization
value that would allow all of the input parametéosbe matched in the created nanoring
structure. This resulted in various numbers obllip for the different nanoring dimensions.
The number of dipoles varied between 5175 and 13#Q0 between 400 and 1050 for ring
thickness of 10 and 20 nm, respectively. The nunobelipoles was decreased for the 20 nm
thick rings to reduce computation time. Computaidime was approximately 291 days for the
10 nm thick nanoring simulations with each simwalatrequiring between 1-10 days on an 8 core
processor node. The reduction in the number obldgp tends to blue shift the plasmon
frequency; however, the trends between the plaspeak and the diffractive coupling peak

positions and magnitudes are still consistent withulations with more dipoles.

Simulation accuracy can be improved by increasimg nhumber of dipoles in the
simulation, but this accuracy comes at a cost ofe@sed computational time. This increased
computational time is not always warranted. Fa phesent study, the goal is to determine
general trends that exist for diffractive coupling nanoring arrays over a wide range of
conditions. It is important to know what tradeodfsist in terms of accuracy and computational
time to pick appropriate simulation conditions. Bimulations were previously performed in
which 10 and 100 nm spheres were both modeled avithameter consisting of 32 and 128
dipoles!® The peak position error relative to Mie theorpged from 5.8 nm for the 10 nm
sphere with 32 dipoles across to 1.0 nm for therif@Gsphere with 128 dipoles across. Multiple
simulations of the same nanoring were performed chhnging the number of dipoles in the
nanoring to determine the change in peak posittwomé&norings with an increasing number of

dipoles. Figure 5.2 shows these simulations fds @lue), 5250 (green), and 17625 (red)
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dipoles for a nanoring witl;, = 50 nm,t = 20 nm, anch = 50 nm and compares the peak
locations to experimental data for a comparableoriag reported by Huangt al*?®* Because
the thicknesst(= 15 nm) of the experimental nanoring is betwdwsé simulated in this work,
Figure 5.2 also shows a nanoring with the sameusadnd height but with= 10 nm (orange
dotted). The experimental peak location is betwigensimulated peak locations as expected,
indicating good correlation with experiment whesaudficient number of dipoles are included in
the numerical simulations. When the number of idipas very small, the shape of the peak
changes, showing multiple peaks when only one éslipted with a larger number of dipoles.

Table 5.2 shows the number of dipoles used in sewtlation.

Peak locations in the extinction spectra were ifledtusing a peak detection algorithm
(peakdel freely available through Matlab exchange. Singénoring spectra are shown in
Figure 5.3. Nanorings fdr= 10 and 20 nm with . Two spectral features wérgeoved in some
of the simulations at 564 and 1265 nm. These featappear when the gold RI data reported by
Palik’*® are used but are not seen when using the datahosdn and Christy? (Figure 5.4).
Both sets of data are used regularly in the liteeat Ungureanet al. compared these RI data for
nanospheres and nanorods and showed that for spte¥e was a shift in plasmon peak
position between these two data while suggestiagPlalik data show excellent correlation with
experimental dat®® Despite this feature related to the choice ofldRl, this study is interested
in how plasmon and diffractive coupling featuresarudpe in relation to each other in the
simulations. It is important to note for studiequiring more accurate peak wavelengths,

correlation with experimental results will be nesaay to determine the appropriate gold RI data.
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5.2.1 GENERAL OBSERVATIONSFOR NANORING SIMULATIONS

Extinction spectra for nanorings with a 10 nm tiiegs follow a similar pattern to other
nanoparticle shapes as size increases; as thensimmases, so does the wavelength of the
maximum extinction peak. This shift results frorhape retardation due to the increase in
particle size. As the nanoring increases in siggher order modes of electron oscillation occur.
Interactions between existing oscillation modesiltesn phase retardation which is observed as
a red shift in the plasmon wavelendth. Nanorings with a 20 nm thickness in general follo
this trend, but multiple peaks begin to appeathaspiarticle size reaches 50 nm. As previously
mentioned, the multiple peaks in these simulatiesult from the small number of dipoles
utilized for these nanoring simulations. This segg for accurate prediction of peak positions
for these nanorings, more dipoles would be requii2dhine and Flatau performed an analysis of
DDSCAT accuracy for spheres with a changing nunalbelipoles. They reported an error in the
absorption efficiency of ~6% for a sphere consisth@04 dipoles® Unfortunately, it appears
nanorings are more sensitive to the number of diggbotentially because of EM interactions
between the inner and outer walls. Nanoring sitraa that show multiple peaks due to a
limited number of dipoles should not be consideregresentative of nanorings of that size.
However, trends in diffracting coupling peak pasitiand shifts seem consistent for these
simulations and those simulations with more dipolé#ss important to remember that the peak
positions that were calculated for the thicker mangs cannot be directly compared to those

from the thinner rings because of the discrepandie number of dipoles.

The observed red shift in plasmon peak locatioacisompanied by a broadening of the
plasmon peak with increasing nanoring inner raditise full width at half maximum for single

10 nm thick nanorings are 46, 73, 58, 75, 116, &d2, 134 nm for increasing, from 25, 35,
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45, 50, 60, 70, to 75 nm, respectively (Figure&))B Observations with nanospheres attribute
this plasmon peak broadening to retardation effant§or interaction between different modes’
(dipole, quadrupoleetc) electrons, reducing phase cohereliée These observations can be
extended to nanorings because coupling betweemtie® and outer nanoring surface occurs,

similar to that observed in a small KfP.

Diffractive coupling is observed in the simulationben the nanorings are modeled as
periodic square arrays. Figure 5.5 shows how tfieactive coupling peak changes as inter-
particle spacing increases for a nanoring wjth= 50 nm,t = 10 nm, anch = 50 nm. The
diffractive peak intensity is largest when the dongptakes place at wavelengths slightly longer
than the plasmon peak wavelength. Inspection abriag array simulations where the inter-
particle spacing is less than the plasmon wavetesigbws a diffractive peak at double the inter-
particle spacing. The plasmon peak wavelengtlovicdlan interesting trend for a given nanoring
size at different inter-particle spacing valuesor Fost simulations, the nanoring plasmon peak
for ordered arrays ‘traces’ the plasmon spectra. illistration of this is shown in Figure 5.6.
Here, nanorings with an, = 50 nm,t = 10 nm are shown for a single particle (solidepland
inter-particle spacings of 500 nm (dash red), 660(dash dot green) and 700 nm(dot orange).
As the spacing increases, the diffractive couplrag less effect on the plasmon peak and it
returns toward its single nanoring intensity andkp&avelength. This trend has also been
observed in simulations with rsa-CDA. Work is urvdgy to determine if this is the result of
isometric polarizability values which are favoralfter plasmonic resonance or a different

phenomenon.
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Extinction, scattering, and absorbance efficienciesre calculated for each of the
nanoring arrays. Typically diffractive coupling shdeen attributed to coherent interactions
between EM waves scattered between NPs in an arfyalysis of the contributions of
scattering and absorption for diffractive couplimglicates that absorbance has a significant
contribution to the diffractive coupling peak, esiadly when the diffractive peak is close to the
plasmon peak. Form@, = 60 nm,t = 10 nm nanoring with an inter-particle spacind@60 nm,
the diffractive peak in extinction spectra is tlesult of 50.5% absorption and 49.5% scattering,
determined from the calculated absorption and egatf cross sections shown in Figure 5.7.
This observation is useful in the application ohoing arrays to plasmonic heating. Device
parameters could be tuned to give a strong absoarptmponent of the diffractive coupling peak

to amplify the amount of heat generated.

Near field spectra calculations were performedaof, = 50 nm,t = 20 nm, and inter-
particle spacing of 500 nm nanoring. Two wavelbagtere examined: the plasmon wavelength
of 771 nm and the diffractive coupling region at0a40nm. Irregular field patterns lacking
expected symmetry were observed in both simulatidfisese irregularities occurred within the
nanoring structure but also influenced the fieldsale the nanoring. The number of dipoles
included for the near field simulation was increh$eom 675 to 80,000 to determine if the
number of dipoles was the source of the irreguéait Increasing the number of dipoles resulted
in a more uniform field outside the nanoparticle aaduced the irregularities inside the nanoring
structure, but areas of high field intensity withdbe expected symmetry were still observed
(Figure 5.8). In a previous manuscript performDDA calculations for a gold nanoring, the
field inside the nanoring structure was set to 2&rtt is unclear whether the field pattern outside

the patrticle is accurate in this case since otbgonted simulations include the field information
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inside the nanoring structut®'?33 Despite these irregularities in the field infotioa, the

extinction spectra are comparable to experimeratd,cas shown in Figure 5.2.

5.2.2 COMPARISON TO NANORINGSIN LITERATURE

Nanoring simulations in this work are comparabl@teviously reported single nanoring
spectral response. Table 5.1 lists nanoring re$tdtn the literature for nanorings with an inner
diameter in the range of 45-50 nm with a wall thieks range of 10-20 nm. These reported
values were chosen because of their dimensionalasity to the simulations reported in this
chapter. Even for the small size range in thestable LSPR peak wavelength ranges from ~800
to 1360 nm. All of the nanorings reported were pguped with experimental data and
simulation. This wide range suggests that nanerarg very sensitive to small changes in their
dimensional properties. Aizpurwe al. reported a wavelength change of -190 nm when the
thickness was reduced by 1 fifi. However, results by Huargg al. for the same size nanoring
with a thickness increase of 5 nm compared to Azaat al's 10 nm thick ring show a change
of +372 nm*?® Shifting the comparison g, = 45 nm nanorings, the original trend is observed,
with a shift of -354 nm. These discrepancies iporeed peak locations make it difficult to
confirm the accuracy of the simulation data repbrite this chapter, even when the data is
supported by experimental results. The resultsrted in this chapter are similar in peak shape

and wavelength (shown in Figure 5.2) to those tepldoy Huanget al*?®

Despite the wide range of peak locations for similanorings in the literature, several
trends can be observed from the reported valu@st, the LSPR peak tends to blue shift as the
nanoring thickness is reduced. This has beerbatéd to coupling between the inner and outer

nanoring surface, resulting in a mode splittingapiation schem&* As the thickness of a
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nanoring increases, the mode produced by this oaugbnverges to that of a planar surface
plasmon mode. An alternative way of understandimg phenomenon is to consider what
happens to the conduction electrons as the ringribss decreases. Remembering that LSPR is
an oscillation of conduction electrons, the meae fpath for these electrons (50 nm in gold)
becomes important as NP size decreases belovetigsh!*>> When the NP size is less than this
bulk mean free path, electron collisions with tlheface of the NP result in a reduction of the
mean free path and in turn a blue shift and peakd®ning:*® This blue shift was not observed
in the simulations reported in this chapter atedédht ring thicknesses, which has already been
proscribed to the reduction of dipoles in the thickanoring simulations. Second, the LSPR
wavelength for nanorings with similar wall thicksemcreases with increasing nanoring inner
diameter. The simulation data presented in theptdr corresponds well with this observed
trend. Trends relating to nanoring height are asteasily discernible from the reported
literature. Red shifts with increasing height h&een reported, but the supporting data was not
provided'®® The rationale for this trend is similar to thdttbe wall thickness, that a mode

splitting polarization scheme is established betwtbe top and bottom surface of the nanoring.

5.3 DIFFRACTIVE COUPLING IN NANORING ARRAYS

Several notable differences exist in the couplm@rdered nanoring arrays and ordered
spherical NP arrays. First, a coupling peak exigten the inter-particle spacing is less than the
plasmon frequency. For all of the simulated s@gdtre plasmon frequency was higher than 600
nm, but coupling was observed for both 500 and ®®0spacings, albeit at double the inter-
particle spacing, 1000 and 1200 nm, respectivElgure 5.9 illustrates this trend for the 500 nm
spacing with 10 nm wall thickness. This constneetinterference occurs at a harmonic of the

inter-particle spacing. This double wavelength d¢mgpwas also observed for the 670 nm inter-
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particle spacing. Second, for nearly all the casgsilated, the diffractive coupling peak is
smaller than the single particle plasmon frequenSpherical NPs exhibit diffractive coupling
peaks that are much larger than the single partiake. This is probably related to the low
number of dipoles in the current study as well tses relatively few nanoring sizes and inter-
particle spacings simulated. Additional simulasonear the strongest diffractive coupling
observed in these simulations will aid in the daieation of higher extinction efficiency regions
for the diffractive peak. Unfortunately, the corngttion time required for nanorings in periodic
arrays did not allow for a more in depth analysishis work. Work is underway to determine if
an effective polarizability can be calculated fioe thanorings which could then be used with the

more rapid rsa-CDA approach.

The diffractive coupling peak increases as the riagaadius increases. Figure 5.10
shows how the simulated diffractive peak extinctéficiency changes as a function of particle
size for each nanoring inner radiustat 10 nm andd = 1000 nm. This is similar to the trend
observed for the plasmon peak for single nanoringse largest magnitude diffractive coupling
feature observed for 10 nm thick rings is fgr= 75 nm. However, this peak magnitude was less
than the single particle case (shown in Figure&.3 The only 10 nm thick nanoring in the
present study to have a larger extinction efficiefar the diffractive coupled feature when
compared to the plasmon peak wasiat 60 nm at 900 nm inter-particle spacing. FigbuEL
shows these two nanorings with the maximum difivectoupling peak and with the single
nanoring for each case. The overall extinctiorciglicy of the diffractive coupling peak for the

rin = 75 nm nanoring is larger, but does not exceeditgle particle plasmon.
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Another interesting observation is that for allemparticle spacings and nanoring
parameters simulated, there is evidence of diffractoupling. When the same inter-particle
spacing values are simulated (with CDA) for spheegsial to the radius values used in
nanorings, the window where coupling is observethish narrower. This might indicate that
the nanoring structure is more tolerant to diffeesnin fabrication conditions than spherical

NPs, but further work is required to verify thisud.

A very interesting feature was discovered relatediffractive coupling in nanorings at
80% of the diffractive coupling peak. This featiseapparent in Figure 5.10 at a wavelength of
~800 nm. This peak occurs in all of the nanoringutations, independent of size, number of
dipoles, thickness, or inter-particle spacing.tidfly, it was believed that this peak was due to
constructive interference between NPs not alongptiveiple diffraction axis. These off-axial,
off-diagonal particles are known to contribute #figantly in arrays of nanospherfs. Further

work is needed to verify the exact source of thetdire.

Interactions between the nanoring plasmon peaktheddiffractive coupling peak in
simulations suggest that the plasmon FWHM can lgmifstantly reduced by destructive
interference when the diffractive coupling peakncades with the plasmon peak. Figure 5.12
shows this peak narrowing forg = 25 nmt = 20 nm nanoring with a single particle (blue) and
inter-particle spacings of 670 nm (red) and 700 (gmreen). When the plasmon and inter-
particle spacings are farther apart, the plasmaik peoadens and red shifts. The plasmon peak
narrows as the inter-particle spacing approachegldismon wavelength. This ability to reduce
the FWHM could be coupled with diffractive couplityincrease sensor performance more than

with diffractive coupling alone.
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54 SENSITIVITY OF DIFFRACTIVE COUPLING NANORING ARRAY

A sensitivity analysis to changes in RI from vacutonwater was performed for the
simulation that had a diffractive coupling peaktthas larger than the plasmon peak of the
single nanoring. This occurred for thg = 60 nm,t = 10 nm nanoring with an inter-particle
spacing of 900 nm whose spectra are shown in Figur®2 The plasmon peak wavelength for
the array in air was at 839 nm. This peak shiftetl096 nm in a water environment. Using EQ
2-4, the sensitivity of the plasmon peak is 773Ritd/ This value is comparable to nanoring
sensitivities of 740 and 880 nm/RIU reported fonarangs with inner diameters of 45 and 60
nm, respectively, and a ring thickness of ~15finiThe diffractive coupling peak was also
analyzed for its sensing characteristics. The meskdiffractive coupling peak shifted from 917
nm to 1216 nm for simulations in air and waterpessively. The sensitivity of the diffractive
coupling peak is therefore 896 nm/RIU, or an inseeaf 15.9% relative to the plasmon peak.
This simulation indicates that the RI sensitivity brdered arrays of nanorings which exhibit
diffractive coupling is comparable to the highesparted nanoring plasmon sensitivity. Further
increases in the diffractive coupling magnitude &WHM should be possible by determining

appropriate nanoring array conditions to promotiatitive coupling.

While the bulk sensitivity shows a modest increasative to current nanoring sensors,
the figure of merit far exceeds any known figurenadrit for plasmonic sensors. The figure of
merit is the ratio of the sensitivity to the fulldth at half maximum, as defined in EQ 2-6. The
FWHM for the diffractive coupling peak of this silated sensor is 26 nm, with a corresponding
figure of merit of 34. A recent analysis of diffteve coupling sensors indicates that the figure of
merit for the diffractive coupling feature in argeagf spheroidal NPs is solely a function of the

frequency difference between the plasmonic peakthadiiffractive coupling peak’ This is
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important because it indicates that the figure efitncan be maximized for any nanopatrticle
shape or, composition allowing sensors to be desidar specific applications without a costly
trial and error approach. A comparison of FOM eal@or non-diffractive sensors and diffractive

sensors shows a significant increase for diffr&ctgupling sensors (see Table 5.3).

55 CONCLUSIONS

Ordered arrays of nanorings were characterizedHeir ability to support diffractive
coupling over a wide range of nanoring sizes atel-Hparticle spacings. Numerical simulations
indicated that nanorings with an internal radiu60fnm and a wall thickness of 10 nm with a
spacing of 900 nm have a diffractive coupling péakt exceeds the magnitude of the single
particle plasmon peak. The sensitivity of this eramg array to changes in Rl was 896 nm/RIU
for the diffractive coupling peak, which is an iaase over current plasmonic sensor sensitivities.
The figure of merit for this simulated nanoring senevaluated for the diffractive coupling peak
was 34, which is the highest known figure of mésit plasmonic sensors. Further simulation

work will help identify diffractive coupling nanarg sensors that exceed even these values.
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TABLE 5.1: Nanoring characteristics as reported in the literatfor randomly arranged,
45-55 nm inner radius nanorings.

lw M t,nm h,nm LSPR Peak, nm Simulation Reference
45 15 60 1354 DDA Larssont®
46 14 40 1000 Boundary Element  Aizpufia
485 115 60 103d Finite Element Tsend’®
50 10 40 1170 Boundary Element  Aizpufia
50 15 — 798 FDTD Huartg®
51 9 40 1360 Boundary Element  Aizputtia
55 200 50° 1223 DDA Larssont®

" Peak wavelength in refractive index of water
* Dimension approximated from SEM images
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TABLE 5.2:Number of dipoles in each nanoring simulation.

t=10 nm t=20nm

iy MM Number of Dipoles r,,, nM  Number of Dipoles

25 5175 30 400
35 6375 40 575
45 7650 50 675
50 8700 60 625
60 10425 70 875
70 11775 80 1050
75 13200
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TaBLE 5.3: Figure of Merit comparison for non-diffractive amtiffractive coupling

Sensors.
Shape  Material Sensitivity FOM Reference
nm/RIU
Sphere Au 76.4 0.66 Nath*?
Cube Ag 118 5.4 Sherry®
Triangle Ag 160 2.2 Mayer®
Rod Au 170 1.3 Mayer®*
Disc Au 200 1.7 Dmitriev®
Bipyramid Au 540 4.5 Chen®
Stars Au 665 5.4 Neh|®
Ring Au 880 2 Larsson®
EL 180 2.1 (Experimental)
Au
Ordered 48 2.3 (CDA)
Sputtered 88 0.9 (Experimental)
Au
Ordered 62 1.7 (CDA)
lefr.actlve Au N/A 25 Offermans*"’
Cylinder
Diffractive 896 34 (DDA)
Ring
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>

FIGURES5.1: Depiction of nanoring dimensions for ordered arraysianoringsri, is the
inner radiust is the wall thicknessgy andd, are the interparticlspacings in x and
respectively, andh is nanoring height.
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FIGURE 5.2: Naneing simulations for increasing number of dipoles & nanoring wit
rin = 50 nm anch = 50 nm. As the number of dipoles increases frofh 60 17625 fc
the 20 nm thick nanoring, the peak redshifts arelamount of shift decreases with e
increment in the number of dipoles. Experimentaalp location data from Huargg al.
for nanorings withri; = 50 nm and = 15 nm is marked with the dashed black line. -
peak location is in between those simulatedtferl0 nm (orange dotted) and 20 nn
rings.
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FIGURE 5.8: Near field simulations for a nanoring with, = 50 nm,t = 20 nm, anch =
50 nm at 771 nm. Field information is taken ateaght ofZ = 38 nm from the nanorir
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CHAPTER 6

CONCLUDING REMARKS

6.1 |IMPORTANCE OF WORK

Chemical sensing is a key component in modern gocespecially in engineering
applications. Because of their widespread impewoprovements to chemical sensors are a
significant area of research. This work has dernatexi improved performance for refractive
index nanoparticle sensors by arranging nanorimggdriodic arrays to produce diffractive
coupling sensors. The greatly improved figure d@ritnrepresents an advance in NP sensing

technology that can be directly implemented in iowang chemical sensors.

6.2 KEY FINDINGS

RI chemical sensing was achieved using orderedysrod gold nanoparticles with
cylindrical and spherical NP arrays. Sensitivifytllese experimental sensors based on shifts
from a methanol baseline was 88.5 and 198.6 nm/Rdkpectively. These sensitivity values
were then directly compared to random NP LSPR seresw were shown to have comparable or
higher sensitivities than the representative LSERsars. The plasmon peak was also found to

be enhanced in diffractive coupling sensors.

Nanorings were simulated based on their havinghtgkeest reported sensitivity and the
increase in surface area. Simulations of rectamgairays of nanorings for the inter-particle
range from 500-1000 nm exhibited diffractive coaglifor all nanoring sizes in this study. The
diffractive peak was maximized relative to the &nganoring plasmon extinction for a nanoring

with ri; = 60 nmt = 10 nm, and an inter-particle spacing of 900 nm.
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Sensing characteristics for this nanoring showesl dfifractive coupling peak had a
15.9% higher sensitivity than the plasmon peak aathparable to the highest sensitivity
reported in the literature for non-coupling nangsn The figure of merit for this simulated

nanoring sensor is the highest reported for plastrssnsors at 34.

6.3 ONGOING AND FUTURE WORK
6.3.1 IMPROVEMENTSIN NANORING FABRICATION

Fabrication of NPs that closely match conditionsiiimerical simulations is important to

identify the source of additional peaks observeelperimental diffractive coupling sensors.

Liftoff is an ongoing problem in the fabrication patterned nanostructures. All metal
deposition methods are known to have these problethsrent work is underway to make the
surface of the electron resist resistant to ELipdatising a chemical blocker. The hypothesis is
that if the resist surface can be blocked befoeepidittern is developed, the EL plated gold will
only form nanorings and not a film on top of theadfon resist. This would eliminate the need

for lift-off, leaving only the electron resist t@ lolissolved.

Work is also being done to characterize how cheneithing of the gold film might be
used to improve lift-off. Initial experimental wdts suggest that gold on the surface of the
electron resist is faster than etching of the RRom these initial experiments it is also cleat tha
etch rates for gold in non-patterned areas is ffakstan gold in patterned regions. If this method
can be optimized, it could result in eliminationtbé gold liftoff step. Gold etching could also
be tuned to achieve a desired nanoring thicknésnal benefit of this method could be in the
removal of excess gold that penetrates throughelbetron resist near patterned features. As

mentioned in 2.3.1.
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6.3.2 RAPID ARRAY SIMULATION

Recent work by DeJarnett# al. suggests that the rsa-CDA could be modified with a
effective polarizability for different shape facsaio determine the optimal spacing for diffractive
coupling in arrays of arbitrarily shaped NPs. Wmkinderway to create a polarizability model
for nanorings based on polarizabilities calculafed the individual dipoles in nanorings
simulated with DDSCAT. The dipole polarizabilitiase not normally returned to the user in a
useable format, but modifications to the progranictvtallow these values to be output to a file
have been implemented. It is believed this co@eXtended to any NP shape and composition,
greatly improving the computation speed for NP yraith square periodicity in the substrate

plane.

6.3.3 NON-SENSING APPLICATIONS

Results for the larger nanorings showed that difiva coupling can cause a broadband
response in the near infrared region. This coddubed to expand the effective window for
energy conversion in photovoltaics past the bamul @fasilicon. Further work is required to
determine what the optimal parameters are for geingr this broadband feature. The reduced
cross section of nanorings will allow most of timeident light to interact with the solar cell

while absorbing NIR light and transferring the ath®al energy into the solar cell.
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APPENDIX A

MATLAB PROGRAMS
A.1 SEM NANOPARTICLE ANALYSISCODE

function [measure] =measureaunpl(pic,px,Isb)
%%%%%%%%

% pic is the file path and file name or a pregigumported image
% px is the number of pixels in the scalebar

% Isb is the length of the scale bar in nm

% Acceptable input formats:

%  measure=measureaunpl(pic)

% where pic is either a path and filenama previously imported image variable
% measure=measureaunpl(pic,h)

% where pic is a previously imported imagnd

% h is the tiff header inftrieved by h=imfinfo('filepath\filename")

% measure=measureaunp(pic,px,lsb)
%
% Output is saved in a structure format

format compact

switch nargin
case 1
% check to see if the picture is a path variable
if ischar(pic)
h=imfinfo(pic);
pic=imread(pic);
else
h=[];
end
pic=px_square(pic,h);

case 2
h=px;
clear px;
case 3
if ischar(pic)
h=imfinfo(pic);
pic=imread(pic);
else
h=[];
end
otherwise
error(‘'Incorrect input’)
end

if ~exist('px’,'var')||~exist(Isb’,'var’)
[ppnm Isb px]=wantscale(pic);
end
% check to see in pixels per nanometer has beeunlatdd yet
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if ~exist('ppnm’,'var’)
ppnm=px/Isb; %%number of pixels per nanometer
end

cutoff=findaunp(pic,50,250);

close all;

pic2=edgeaunp(pic,cutoff);

close all;

picd=size(pic2);
picl=pic(1:picd(1),1:picd(2),1);
[L,npar]=bwlabel(pic2);

a=size(pic2);

% B=bwboundaries(pic2,'noholes");

% need to fix....%%%%% %% % %% %% % %% %% %% % %% % % %% % %% %0 % P %6 %0 % %% %0 %
area=a(l)*a(2); %%area in nm"2
pdens=npar/area; %particles per nm"2

auprops=regionprops(L,'EquivDiameter’,'centroide®,'Perimeter’,'Convexlmage','MajorAxisLengthiitt AxisL

ength");
perimeter=cat(1,auprops.Perimeter)’;
measure.perimeter=perimeter;
auprops2=regionprops(bwperim(L), PixelList");
for j=1:npar

ri=zeros(npar,1);

for i=1:length(auprops2(j).PixelList)
ri(i)=sqrt((auprops2(j).PixelList(i,1)-aupropsCentroid(1)). 2+(auprops2(j).PixelList(i,2)-
auprops(j).Centroid(2))./2);

end

% measure.ri(j)=ri;

ri;

rm=sum(ri)/length(ri);
vr=sum(abs(ri-rm)./rm*100)/length(ri);
measure.Vr(j)=vr;
vp=abs(2*pi*rm-perimeter(j))./(2*pi*rm)*100;
measure.Vp(j)=vp;

end

% for i=1:length(B)

%  boundary=B{i};

% delta_sqg=diff(boundary).”2;

%  perimeter(i)=sum(sgrt(sum(delta_sq,2)));
% end

auArea=cat(1,auprops.Area)’;
measure.area=auArea,;
circularity=4*pi*auArea./(perimeter)."2;

convex=auprops.Conveximage;

for i=1:length(auprops)
convex=auprops(i).Conveximage;
c3=regionprops(convex,'Perimeter’)’;
convperim(i)=c3.Perimeter’;

end

convexity=convperim./perimeter;
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Maxis=cat(1,auprops.MajorAxisLength)’;
maxis=cat(1,auprops.MinorAxisLength)";
elongation=(1-maxis./Maxis);

measure.circularity=circularity;
measure.convexity=convexity;
measure.elongation=elongation;

pdia=cat(1,auprops.EquivDiameter)’;
pdist=cat(1,auprops.Centroid);

overlayl = imoverlay(picl,pic2,[.3 .3 1]);
pic4=uint8(zeros(size(pic2)));

% scrsz = get(0,'ScreenSize");

% figure('Position',[1 1 scrsz(3) scrsz(4)])

% imshow(pic4)

dist=zeros(npar);

for k=1:size(pdist,1)
x0=pdist(k,1);
yO=pdist(k,2);
pic4(round(y0)-1:round(y0)+1,round(x0)-lunml(x0)+1)=254;

% rectangle('Position’,[round(x0),round (%} ],'Curvature’,[1 1],'EdgeColor',[.2,1,.2], Limieth’,1)

radius=pdia(k)/2;
xpos=round(x0-radius);
ypos=round(y0-radius);
x0=x0./ppnm;
yO=yO0./ppnm;

% rectangle('Position’,[xpos,ypos,2*radtdigadius],'Curvature',[1 1],'EdgeColor’,[1,1,1]piewidth’,1)

% pause(.1)
for j=1:size(pdist,1)

if k~=j
x1=pdist(j,1)./ppnm;
yl1=pdist(j,2)./ppnm;

% line([y0 y1],[x0 x1])

% pause(.01)
dist(k,j)=sqgrt((x0-x1).~2+(y0-y1)."2);

else dist(k,j)=0;
end
end
end

% pic5=getframe;

% clf

% pic5=imresize(im2bw(pic5.cdata),size(pic4));

% pic5(1,:)=0; pic5(;,1)=0; pic5(:,size(pic5,2))4rc5(size(pic5,1),:)=0;
overlayl = imoverlay(overlayl,logical(pic4),[.9.3);

% overlayl=imoverlay(overlayl,logical(pic5),[.2,3);

subplot(2,2,1)

imshow(overlayl)

%%% plots circle equivalent diameters around céufgro

f=figure(2);
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imshow(overlayl)
scrsz = get(0,'ScreenSize");
set(f,'Position’,[1 1 scrsz(3) scrsz(4)])
for k=1:size(pdist,1)
x0=pdist(k,1);
yO=pdist(k,2);
radius=pdia(k)/2;
xpos=round(x0-radius);
ypos=round(yO-radius);
x0=x0./ppnm;
y0=yO0./ppnm;
rectangle('Position’,[xpos,ypos,2*radius,2*tes]j'Curvature',[1 1],'EdgeColor',[.2,.9,.2], Linith’,2)
end

pic5=getframe;

% imwrite(pic5.cdata,'testl.png’;
close(f)

figure(1)

pdia=pdia./ppnm;

pdist=dist;

%for non-regular arrays
% % % dist=mean(min(pdist>0));

%for square arrays with ~670 spacing
i=0;
clear dist;
%loop to avoid counting same distance twice fordstd
for j=1:npar
for k=j:npar
if (pdist(j,k) > 500) && (pdist(j,k) < 800)
i=i+1;
dist(i)=pdist(j,k);
end
end
end
if npar>1
distdev=std(dist);
dist=mean(dist);
else distdev=0; dist=0;
end

pdiaav=mean(pdia);
pdev=std(pdia);
if pdev<1/ppnm
pdev=1/ppnm;
end
display((sprintf('Mean particle size %4.2f + %2r2h', pdiaav,pdev)));
display((sprintf(Number of particles %d',npar)));
display((sprintf('%G particles/nm”2',pdens)));
% display(num2str(sprintf('%4.3f x-Pixels per naraten\t%.3f y-Pixels per nanometer',xppnm, yppnm)));
display((sprintf('%4.3f Pixels per nanometer\tnaetans per pixel %.2f',ppnm,1/ppnm)));
display((sprintf('Average particle distance (certecenter) %.2f + %.2f nm',dist,distdev)));
% fprintf('Average eccentricity (0 is circle, 1ggaight line): %.2f = %.2f\n',mean(eccent),std@uy);
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subplot(2,2,2)
vislabels(L);
measure.labels=L,
subplot(2,2,3:4)

bins=(max(pdia)-min(pdia))/std(pdia)*2;

hist(pdia,npar)

% [n xout]=hist(pdia,linspace(min(pdia)+bins/2,madia)-bins/2,bins),round(bins));
% bar(xout,n,'r','barwidth’,.95)

axis tight

% set(gca, XTick',round([min(pdia) linspace(min(@)yibins,max(pdia)-bins,bins) max(pdia)]),"Y Tickjtax(n)])
measure.particleDensity=pdens;

measure.numParticle=npar;

measure.particleDistance=pdist;

measure.meandist=dist;

measure.particledistdev=distdev;

measure.overlay=overlay1;

measure.pixelpernm=ppnm;

measure.particlediameter=pdia;

measure.meanpdia=pdiaav;

measure.pdiadev=pdev;

measure.nmperpixel=1/ppnm;

measure.lsb=Isb;

measure.lsb_pixels=px;

end

function [ppnm Isb px]=findscale(pic)

% Calculates the scale bar length for SEM images
% with user input on the location of the scale bar
% pic is a picture imported into matlab

% Isb is the length of the scale bar in nm

% px is the number of pixels in the scale bar

% ppnm is the number of pixels per nanometer

% Display the image and ask for user to selectdfi@nd bottom right points
% to form a box around the scale bar
subplot(6,2,1:10)
imshow(pic)
title('Select 2 points at opposite corners arotmadscale bar')
again='y";
while again~='n'
[X y]=ginput(2);
scalebar=pic(floor(min(y):max(y)),floor(min(xyax(x)));
% Display the selection
subplot(6,2,11)
imshow(scalebar)
again=input('Do you want to re-select the stale?(y/n) ','s";
switch again
case {'n' 'N' 'No' 'no'}
again="n";
otherwise
again='y";
end
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end
clear x y again
% make the scale bar a black/white image
scalebar=im2bw(scalebar);
Isb=0; % length of scale bar
while Isb==0
Isb=input('What is the length of the scale barnnfr);
if ~isfinite(Isb)
Isb=0;
display('Invalid input. Try again')
end
end

% find the first column with a white pixel from theft
Ihc=0;
while hc==0
for c1=1:size(scalebar,2)
% if found, break from loop
if sum(scalebar(:,c1))>=1
Ihc=c1,;
break
end
end
if cl==size(scalebar,2) % statement to avofihite loop
Ihc=1;
display('Scalebar not found")
end
end
% find the first column with a white pixel from thight
rhc=0;
while rhc==0
for c2=size(scalebar,2):-1:1
% if found, break from loop
if sum(scalebar(;,c2))>=1
rhc=c2;
break
end
end
if c2==1 % statement to avoid infinite loop
rhc=size(scalebar,?2);
display('Scalebar not found’)
end
end

scalebar=scalebar(;,lhc:rhc);

% Show the located scale bar

subplot(6,2,12)

imshow(scalebar);

% calculate the length of the scalebar in pixels
px=abs(rhc-lhc)+1;

% calculate the number of pixels per nm
ppnm=px/Isb;

end
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function aunppic=edgeaunp(pic,cutoff)
%%finds and marks the edges of gold np

figure(1)

picd=size(pic);
picl=pic(1:(picd(1)-59),1:picd(2),1);

dimg=picl(:,:,1);
dimg=double(dimg);
a_eqg=adapthisteq(picl(:,:,1));
dimg2=double(a_eq);

bwpic=dimg<cutoff;

bw2pic=dimg2<cutoff;

bw=imclearborder(~bwpic);

bw2=imclearborder(~bw2pic);

subplot(1,2,1)

imshow(bw)

subplot(1,2,2)

imshow(bw2)

pick=input('1, 2, or 3 if inverted: ");

if pick==1
bwa=imfill(bw,'holes");

% bwa=bw;

end

if pick==2
bwa=imfill(bw2,'holes");

% bwa=bw2;

end

if pick==3
bw=imclearborder(bwpic);
bw2=imclearborder(bw2pic);
subplot(1,2,1)
imshow(bw)
subplot(1,2,2)
imshow(bw2)
pick=input('1, 2: ";
if pick==1

bwa=imfill(bw,'holes");
% bwa=bw;
end
if pick==2
bwa=imfill(bw2,'holes");

% bwa=bw2;
end

end

again="b";

j=5; 1=40;

while again~='n'

if (again~='b")
j=input('Enter circle lim: *);

I=input('Enter factor: *);
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end

bw3=bwa;

%bw3=bwmorph(bwa,'clean’);
%bw3=bwmorph(bw3,'hbreak’);
%bw3=bwmorph(bw3,'spur’);
bw3=imfill(bw3,'holes");

bw3=bwmorph(bw3,fill");

bwb=imopen(bw3, strel('disk',j));
bwc=bwareaopen(bwb,l);

bwc=bwb;

bwc_perim=bwperim(bwc);

overlayl = imoverlay(picl,bwc_perim,[.3 .3 1]);
figure(1)

pics={pic; bwa; bwb; bwc; bwc_perim; overlayl};
picslabel={'pic'; 'bwa’; 'bwb'; 'bwc"; 'bwc\ perirfdverlayl'};

for i=1:6

subplot(2,3,i)

ph=pics{i,1};

imshow(ph);

title(sprintf('%s',char(picslabel{i})));

end

again=input('Do you want to try again?(y/n): ’;'s")
end

aunppic=bwc;

end

function cutoff=findaunp(pic,cutofflow,cutoffhigh)

picd=size(pic);
picl=pic(1:(picd(1)-59),1:picd(2),1);
dimg=picl(:,:,1);

dimg=double(dimg);
%surf(dimg(:,:,1),'EdgeColor','none")
%figure(2);
a_eqg=adapthisteq(picl(;,:,1));
dimg2=double(a_eq);
%surf(dimg2(;,:,1),'EdgeColor','none")

again="b’;
while again~='n'
if (again~='b")
cutofflow=input('Enter lower cutoff: *);
cutoffhigh=input('Enter higher cutoff: *);
end
step=(cutoffhigh-cutofflow)/3;

figure(3)

for k=1:4

j=cutofflow:step:cutoffhigh;

subplot(2,2,k)

partk=dimg<j(k);

imshow(partk);

titte(num2str(sprintf('%1.0f. cutoff %3.0f k,j(R)
end
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figure(4)

step=(cutoffhigh-cutofflow)/3;
for k=1:4

j=cutofflow:step:cutoffhigh;
subplot(2,2,k)

partk=dimg2<j(k);

imshow(partk);
titte(num2str(sprintf(‘cutoff %3.0f',j(k))))
end

again=input('Do you want to try different cutofilues? (y/n)','s");

end

selector=input('Which image is best? ");
cutoff=cutofflow+step*(selector-1);

end

function out = imoverlay(in, mask, color)

%IMOVERLAY Create a mask-based image overlay.

% OUT = IMOVERLAY(IN, MASK, COLOR) takes an inpitage, IN, and a binary
% image, MASK, and produces an output image wiposas in the MASK

% locations have the specified COLOR.

% Steven L. Eddins, The MathWorks, Inc.
% $Revision: 1.2 $ $Date: 2007/08/15 13:18:08 $

function vislabels(L)

%VISLABELS Visualize labels of connected components

% VISLABELS is used to visualize the output of BABEL.

%

% VISLABELS(L), where L is a label matrix retuchéy BWLABEL,
% displays each object's label number on top®bbject itself.

%

% Note: VISLABELS requires the Image Processinglbox.

% Steven L. Eddins
% Copyright 2008 The MathWorks, Inc.

function [ppnm Isb px]=wantscale(pic)
% function to decide how the scale of the imagé véldetermined
decidel=input('Do you want to automatically meagheescale bar? ','s");
switch decidel
case {'y''Y''Yes' 'Sure' 'yes'}
again='n’;
while again~='y'
[ppnm Isb px]=findscale(pic);
sprintf(\tlength of scale bar: ¥gpixels in scale bar: %g\n\tpixels per nm: %dgh,px,ppnm)
again=input('ls the scale bar larggrrect?(y/n) ','s");

switch again
case {'y' 'yes''Y' 'Yes'}
again='y";
otherwise
again="n"; clf
end
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end
clear again
otherwise
px=input('"Enter the number of psai scale bar: *);
Isb=input(\nEnter the length of tkcale bar, in nm: ");
ppnm=px/Isb;
end
end

function picl=px_square(pic,h)
% read the pixel size in x and y for non-squareigix
if exist('h.XResolution','var")
xres=h.XResolution;
else
xres=1,
end
if exist('h.YResolution','var")
yres=h.YResolution;
else
yres=1,;
end
% resizes the image to make pixels square
picl=imresize(pic,[size(pic,1)/yres*xres size(p})2
end

A.2 MiIE THEORY CODE

function results=mie_matlab(wlrange,psize,matepahaterial_m,varargin)
% calculate the extinction efficiency for particlefsthe size 'psize' over the range 'wirange
% psize is the diameter of the particle

% material_p is the particle material or refractivéex data as follows

% Refractive index data should be in the form:

% coll col2 col3

% wil n k

% material_m is the medium material or refractivéax

% size and wilrange should be in nm

%

% Set varargin(1) equal to 1 to run a weightedrithistion of particle sizes

% Adapted from C. Matzler, July 2002.

% Particle distribution code
varin=size(varargin);
if varin==1
if varargin{1}==1
display(‘calculating distribution’)
try
if ndims(psize)==2
diameter=psize(:,1);
pdistribution=psize(:,2);
% normalize the distribution
pdistribution=pdistribution/sum(pdistriba);
% pdistribution=pdistribution/max(pdistrifoan);
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psize=diameter;
clear diameter
else
error('incorrect input’)
end
catch ME
if strcemp(ME.identifier, MATLAB:badsubscttip

sprintf(‘particle distribution requires @lemns\n\tCol 1\t\tCol 2\n\tparticle size\tnumbéiparticles’)

else

display(‘incorrect input for distributiof.reating as particle size list...")

end
end
end
end
% end particle distribution code

if ischar(material_p)
switch lower(material_p)
case {'gold','au’}
disp('gold")
[E,n_material]=goldperm(wlrange);
case {'silver’, 'ag’}
disp('silver")
[E,n_material]=silverperm(wlrange);
case {'copper’, ‘cu’}
disp(‘copper’)
[E,n_material]=copperperm(wlrange);
case {'a_Si'} % amorphous silicon
disp('amorphous silicon’)
[E, n_material]=asiliconperm(wlrange);
otherwise
disp('Material unknown, setting to gold')
[E,n_material]=goldperm(wlrange);
end
else
try
[E,n_material]=genperm(wlrange,material_p);
catch ME
display(‘invalid RI data\n using gold...")
[E,n_material]=goldperm(wlrange);
end
end

|_psize=length(psize);

if exist('pdistribution’,'var")
results.Qsca_total=zeros(size(1,length(wlrange)));
results.Qabs_total=zeros(size(1,length(wlrange)));
results.Qext_total=zeros(size(1,length(wlrange)));
results.pdistribution=pdistribution;

end

% loop for multiple particle sizes
for |_counter=1:l_psize
results.psize(l_counter)=psize(l_counter);
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x=pi.*psize(l_counter)*real(material_m)./wlrange;#%ize is diameter

XSOQ=X.*X;
m=n_material/material_m;
msqg=m.*m;

%%%

% results.x=x;

% results.xsq=xsq;

% results.m=m;

% results.msg=msq;
%%%

nmax=max(round(2+x+4*x.”(1/3)));
n=(1:nmax)";

nu = (n+0.5);

Z=M.*X;

%%%

% results.nmax=nmax;

% results.n=n;

% results.z=z;

%%%

sqgx_1= sqrt(0.5*pi./x);

sqz_1= sqrt(0.5*pi./z);

for c1=1:nmax
sgx(cl,:)=sqgx_1;
sqz(cl,))=sqz_1;

end

clear sgx_1sqz_1cl

%%%

% results.sgx=sgx;

% results.sqz=sqz;

%%%

bx = besselj(nu, x).".*sqx;
bz = besselj(nu, z).".*sqz;
yXx = bessely(nu, x).".*sgx;
hx = bx+1i.*yx;

b1x=[sin(x)./x;bx(1:(nmax-1),:)];
blz=[sin(z)./z; bz(1:nmax-1,:)];
y1x=[-cos(x)./x; yx(1:nmax-1,:)];

hlx= blx+1i.*y1x;

for c1=1:nmax
x1(c1,:)=x;
z1(c1,)=z;
ml(cl,:)=m;
msql(cl,:)=msq;
end
nl=zeros(length(n),length(x));
for c1=1:length(x)
nl(:,cl)=n;
end
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clear c1

ax = x1.*b1x-n1.*bx;

az = z1.*b1z-nl.*bz;

ahx= x1.*h1x-n1.*hx;

an = (msql.*bz.*ax-bx.*az)./(msql.*bz.*ahx-hx.*az);
bn = (bz.*ax-bx.*az)./(bz.*ahx-hx.*az);

% cn = (bx.*ahx-hx.*ax)./(bz.*ahx-hx.*az);

% dn = m1.*(bx.*ahx-hx.*ax)./(msql.*bz.*ahx-hx.*gz)

c_nl=2*nl+1;
d_n=c_n1l.*(real(an)+real(bn));
g_ex=sum(d_n);

e_n=c_nl.*(real(an).*real(an)+imag(an).*imag(anpt(bn).*real(bn)+imag(bn).*imag(bn));

g_sca=sum(e_n);

Q_sca=2*q_sca./xsq;
Q_ext=2*q_ex./xsq;
Q_abs=Q_ext-Q_sca;

results.wl=wlrange;

if exist('pdistribution’,'var")
Q_sca=Q_sca;
Q_abs=Q_abs;
Q_ext=Q_ext;
results.Qsca_total=results.Qsca_total+Q_scatphlution(l_counter);
results.Qabs_total=results.Qabs_total+Q_abstplution(l_counter);
results.Qext_total=results.Qext_total+Q_ext§tddution(l_counter);

end

results.Qsca(l_counter,:)=Q_sca;

results.Qabs(l_counter,:)=Q_abs;

results.Qext(l_counter,:)=Q_ext;

clear Q_abs Q_ext Q_sca ahx an ax az blx b1z bz bxnl d_n e_n hlx hx n nl1 nmax...
Nnu g_ex g_sca sgx sgz x x1 xsq y1x yd

end

end

%begin secondary functions

%%%%% %% % %% % %% %% %% %% %% % %% %% %% %% %% GOLD PERM
function [E, n]=goldperm(wavelength) %real and incagnponents

format compact

% Johnson and Christy

% wavelength, real, imaginary component
Data=[187.854545454545,1.28000000000000,1.188000DID;

1937.25000000000,0.920000000000000308300000000;];

%plot(Data(:,1),Data(:,2),'or"); hold all;
%plot(Data(:,1),Data(:,3),'0b";
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nspline=spline(Data(:,1),Data(;,2),wavelength);
kspline=spline(Data(;,1),-Data(;,3),wavelength);
E=(nspline-kspline*1i)."2;
n=(nspline-kspline*1i);

end

function [E, n]=genperm(wavelength, Data)
% Data should be in the form:

% coll col2 col3

% wi n k

nspline=spline(Data(:,1),Data(;,2),wavelength);
kspline=spline(Data(;,1),-Data(:,3),wavelength);
E=(nspline-kspline*1i)."2;
n=(nspline-kspline*1i);

end

A.3 NANORING GENERATOR
function DDAprep(rl,t,h,N_sphere,Px,Py,wlrange,ntarials,n_medium,path_out,varargin)

% DDAprep prepares the files necessary to evalaaing structure with
% the discrete dipole approximation code DDSCAZ. 7

%

% r1 is the inner radius of the ring in nm

% tis the thickness of the ring wall in nm

% his the height of the ring in nm

% N_sphere is the approximate number of sphaasshould represent the
% thickness of the ring

% Px and Py are the periodic lattice spacingame y directions in nm
% wilrange is a vector containing the first, lastd number of

%  wavelengths to simulate: [first last num_elangths]

% n_materials is the number of dielectric matsiiiathe sample

% Currently this is forced to 1, but is agble for future use

% n_medium is the refractive index of the mediiscalar)

% path_out is the path where files created velinitten

% varargin contains the paths for each dielectiaterial numbered in
%  n_materials. These paths should be enteyatrings and should
%  represent the path in the run environmerfdu' nk.txt'

%

% Example DDAprep(60,40,40,5,670,670,[400 1000|401, \rings',"..\dieNAu_ palik.txt)

% Check to make sure number of paths is equaktatimber of materials
n_in=length(varargin);
if n_in~=n_materials

if n_in==0 && n_materials==1

n_path="Au_nk.txt';

else

error('The number of paths provided must m#tetnumber of dielectric materials’)

end
else

% Assign the paths for the dielectric materiala cell array

n_path=varargin;
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end

% initialize the file name for the figure to be sdsee dda_ring_maker

% for information on the parameters to plot ot) no

if exist(datestr(now,'yymmdd"),'dir)~=7
d_temp=datestr(now,'yymmdd");
eval(sprintf(‘'mkdir %s',d_temp))

end

try

filename=[path_out ".\' datestr(now,'yymmddipg.target' ' ' num2str(rl) rl_' num2str(t) hium2str(h) 'h_1;

catch
error('Unable to create file")
end

% Call the ring maker program
[position d]=dda_ring_maker(rl,t,h,N_sphere,1,lare);
% Create a vector to enumerate the dipole positions
dipolenum=1:size(position,1);
% Append the number of dipoles to the filenameistiglish between same
% rings size with more dipoles.
if exist([filename ".fig"], file")

eval(sprintf('movefile("%s","%s")" [filenamfig'],[filename num2str(length(dipolenum)) 'Nig"))
end
filename=[filename num2str(length(dipolenum)) ;N]
% Create a vector of dipole number; x,y,z locatidiejectric number
% This line will need to be changed if multiplaterials are used...
places=[dipolenum’ position ones(length(dipolenG),

%% Target file creation

% position vectors relative to lab frame
al=[0 0 1]; % z axis is x-axis

a2=[1 0 0]; % x axis is y-axis

% Check to see if file already exists. If it dogsdds a number at the
% end to represent the file version.
c1=0;
while exist(filename,‘file")
cl=cl+1,
filename=[filename num2str(c1)];
end
clear c1;
fid=fopen(filename, 'at");
% header info
fprintf(fid,...
[---Multisphere ring target---\n'... % Desdign of target
'%i\t=\t Number of dipoles\n’ ... % Numbédrdipoles in target
'%f\t%M\t%f\t=\t target vector al\n'... %»and z components of al in target frame
'%f\t%M\t%f\t=\t target vector a2\n'... %9»and z components of a2 in target frame
1\t1\t2\t=\tdx/d\tdy/d\tdz/d\t(normally 11D\n"... % relative spacing of dipoles in X, ydandirections
'0\tO\tO\t=\tlocation in lattice of targetigin\n' ... % target frame co-ordinates correspogdo origin
"ID\tx\ty\tz\ticx\ticy\ticz\n'... % commetine
].length(dipolenum),al,a?);
fclose(fid);
dimwrite(filename,places,'-append','delimiter); "% append dipole locations to file

%% Parameter file creation
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% Change Px and Py to dipole spacing basis

Px=Px/d; Py=Py/d;

%%%%%% %% %% %% % %% %% %% %% % %% % % % %% %% %% %% %6 %0 % % % % % %% % Y% Yo Yo/ Yo
%%%% %% %% %% %% %% %% %

% NOTE: period is in x and y in Matlab, with lighih z axis, but DDSCAT

% has the light on the x axis. The tranlsat®hard coded into this

% code.

%%%%%% %% %% %% % %% %% %% %% % %% % % % %% %% %% %6 %6 %6 %0 % %% % % %% % Yo Yo Vo0 Yo
%%%%%% %% %% % %% %% %%

% pradius: effective particle radius in nm
pradius=(3*length(dipolenum)/(4*pi))"(1/3)*d;

% Declare DDSCAT simulation parameters

% an example user interface is available in the
% DDA _parameter_file_maker.m file, but is curtgmtot included here
% since these normally stay the same
torquel="NOTORQ;

solmethod="PBCGS2';

% fftmethod="FFTMKL";

fitmethod="GPFAFT",

polmodel="GKDLDR?;

binmode="NOTBIN’;

Memreq=[100 100 100]*2;

Nfield=0;

Nfield_size=[0.5 0.5 0.5 0.5 0.5 0.5];
maxtol=1e-5;

maxiter=3000;

gammal=5e-3;

S_index=[11 12 21 22 31 41];

NSO=1; %Number of scattering orders

filenamel=[path_out '.\' datestr(now,'yymmdd") Sciat' ' ' num2str(rl) 'rl_' num2str(t) 't_' num@stth_'
num2str(length(dipolenum)) 'N';
c1=0;
% Check to see if file already exists. If it doksdds a number at the
% end to represent the file version.
while exist([filenamel ".parT,'file’)
cl=cl+1;
filenamel=[filenamel num2str(cl)];
end
clear c1;
fidl=fopen([filenamel '.par], 'wt");
d_temp=datestr(now,'yymmdd");
% header info
% fprintf(fid,'%i\t%f\t%f\n---Multisphere ring targt---\nal vector\na2
vector\nx\ty\tz\ta\tic1\tic2\tic3\tth\tph\tbe\n'dgth(dipolenum),0,0);
fprintf(fid1," ========= Parameter file for v7.2reated: %s "\n', d_temp);
fprintf(fid1,"**** Preliminaries ****"\td=%f\n", d);
fprintf(fid1,"%s" = CMTORQ*6 (NOTORQ, DOTORQ) either do or skip torque calculations\n',torquel);
fprintf(fid1,"%s" = CMDSOL*6 (PBCGS2, PBCGST, PEKP) -- select solution method\n',solmethod);
fprintf(fid1,"%s" = CMDFFT*6 (GPFAFT, FFTMKL)\rfftmethod);
fprintf(fid1,"%s" = CALPHA*6 (GKDLDR, LATTDR)\n/;polmodel);
fprintf(fid1,"%s" = CBINFLAG (NOTBIN, ORIBIN, ALLBIN)\n',binmode);
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fprintf(fid1,"**** Initial Memory Allocation **** "\n");
fprintf(fid1,'%i\t%i\t%i = dimensioning allowancef target generation\n',Memreq);
fprintf(fid1,"**** Target Geometry and Compositio****"\n");
fprintf(fid1,"FRMFILPBC" = CSHAPE*9 shape diréat\n");
fprintf(fid1,'%M\t%fM\t "%s" (quotes must be used)Px,Py, filename);
% SHPAR1 = Py/d (Py = periodicity in yTF direction)
% SHPAR2 = Pz/d (Pz = periodicity in zTF direction)
fprintf(fid1,'%i = NCOMP = number of dielectric metals\n',n_materials);
for c1=1:n_materials

fprintf(fid1,"%s"\n',n_path{c1});
end
fprintf(fid1,"**** Additional Near field calculaton? ****"\n");
fprintf(fid1,'%i = NRFLD (=0 to skip, 1 to calculatnearfield E)\n',Nfield);
fprintf(fid1,'%M\t%A\t%\t%M\t%At%M\t (fract. extas. of calc. vol. in -x,+X,-y,+y,-z,+z)\n’,Nfieldize);
fprintf(fid1,"**** Error Tolerance ****"\n");
fprintf(fid1,'%f\t= TOL = MAX ALLOWED (NORM OF |G>-AC|E>-ACA|X>)/(NORM OF AC|E>)\n',maxtol);
fprintf(fid1,"**** Maximum number of iterations bowed ****"\n");
fprintf(fid1,'%i\t= MXITER\n',maxiter);
fprintf(fid1,"**** Interaction cutoff parameterdr PBC calculations ****"\n");
fprintf(fid1,'%f\t= GAMMA (1e-2 is normal, 3e-3 fogreater accuracy)\n',gammal);
fprintf(fid1,"**** Angular resolution for calculion of <cos>, etc. ****"\n");
fprintf(fid1,'%f\t= ETASCA (number of angles is gortional to [(3+X)/ETASCA]2 )\n',2.0);
fprintf(fid1,"**** Vacuum wavelengths (micron) ***"\n");
wlrange(1:2)=wlrange(1:2)/1e3; % convert wl to rorfrnm
fprintf(fid1,'%M\t%f\t%i\t"%s" = wavelengths (t,last,how many,how=LIN,INV,LOG)\n',wlrange,'LIN")
fprintf(fid1,"**** Refractive index of ambient mgium ****"\n");
fprintf(fid1,'%f\t= NAMBIENT\n',n_medium);
fprintf(fid1,"**** Effective Radii (micron) ****' \n');
pradius=pradius/1e3; % convert radius to pm from nm
fprintf(fid1,'%M\t%M\t%i\t"%s" = eff. radii (firs, last, how many, how=LIN,INV,LOG)\n',pradius,pras,1,'LIN");
fprintf(fid1,"**** Define Incident Polarizationg***"\n");
fprintf(fid1,'(0,0) (1.,0.) (0.,0.) = Polarizaticstate e01 (k along x axis)\n");
fprintf(fid1,'%i = IORTH (=1 to do only pol. sta&01; =2 to also do orth. pol. state)\n',1);
fprintf(fid1,"**** Specify which output files towrite ****"\n');
fprintf(fid1,'%i = IWRKSC (=0 to suppress, =1 toiter".sca" file for each target orient.\n',0);
% fprintf(fid1,'%i = IWRPOL (=0 to suppress, =1uaite ".pol" file for each (BETA, THETA)\n',1);
fprintf(fid1,"**** Prescribe Target Rotations **'\n");
fprintf(fid1,'%fM\t%f\t%i = BETAMI, BETAMX, NBETA (beta=rotation around a1)\n',0,0,1);
fprintf(fid1,'%f\t%f\t%i = THETMI, THETMX, NTHETA (theta=angle between al and k)\n',0,0,1);
fprintf(fid1,'%f\t%f\t%i = PHIMIN, PHIMAX, NPHI (phi=rotation angle of al around k)\n',0,0,1);
fprintf(fid1,"**** Specify first IWAV, IRAD, IORI (normally O 0 0) ****"\n");
fprintf(fid1,'%g\t%g\t%g = first IWAV, first IRAD first IORI (0 0 0 to begin fresh)\n',0,0,0);
fprintf(fid1,"**** Select Elements of S_ij Matrixo Print ****"\n");
fprintf(fid1,'%i = NSMELTS = number of elements §f ij to print (not more than 9)\n',length(S_index))
%define S_ij indices to print
fprintf(fid1,'%i\t%i\t%i\t%i\t%i\t%i = indices ij d elements to print\n',S_index);
fprintf(fid1,"**** Specify Scattered Directions®**"\n");
fprintf(fid1,"%s" = CMDFRM (LFRAME, TFRAME for Bb Frame or Target Frame)\n', TFRAME);
fprintf(fid1,'%i = number of scattering orders\nS®);
fprintf(fid1,'%i\t%i = M, N (diffraction orders)\r0,0);

fclose(fid1);

dimwrite(filename,places,'-append','delimite);\t'
end
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%% Internal functions
function circle_points=pixelator(r_eff)

% creates a pixelated circle where r_eff is théusmdivided by the lattice spacing, d

%

returns the points of the circle edge for thstfijuadrant

r=round(r_eff);

% based on code by John Kennedy, "A fast Bresernypenalgoritm for drawing circles

y:
X=

0;
r;

xchange=1-2*(r);

%

ychange=2*y+1;

RE=0;
c1=0;
while x>=y

cl=cl+1;

X_total(cl)=x;

y_total(cl)=y;

RE=x"2+y"2-1"2;

ychange=2*y+1;

y=y+1;

if (2*(RE+ychange)+xchange)>0
xchange=-1-2*x;
x=x-1;

end

end

X=

x_total; y=y_total;

circle_points=[x y(end:-1:2); y x(end:-1:2);
end

function [position d]=dda_ring_maker(rl,t,h,N_sphearargin)

%
%
%
%
%
%
%
%
%
%
%
%

%

Generate target file to use wil from_file optiwith DDSCAT 7.1

Target is a ring structure where

rl is the inner radius

tis the wall thickness

h is the height of the ring structure

N_sphere is the minimum number of spheresérthitkness direction

Set varargin to 1 to plot the resulting ringisture

WARNING: Plotting structures with large numberf dipoles can take
very long and be very memory inteasiv

position is a matrix containing column vectfinseach dipole in
X, Y, and z, respectively.

% % r1=79.4; N_sphere=1; t=30; h=50;

%%
nvarin=length(varargin);
switch nvarin

case 0
plotyes=0;
case 1
if varargin{1}==1
plotyes=1;
else
plotyes=0;
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end
case 2
if varargin{1}==1
plotyes=1;
else
plotyes=0;
end
if ischar(varargin{2})
filename=varargin{2},
else
plotyes=0;
end
otherwise
plotyes=0;
end

% Define outer radius
r2=rl+t;

% calculate dipole diameter that gives the best@pmation to t and h

d=t/N_sphere;
th_ratio=t/h;
cl=t*h*N_sphere;

while (mod(t,d)~=0 || mod(h,d)~=0 || mod(rl,d)~&® c1>0

cl=cl-1,;
d=t/floor(th_ratio*100)*c1/100;
% [t/d h/d rl/d]

end

if c1==0

d=1;

end

clear cl

% h_offset=d*sin(pi/3); % Trig value for touchingteeres on equilateral triangle times

h_offset=round(h/d);
% N_layer=round(h/(h_offset));
N_layer=h_offset;

cpl=pixelator(rl/d);
cp2=pixelator(r2/d);

cm=[];
% outer circle points
for c1=1:length(cp2)
for c2=1:cp2(c1,1)
cm=[cm; [c2 cp2(c1,2)]];
end
end
cml=[];
cm3=cm;
if >0
% inner circle points
for c1=1:length(cpl)
for c2=1:cp1(cl,1)

cml=[cm3l; [c2 cpl(cl,2)]];

end
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end
end
for c1=1:length(cml)

cm3( (cm1(cl,1)==cm(:,1) & cml(cl,2)==cm(:,2989; % mark rows to be removed

end
cr=[]; % rows to be left
for c1=1:length(cm3)
if cm3(c1,1)~=999
cr=[cr c1];
end
end
cmd=cm3(cr,:);
cm5=cm4;
for c1=pi/2:pi/2:2*pi
% co-ordinate transform to create all quadrants

cm5=[[cm5(:,1) cm5(:,2)]; [cm4(:,1)*cos(cl)-ciff)*sin(cl) cmd4(:,1)*sin(cl)+cm4(:,2)*cos(cl)]];

end
clear cm cm1 cm3 cm4 cr cpl cp2

N_dipole_layer=length(cmb);
cm5(:,3)=ones(N_dipole_layer,1);
cm=cmb;
for c_height=2:N_layer
cm5=round([cm5; [cm(;,1) cm(;,2) cm(;,3)+(c_diati-1)]]);
end
clear cm
N_dipole=length(cmb5);
% define output matrix
position_temp=cmb5;

position=[position_temp(:,1) position_temp(:,2) pian_temp(:,3)];

clear position_temp;
cmb5=position;
%% Plot sphere locations
if plotyes
%%
if ~exist('r2','var’)
r2=rl+t;
end
if ~exist('cm5','var')
cmb=position;
end
%  [spx spy spz]=sphere(10);
figure(10)
%  set(gcf, visible','off")
clf
hold all
if >0
% plot input ring size
[X1 Y1 Z1])=cylinder(rl);
Z1(Z1==1)=h;
heyll=surf(X1,Y1,71,'facecolor’'r";
alpha(hcyl1,0.2)
[X2 Y2 Z2]=cylinder(r2);
Z2(Z2==1)=h;
heyl2=surf(X2,Y2,72,'facecolor','g");
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alpha(hcyl2,0.2)
end
% plot actual ring size
cm5(cm5 == 0) = cm5(cm5 == 0) -0.5;
cm5(cmb5 < -0.5) = cm5(cmb5 < -0.5) +0.5;
cm5(cm5 > 0) = cm5(cm5 > 0) -0.5;
hl=plot3(cm5(:,1)*d,cm5(:,2)*d,cm5(:,3)*d,'MarkerFaceColor','b’,...
‘markeredgecolor','k','markersize’,12);
% generate axis line
X=[0 0]; Y=[0 O]; Z=[min(cm5(:,3))*d-d*3,max(ci®(:,3))*d+d*3];
plot3(X,Y,Z,'color','black’,'linestyle’,"--ifewidth’,6)
grid
view(gca,[90,0,0])
axis equal
hold off
try
saveas(gcf,[filename ".fig'])
close (10)
catch ME
display('Unable to save image’)
end

%%

end
end
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