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ABSTRACT

The accidental release of hazardous, denser-thajases during their transport or manufacture
is a vital area of study for process safety reseasc This project examines the importante
molecular diffusion on the developing concentrafiietd of a gas gravity current released into a
calm environment. Questions which arose from thexpactedly severe explosion in 2005 at
Buncefield, England were of particular interesteTdccidental overfilling of a large tank with
gasoline on a completely calm morning led to a masspen air explosion. Forensic evidence
showed that at the time of ignition, a vapor cloothst of which now appears to have been
within the flammability limits, covered approximitel20,000 M. Neither the severity of the

explosion, nor the size of the vapor cloud wouldehbeen anticipated.

Experiments were conducted in which carbon dioxids released from a sunken source into a
one meter wide channel devoid of any wind. Thegeements were designed in such a way as
to mitigate the formation of a raised head at tloatfof the gravity current which would have
resulted in turbulent entrainment of air. This wilme to create a flow in which molecular
diffusion was the controlling form of mixing betweéhe carbon dioxide and air. Concentration
measurements were taken using flame ionizationctieteat varying depths and down channel

locations.

A model of the experiments was developed using COM®ultiphysics. The only form of
mixing allowed between carbon dioxide and air ia thodel was molecular diffusion. In this
manner the accuracy of the assertion that molediffarsion was controlling in our experiments

was checked and verified.



Experimental measurements showed a large variatiogas concentration with depth of the
gravity current at the very beginning of the chdrwigere the gas emerged up from the sunken
source and began flowing down channel. Due to\thrgation, molecular diffusion caused the
vertical concentration profile to get more uniforms the gravity current flowed down the
channel. A COMSOL model was developed which shoaredverall increase in the depth of the

flammable region of a cloud with increasing timaedo this effect.
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CHAPTER 1

INTRODUCTION

1.1 Natural and Accidental Releases of Hazar dous, Denser-Than-Air Gases

On August 21, 1986, at Lake Nyos in the Africanrmdoy of Cameroon, a sudden release of up to
one cubic kilometer of carbon dioxide [26] caus@d@ people, and about 8500 livestock to die
of asphyxiation [20]. Lake Nyos is a crater lakeiehhsits near the top of an inactive volcano, so
most of the adjacent land is below the lake. Tlagsed the released carbon dioxide to flow
down valleys flanking the volcano, killing everytli in its path. Of the 800 inhabitants of the
nearby village of Nyos, only 6 survived [20]. Hates occurred as far away 46 miles[20].

The concentration of carbon dioxide required toseahhese speedy deaths is about 100,000 ppm,
which is 300 times the normal background levels.hBwe this concentration so far from the

source was a stunning mystery, a mystery that meraier 25 years later.

The key to the lethality of this tragedy is thetf#ltat carbon dioxide is denser than air, and
therefore it clung to the ground as it flowed dadwih Given this, it was not surprising that there
were fatalities, but for the carbon dioxide to h&ivis high a concentration after travelling so far
was shocking. In the absence of wind, a denserditagas flows only under the action of
gravity, just as a river would if a dam suddenly@avay. Because of this, these flows are called
gravity currents. Even in calm conditions, it wodldve been expected that enough turbulent
mixing would have taken place between the carbomidée and air to bring the concentration

down below lethal levels long before it flowed fid miles.



Lake Nyos is a dramatic (and exceedingly rare) etamf a naturally occuring release of a
hazardous, denser-than-air-gas. With the rise dfistry has come the danger adcidental
releases of hazardous, denser-than-air gases. Quoy)ntbese gases pose a risk of fire and
explosion along with often being toxic. Assessihg tisks associated with these releases is a
important area of academic research. For obvicasores, much process safety research focuses
on lessening the likelihood of an accidental redealsthese chemicals during manufacture and
transport. However, accidents of this type havetinaed, and will continue to occur. It is
important for researchers to examine how densesgéisperse into the atmosphere (and are thus
diluted) in order to assess the danger to livespmagerty. This project focuses on releases into a

completely calm (no wind) atmosphere.

1.2 The Buncefield Accident

An industrial accident of direct interest in thisojct occurred early on the morning of
December 11, 2005 in central England. A seriesxpfosions, and a massive fire rocked the
Buncefield oil depot after a large tank on the sites mistakenly overfilled with gasoline.
Various media accounts described both the mairosignl and fire as the largest in the history of
peacetime Europe. It was also reported that then re@plosion measured 2.4 on the Richter
scale, broke windows over 50 miles away, and whsatefar away as Belgium [2, 17]. There
were forty injuries and no fatalities. That therereszno deaths is almost certainly only due to the
accident taking place early on a Sunday morning Bhtish Government’s final report on the

incident estimated a total economic cost exceeflib@00,000,000.
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Figure 1.1 Photograph of the Buncefield site [in the immediate aftermath of ti
explosions. The nearly straight fire line is thesteen wall of the dike which contained 1
overfilled tank.Between this dike and the smoldering structurbesparking lot where tk
largest explosion took place. The fuel depot wasosimded by an office park. If the accid
had taken place during normal working hours itksly that there would have beeatalities.

Gasoline escaped the full tank through vents rteardof and then poured down the side of
tank into a one meter tall dike meant to captung spilled fuel. This went on for 41 minut
before the initial blast. The gasoline pooling desithe dike irmediately began to evapor:
forming a dense cloud of gasoline vapor insidedike. The vaporwas visible to surveillanc
cameras on the grounds presumably becau: heat of vaporization caused ice crystals to f
in the cold, humid airApproximateh 18 minutes after the tank began to over, vapor
emerged from thaeorthwest corneof the dike and began flowingest over the parking I. The
western wall of the dike is visible as the straityhé of firein Figure 1.1 This wall ran nort-

south, with the left side beingorth in the above photogre. The main explosion took place
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the parking lot between the dike and the buildiegrssmoldering in Figure 1.1. Investigators
were initially baffled by the size of the explosiemce it took place in an unconfined setting.
The specific nature of the explosion mechanismutside the scope of this work, but some
possible explanations for this have come from tsestaving that the trees on the site may have
created turbulence within the cloud which speeded the flame front, and resulted in

overpressures.

Another mystery whiclis of relevance in this project is the size of theud which was within
the flammability region at the time of the accideflhe footprint of the burned area of the site
suggested that the vapor cloud stayed within theeupnd lower flammability limits even while
the gas was pouring over the dike walls, and flgwendially, for 23 minutes. It would have been
anticipated that much of the vapor cloud would hbeen sufficiently diluted through mixing
with air so as to render it incombustible. The fdwit there was no wind at the time of the
accident clearly contributed to the lack of mixwgh air, but classical gravity current theory
would still suggest significant mixing (and thenefalilution) at the front of the gravity current.
As will be described in detail later this work fees on the potential effects of molecular

diffusion on these flows.

1.3  Gravity Currents

Gravity intrusion fluid flows occur when a masshafavy fluid displaces a mass of lighter fluid.
Such flows can be beneficial - stored water distrdn systems (the water towers that dot the

countryside) enable us to obtain irrigation watediinking water at the flick of a wrist — or they



can cause catastrophic damage — dam breaks arairtisuare much in the news today. In dam
breaks or tsunamis, the two fluids (water andwsugally) do not mix. Instead, the water simply
displaces the air — pushing it out of the way. Tmging of water and air in a gravity driven
flow such as a tsunami wave is of very minor imaoce because of the great difference in
density and the limited miscibility of the two ftis - about 1000 kg/frfor water compared with
about 1.2 kg/rh for air at ambient temperature and pressure, litited solubility of air in
water. In a water-intrusion-into-air the watepssitioned below the air (by gravity) and the air
and water can mix only by a process of moleculHusion. The dynamics of such flows, where
mixing of the two fluids can be neglected, are oeably described by a simplified application of
energy conversion of the water during its movemenhe potential energy of the water (say
behind a dam which breaks) is converted to kinetiergy - as the water flows laterally while

diminishing in depth.

Gravity driven flows also occur as a result of theplacement of fluids by others of slightly
different densities — weather report “cold frontslhsisting of higher density regions of (cold) air
displacing lower density air masses, and thunderstoutflows (“microbursts”) are two

examples.

In such atmospheric flows the density differences fme only a few percentage points, in direct
contrast to liquid/gas intrusions such as followdam breaks. Although mixing can still occur
by molecular diffusion, the mixing is characteriZgg velocities much smaller than the frontal
movement (intrusion) velocities and has generalgerb dismissed, but (large) cold front
movements due to density differences of a few pgacge points can result in frontal velocities
of order 10 m/s. For such large scale flows, wigtouity scales of order 10 m/s and (intruding)

fluid depths of order 100 meters, these gravityusibn flows exhibit large Reynolds number

5



(turbulent) flow patterns resulting in substanti
mixing of the high/low density fluids. The

Reynolds numbelRe is defined as

b
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= sl
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whereU is the characteristic velocity, is the
characteristic height, and is the kinematic

viscosity.

Academic studies of gravity currents ha

focused on two primary forms of mixing, boti:_ L
Figure 1.2 Two forms of mixing inthe hea

of which occur at the frontal region (head) of tiOf @ gravity current: (A) billows (ambie
fluid gets drawn into the head), (B) lol
and clefts (caused by current over runi

ambient fluid near the ground) [36].
two forms. Ambient fluid is drawn into the

flow. Figure 1.2 shows an illustration of thes

gravity current just behind the head by billowsllérh Kelvin-Helmholtz billows) formed due to
shear instability. The other form of mixing is ami fluid getting trapped between the ground
and the gravity current as it flows across a sexfddis is believed to have a much smaller net
effect on the concentration in a cloud than théeows do, but this effect is responsible for the
lobe and cleft structure commonly observed at tbatfof a gravity current. This is because
overrun fluid immediately begins to rise within tieoud. This is an unstable and transient
process which results in the lobe and cleft featisgeriments have been conducted in which
the floor is moved at the same speed, and in time shrection, as the flow caused the lobes and
clefts to dissappear, proving that this featureaigssed by the no-slip boundary condition and the

resulting overrunning of fluid [36].



A third form of mixing, molecular diffusion, (geradly neglected in comparison with turbulent
mixing) has been little discussed in the literatdree impact of molecular diffusion on gravity
currents is the focus of this project. The motmas for this are discussed in the following

chapter.



CHAPTER 2

LITERATURE REVIEW

2.1 Classical Gravity Current Studies

Gravity current flow was first characterized quatiitely by Schmidt in 1911 [29, 31]. While
studying thunderstorm outflows he created gravitgrents at varyindRe through temperature
induced density differences and produced the shgdigphs seen in Figure 2.1. When the flow
profile stopped changing &ewas increased (the profile staying like that at pan Figure 2.1)

he proposed that there was an upper limitRefbeyond which turbulent mixing remained
unchanged. This is the first mention of suRb independence in the literature. Additionally,
these shadowgraphs show some of the key physiemhcteristics of a fully turbulent gravity
current, the deeper frontal region (head) withaalieg edge raised above the surface (nose), and

the turbulent waves trailing behind the top of liead region.

Figure 2.1 Profile view of gravity currents showing distineti head. The Re increases
from less than 10 in (a) to greater than 1000)inT(fie final view (f) shows a profile that
is independent of Re (Schmidt, 1911: Taken from@Siom, 1997) [36].



The first quantitative treatment of gravity curemtas done by Theodore von Karman in 1940
[41]. As shown in Figure 2.2, he treated the problkes if one were moving with the gravity
current so that the gravity current is motionlesd the (infinitely deep) ambient fluid is flowing
past. This is valid analytically, but it is notdtht the profile in Figure 2.2 does not assume a no-
slip boundary condition and therefore does not haeeraised "nose" of the profiles in Figure
2.1. Assuming inviscid flow, and an infinitely deambient fluid, he applied Bernoulli's theorem
along the interface between the two fluids, thugetiging the following non-dimensionalized

expression for velocity of advance of the gravityrent,

U

2
g'h

=2 (2.1)

where ¢' is the reduced gravity;

!

9 =9 (2.2)

wherep; is the heavier fluid. The expression on the lefesof Equation (2.1) is equivalent to
the densimetric Froude numbeéir), a dimensionless number which gives the ratigneftial

forces

Z
Figure 2.2 von Karman's idealized picture of a gravity cutriemad. There is no assumption
of a no-slip boundary condition and therefore nea@ nose. The expression on the right is
equivalent to Equation (2.1) [42].



to buoyancy forces.

In the years since von Karman’s work there havenbeemerous analytic, numerical, and
experimental studies of gravity currents [7,14,0&2,29,30,32,36] Most of these works have
focused on characterizing the head region, andsues likeReindependence and the value of
the Fr. This, along with the fact that most of the expemtal work has been done with liquids
(saline-water) in very short running experimentas hmeant that studies of the effect of
molecular diffusion on pure gravity current flowshéargely been neglected. It is molecular
diffusion that will be the focus of this work, bbefore getting to that, there will be a slight
digression to make a point about the potential chpz diffusion on the concept dRe

independence.

Re independence has been a vital tool in the studgraVity currents at laboratory scales.
Applying conclusions drawn from small scale expemts to large scale dense gas releases
requires similarity between the two flows. The fatmequirement for similarity is geometric
similarity, and the equivalence of all relevant dimsionless numbers [36]. In the case of gravity
current flow, these ar®e and Fr. Achieving Re equivalent to those in large scale flows is
generally not possible in the laboratory because léngth and velocity scales cannot be
reproduced, nor can the kinematic viscosity be ledeenough to make up for this fact. Because

of this, it has been necessary at laboratory s¢altgl back on the concept Bleindependence.

A seminal work on gravity currents by Simpson [3ffscribesRe independence thusly,
“...when theReis greater than about 1000 the flow patterns atependent of its value.” This
statement is not cited in the text. Based on thergvalue of 1000 and the similarity in language

to Schmidt regarding unchanging flow patterns,eieras that the source of this assertion by
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Simpson is figure 2.1. This judgment is helped Wgrailiarity with Simpson’s work on gravity
currents which included extensive experimental iskidusing salt water geared toward
understanding the nature of the head of a gravilyreat. These experiments included
photographic studies similar to Schmidt’'s shadowhjsaand an extensive set of experiments
where the geometry of the head was detailed by unegsthe heights of various locations
within, and around, the head. In stating that tlog fappears “dynamically similar’ [31,36],
Schmidt and Simpson are stating that #dppearanceof the head of the gravity current stops
changing aboveRe 1000 and therefore the conclusion is drawn that ttirbulence is fully
developed. This allows investigators to do labasaszale experiments and still extrapolate their
findings to Buncefield sized releases as long as-ths the same in both flows, since it is also

argued that the flow is fully characterizedRgandFr alone [36].

The original experimental plan for this projectrstd with the above argument. If we could
create a flow with &esafely above the threshold for independence, thaethe potential for
finding some answers to the mysterious questioisedaby the Buncefield event. We would
check for independence (by collecting concentratiata at differeniRe and assuming that
dynamically similar flows would have a statistigallequivalent, non-dimensionalized,
concentration profile), but there was no interesit iother than as a tool to allow us to scale a
Buncefield type release in the wind tunnel. In tearly planning stage there was much
consideration given to the vagueness surroundi@@tbuments for Re independence, but no real
guestioning of its validity. Also, there was no smleration given to molecular diffusion having
an important role in our experiments. Intuitivetiiis makes perfect sense. Even if out of due
diligence one considered the implications of ditfnson these releases, the thought would pass

quickly. It seemed more than safe to assume tleatutbulent entrainment of ambient fluid into

11



the head of a gravity current (figure 1.1, topsthation) would dwarf any entrainment due to
diffusion. At this thought molecular diffusion walsmissed as an important consideration.
However, this thinking began to change when themgal importance of molecular diffusion on
our experiments began to emerge during our attetopfdl our reservoir full of pure carbon

dioxide (discussed at length in Chapter 3, Se@i@i

2.2 Laminarization Criteria

At this point, molecular diffusion became the fopalint of the project and it became desirable to
revisit the idea of fully developed flow which erges out of the ideas é&feindependence and

Fr constancy in the literature. While the literatdieees make a convincing argument that fully
developed turbulence is achieved in the head r#ieg flow is neglected. Is there turbulence at

the interface between the two fluids in the redsehind the head?

Investigating this question meant moving slightlag from the study of classical gravity
currents (where the ambient fluid is generallytedaas motionless), to the related field of dense
gas dispersion, which is the study of what hapgena dense gas when it is released into a
turbulent boundary layer (the atmosphere near tbengl, in the presence of wind). In studying
this type of release there is less emphasis ote#lting edge of the flow and more on the rate of
vertical mixing (dilution) at the interface betwetre two fluids. The conditions under which
turbulent mixing, or conversely, molecular diffusiare controlling has been studied extensively
in wind tunnels. Long noted in these studies isghenomenon of laminarization. The vertical

density gradients present when a denser-than-aiisgeeleased inhibit vertical motion and can

12



cause turbulence to be damped [6,38]. When thisurecthe flow is said to have been

laminarized and the dominant form of mixing in sactiow is molecular diffusion.

There have been several laminarization correlatdsloped by investigators over the years.
These are dimensionless quantities which when redtetith experimental observation give
ranges over which flows are laminarized. Four @nthwere used in this work, and they are
introduced below. First, however, a table is digpthwhich introduces the variables used to
calculate values of the correlations, along witle thalues of these quantities for both the
Buncefield event, and our wind tunnel experimeAfiter each correlation is introduced, their

calculated values for both Buncefield and our expents will be given.

Table 2.1 Variable values used in laminarization correlations

Quantity Symbol | Units | Buncefield Values[17] | Experimental Values
Reduced gravity g’ m/s’ 1.37 1.37
Bulk flow velocity u m/s 0.6 0.1
Volumetric flow rate Q m*/s 100 0.0033
Flow rate per unit widtl @ m?/s 0.4 0.0033
Width of source W m 270 1
Hall & Waters (1989) [17] B, = {J% 2.3)

u, is the friction (or shear) velocity. Localized veiiies were not calculated in the experiments

conducted for this project, 3qQ was calculated by using a general rule which stitatu, =

%u, whereu is the mean (bulk) flow velocity [38].
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Hall & Waters gives the following criteria for thmegorrelation:

0-10 passive dispersion (flow unaffected bysity effects)
10-1000 mixed
> 1000 laminarized buoyancy flow

Buncefield
By = 88,000

Experiments
By = 45,000

u

McQuaid (1976) [27] La = (2.4)

1
(q0*9')3
McQuaid reported a transition from passive to nespe flow as the layering numbédraj fell
below 3.23. This isn’t as descriptive as the aatersed by Hall & Waters and could indicate a
“mixed” flow pattern at values below, but near 3.B&cause of this confidence that a flow is

fully laminarized may only be achieved foa « 3.23.

Buncefield
La=0.73

Experiments
La=0.60

Britter (1989) [13] By = L% (2.5)

usw
Britter gives the following criteria for his coregion:

0 - 0.005 passive dispersion (flow unaffected hysig effects)
0.005-0.1 mixed
>0.1 laminarized buoyancy flow
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Buncefield

Bs=2.3
Experiments

Bs = 4.6

Stretch (1986) [38] Ri, = %% (2.6)

Stretch states that a flow is laminarized for aalpgs above 0.005.

Buncefield
Rip=2.5
Experiments
Ri, = 4.6

Upon examination it can be seen that all of theseetations are all very similar (with the last
three being essentially identical). Four of thenrevased because they all drew conclusions

about the transition to laminarized flow based mpeical data.

The calculated values all show that both Buncefesdd our experiments are strongly in the
laminarized regime. This may not seem surprisingmihow these correlations were used to
ascertain whether the dense flow damped out tumbalecaused by wind, and neither our
experiments, nor Buncefield occurred in the presesfowind. Surprising or not however, these
calculations did change our thinking about the nrepf Re independence. Instead of a flow
with fully developed turbulence throughout, you @avflow which can be thought of as having
two distinct regions: a head region with (possililyly developed turbulence, and the trailing
region where molecular diffusion is the only medbanfor the entrainment of ambient fluid.

The ramifications of this is that it is possible have the type of flow similarity in the head
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reported by von Karman and SimpsonRatabove 100Gand still not have Re independence
since molecular diffusion does not scale. Gives,thiis not reasonable to assume at the outset
that molecular diffusion does not impact the com@ion profile within a gravity current, be it a

small scale one created in a laboratory, or a lacgée one resulting from an accidental release.

This project does not set out to compare the xaagimount of dilution caused by molecular
diffusion and turbulent entrainment. Instead, wé saéek to look at the effect of diffusion alone
by attempting to eliminate turbulent entrainmemnbog@éther. Evidence being found that diffusion
plays an important role in how the concentrati@idfidevelops in a dense gas release does not
necessarily eliminate the possibility of doing schlown experiments, but it would mean that
Fr would not characterize the flow alone Ré above 1000 (the current implications IRé

independence).
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CHAPTER 3

EXPERIMENTAL PLAN

3.1 Equipment

3.1.1 Facility

The experimental work was conducted within theadltw-wind-speed tunnel located at the
University of Arkansas’ Chemical Hazards Researadnt&. This tunnel was specifically

designed to study the atmospheric dispersion osa@l@ases at low wind speeds (< 2.0 m/s).
Since the experiments here were done in stiltlaér fans were not utilized, but the interior of the
tunnel housed the instrumentation and providedcth@rolled environment needed to conduct
these experiments. All of the instrumentation zéitl on this project is operated from a control

room which is isolated from the wind tunnel.

3.1.2 SourceBox

The gas source box is 1 meter long, 1 meter widé,0a325 meters in depth and is constructed
out of 3/8 in. aluminum with 5 inch wide polycarlade strips running down the center of two of
the sides to serve as windows. The top of the bdlish with the floor of the wind tunnel which

serves as the channel, down which the gas flows r&nerges from the source box.

The gas is expelled from the box by a piston-likeving floor. The floor is bolted to four
threaded posts (see Figure 3.1) around which ippe@ a chain (see Figure 3.2) attached to an
electric motor. When the shaft of the electric mafoins, the chain spins and therefore the floor

moves up (or down).
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Figure 3.1 The box before it was lowered into place. The (mgyfloor is allthe
way at the bottom of the box. Note the four potthe floor were at the top, the
posts would be in the interior of the box and beisible in this photo.

(Photograph by author)

Rormanie

- - =
iijmbng il

v 1

Figure 3.2 A view of the chain attached to a gear which iadted to the post. In
this photo the moving floor is all the way at tlop.t The plate just above the gear
is stationary and provides stability to the box. aithe moving floor is at the
bottom position (seen in figure 3.1) it is 5 mmowd this plate. (Photograph by
author)
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Gravity Current Cross Section

Gravity Current — == Uc (cm/s)

Wind Tunnel Floor

Source Box

Figure 3.3 Drawing showing the basic design of the experimenptand U are characteristic
height and characteristic velocity respectivelytiBare zero at time equals zero, and both
eventually reach steady-state values (Figuresrid®al).

The holes in the floor were drilled bigger than boely of the bolts attaching it to the posts and
rubber grommets were used to fill the gap. In théy the floor could be securely fashioned to
the posts, but it was able to move a little latgralhe floor was than able to seat itself in the
best location to ride up and down. This design ielated the need for a perfect fit between the

floor and the side walls all along the depth of .

The moving floor design means that the total degdtthe box can only be half the distance
between the raised wind tunnel floor and the labrfbeneath it because the moving floor needs
that travel distance below the box. Because of tthesstationary walls of the box rest on four
welded steel legs with adjustable feet screwedtimon. A seal between the walls of the source
box and the moving floor is provided by a closetl E€DM rubber seal (Figure 3.3). The seal
consists of two main parts: a serrated rectangadge which is used to lock the seal into place

and the open, circular bulb with two protruding eslgvhich provides the seal. A groove was cut
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into the sides of the moving floor to allow therséed edge to be pushed in, locking it into pl
in the side of the floor. A piece of 7/16 inch side diameter tygon tubing was threaded intc
open space of the seal to give it some rigicThe interior corners of the box and the corner
the moving floor are rounded. When the box wag brslt the corners were sharp, but it pro»
impossibledo get a good seal (discussed further in Secti@hp Vegetable oil was periodical
sprayed onto the walls of the box to reduce fricth@tween thwalls and the seal. Vegetable

was used because all common silicone or oil badaithntsdissolved the seal.

Figure 3.4 EPDM rubber seal (Source: McMas-Catrr)
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The movement of the floor was achieved by using 0801Watt AC servo motor and
accompanying control system from Automation Dirddte most important feature of the motor
for this application was the capability of very tfasceleration/deceleration times. We used a
value of 30 milliseconds for both in this projechieh justifies defining the experiments as

having a single, continuous volumetric flow rate.

The control system allowed for precise positionfighe floor and simple programming of rpm
rates while travelling between vertical positioAs1 experiment was defined by its volumetric
flow rate and we only had direct control over rponas: experiment was set up to collect rpm vs.

floor velocity data which of course is easy to #late into rpm vs. volumetric flow rate.

Three floor positions were programmed: bottom Yfulbp (empty), and filling. The filling
position will be discussed further in Section 3A2. referenced the bottom position is 32.5 cm

below the top of the box and the channel and tdlpsh with the tunnel.

A video camera was placed under the floor of thedwunnel and pointed at one of the windows
of the source box. The camera was connected ttewadi®n in the control room. The moving
floor, chain and pulley (Figure 3.2), and smokddaghe box were made visible by the video

feed.

3.1.3 Lid

A lid for the box was fashioned out of % inch medidensity fiberboard. The motivations for
installing this lid will be discussed further in@en 3.2. As can be seen in Figure 3.4 there is a

rope which pulls the lid off behind the box. Thesa channel around the box which is flush with
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Figure 3.5 Lid shown along with supports (2x4’s with rollens wp), rope, and motor (far left).
The lid is covering the box (far right) in this ghoThe small fan written about in Section 3.1.4
is not in this photo, but when in place it sat atoplid immediately behind the back panel of
the channel. (Photograph by author)

the sides so the only point of contact betweerbtheand lid while the lid is being pulled off is
the back wall. Because of this the lid was made& fong. This extra length prevents the lid
from falling down into the box once it clears therit edge while moving back. Metal stands
topped with ball bearing rollers were used to supf lid and reduce friction. A strip of % inch
polyethylene foam was attached to the sides ofitheo serve as a low friction contact point
between the lid and the channel. A 0.68 volt matas used to pull the lid back. This motor has
a plastic spool attached to its shaft which wasdin such a way that it takes one minute to pull
the lid off the box. As will be discussed furthatdr, pulling off the lid is the final step before
releasing the dense gas into the channel so theslokt while the lid is being pulled off. Having

the lid move one meter in a minute was determireedd a slow enough as to not create
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significant a disturbance of the gas within the .bbixe motor is operated from within the control
room. The flipping of a switch causes the lid tb off of the box. A limit switch was installed to
stop the motor at the moment the lid completelyyfalears the box opening. The motor only
operates in one direction so when ready for a newthe lid must be pushed manually back over

the box.

3.1.4 Flow Channd

The basic design consists of a simplified versiba section of the Buncefield release. The burn
pattern at Buncefield is approximately circularpiging a radial release. This fits the overall
shape of the dike fairly well, but the east andtveétes of the dike consist of long straight walls.
Because it is where most of the explosions tookeyléahe area to the west of the dike is of
particular interest and that straight western wadans that approximating this section of the
release with a planar, 2-dimensional channel isaeable. The 1 meter tall dike at Buncefield is
eliminated in the experimental design and replagikd a sunken source (the source box). The
channel was constructed out of plexiglass and ftoenfront of the box to the end it is 11.2
meters long though this entire length was nevdizetl. The pieces of plexiglass wrapped
around the box are 3/8 inch thick while the remragndown channel pieces are 3/16 inch thick.
The pieces around the box needed to be made thigdaause extra strength and rigidity were
needed and also they needed to be screwed botihéogand to the box and the extra thickness
made this easier. The panel sitting atop the b&dkeosource box is raised to allow the lid to
slide underneath it. The bottom of this panel haséh polyethylene foam attached to it just like

the sides of the box to reduce friction and mamgagas seal.
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Figure 3.6 A view looking down the channel from behind the blwte that in this photo the lid

is not covering the box (as opposed to Figure 8n) the moving floor is at the top position.
(Photograph by author)

A four inch diameter fan was placed on top of tdeahd pointed down channel. The fan could
be turned on and off from within the control rodburing the filling of the source box (Section
3.2) excess gas would get into the channel anthdaper of it would remain during the release
and be detected by the FID (flame ionization det@cthis was especially true for experiments
done at low elevations and close to the source bhbis small fan helped mitigate this issue.
Testing was done to determine how long before ¢fease the fan needed to be shut off so that

lingering currents would not affect the release.
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3.1.5 GasMetering System

Three gases were used in the experiments: propar®n dioxide, and air. A mixture of carbon
dioxide and air was needed to achieve the reduadtg at Buncefield and propane was needed
as a tracer for the flame ionization detector (F(Bgction 3.1.6). A detailed sketch of the
system is provided by figure 3.6 on the followirapp. In this sketch you can see the three gases
along with their respective flow meters. A fourtbww meter is needed for the gas being sent to
calibrate the FID. All of the flow meters and tHew controller were manufactured by MKS
Instruments. The model number of the controller tredcapacities of the meters are shown in

Figure 3.6.
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Figure 3.7 Gas metering system schematic.
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The thin lines on the schematic are 3/8 inch ghtu The dashed line connections shown
between the flow meters and the flow controller akectronic connections. The thick lines
shown exiting the flow meters are 3/8 inch coppdyirtg. The heater for the carbon dioxide
connects directly to the cylinder. It is a Profasard 1000 Watt in-line heater. The heat
exchanger is custom made and consists of 20 feevmber tubing coiled up inside a 10 inch
plastic cylinder with a fan installed inside oftid blow air past the tubing. The gas was
consistently close to ambient temperature wherxitee this heat exchanger. After the three

gases came together they went through a mixer wiashjust a foot long piece of 2 inch pipe.

There are two modes of operation for this systeélimd and calibration. After going through the
mixer the flow splits with one line going to theusce box (filling) and another going to the
calibration flow meter (calibration). The reason &separate flow meter dedicated to calibration
is that the flow rate used to fill the source b&® (iters/min.) is much too high for calibration.
The choice of 50 liters/min. for filling and thelibmation procedure will be discussed in more
detail in subsequent sections, but it will be dsde that a flow rate of 6 liters/min. was used for
calibration. A valve placed in front of the calibca flow meter is closed when in filling mode
so the front end of the closed flow meter will that pressurized. When in calibration mode this
valve was opened and 6 liters/min was divertechedalibration rig (seen in Figure 3.8). The
remaining 44 liters/min. was still going out to theurce box. This did not affect the calibration

or the subsequent box filling.
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3.1.6 Concentration Data

Flame lonization Detectioon

Concentration data was collected using flame ididnadetection. This technique utilizes the
fact that during the combustion of hydrocarbonssiare produced in proportion to the number
of carbon atoms “burnt” in hydrocarbon form. Througreation and collection of these ions, a
Flame lonization Detector (FID) produces a voltaggal. The C@air gas streams used in this

project were seeded with 3 mole% propane to fatdithe use of the FID.

The FID used on this project is an HFR400 High Eesgry Response system manufactured by
Cambustion Ltd. The main components of the FID thee sampling tube, the Hydrocarbon
Sampling Module (HSM), and a gas handling and edaats subsystem called the Main Control
Unit (MCU). The sampling tube and the HSM are \isiin Figure 3.7 at the top of the following
page. Also visible in the photo is the vertical anstalled inside the wind tunnel. The movement
of this arm is controlled remotely from the controbom. The HSM is the metallic rectangle
extending behind the arm with several tubes andsmmerging from it. These tubes and wires
are connected to the MCU. Inside the HSM is a catibn chamber with a flame lit by a
regulated supply of air and hydrogen. A tube fromaauum pump is attached to the HSM to
allow the combustion chamber to be operated atthess atmospheric pressure. This vacuum is
what draws the sample from the tube into the chambeur experiments the vacuum was 300
mm Hg. The tube length and inside diameter werebdnd 0.005 inches respectively. Run with
this tube and vacuum setting the FID had a frequeesponse of 17 Hz and a velocity at the

inlet of the sampling tube of 60 cm/sec.
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Figure 3.8 Photograph of the sampling tube, HSM, and measureiamen. (Photograph by
author)

ThermalPro

The voltage signal produced in the MCU of the FIBswun through an analog-to-digital (A/D)
converter which was in turn connected to a desktpputer in the control room. A software
package designed by TSI, Inc. called ThermalPres{@e 5.00.10) was installed on this desktop
and used to collect and store the data. The FID al&s calibrated using this software. Data
collection was initiated by the click of a mousethese experiments data collection and the start
of the experiment (the moment the moving floorts@dmup to release the gas into the channel)
were synchronized. ThermalPro allows the data cidie rate to be specified. All of the
experiments discussed in this work had a colleatade of 100 Hz. The data was cataloged and
stored on the hard drive of the computer and backedn a removable storage device. The data

was imported into Microsoft Excel for analysis.
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Calibration (Flow Meter and Tube)

As seen in figure 3.6 (and briefl
discussed in Section 3.1.5) there ig
separate flow meter for calibratio
This didn’t necessarily need to be t
case. In the early work on this proje

there was a valve which would dive
Figure 3.9 The calibration rig fitted over the FID inlet

the flow entirely to the source box Or'tube. (Photograph by author)

entirely to the calibration tube. When

it was determined that 50 liters/min. was the optiifthe reasons for this will be discussed in
detail in Section 3.2) flow rate to fill the box, separate calibration flow meter became
necessary. This was because at a flow rate of t8d@sAnin. accurate calibration became

impossible due to the fact that the voltage wouwltisteady out.

Figure 3.8 shows the polycarbonate cylinder useadtibration. It is 5 inches long and has an
inside diameter of 1 inch. Halfway down the lengthole is drilled so the cylinder can be placed
snugly onto the horizontal metal tube which holds EID tube. Above and below this hole,
foam is placed inside the cylinder to help dampebulence. At 50 liters/min. the velocity in
this tube is 1.95 m/s and tlRReis 4100. Under these conditions the voltage wdaildto steady
out. This changing voltage implies that the conedmn of the gas inside the tube is bouncing
around chaotically. It isn’t obvious why this wouled so (even in a turbulent flow) since it
would require air to get into the tube, but nonktbe it happens. So the flows were split and a
dedicated flow meter was used for the calibratiae.I There were two issues at hand when it

came to choosing a flow rate for calibration, X)oav rate low enough was needed to eliminate
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the oscillations and 2) the flow rate needed tdigh enough to be in the accurate operational

region of the flow meter. It was found that 6 l#nin. worked well on both fronts.

Calibration Procedure

Using ThermalPro, a 10 second data file was tak&@@Hz with no gas present around the FID
tube. The software would report the arithmetic meftne 1000 points taken and this would set
the baseline voltage (or 0% point) of the FID. Thisuld then be repeated and the values
averaged. Next the calibration tube was placed theeFID tube (as in Figure 3.8) and two more
points were taken with “pure” gas flowing over th® at 6 liters/min. These were averaged to
get the 100% point. Even though they were averaged, points were taken mainly as a
precaution. When things were working correctly ¢harould be very little separation between
the values. Using these averaged values a lind@rateon file would be created within
ThermalPro using the 0 and 100% points. This linealibration would be applied by
ThermalPro to any data subsequently collected antither calibration was done. It was found

that data could be collected for up to 4 hours teeémother calibration was required.

3.1.7 Velocity Data

The two dimensions of interest in this set of ekpents are cloud thickness (denoted z-
direction) and the down channel extent of the cl¢ddnoted x-direction). The instant the
moving floor starts up and gas gets ejected ingottimnel there is a bulk velocity profile which
develops in both these dimensions. The velocitieseva function of ejection flow rate from the

box. The higher the flow rate the thicker the clowould grow and the faster it would travel

31



down channel. The bulk velocities were measuredgudlow visualization and cameras.
Visualization was used only in experiments whereaity was being measured. Once collected,
the velocity data was transferred to Matlab andegged. The velocity curves created in Matlab

served as part of the input for a computational @n¢@hapter 5).

Flow visualization

White smoke was used for visualization. This smaks generated using pellets manufactured
by Arctic Products. The pellets, made out of patesschlorate and sugar, weigh 13 grams and
are 1 inch diameter by 1 inch tall cylinders, batyoa half a pellet was used in each run. The
pellets require ignition and burn for about 20 set The ignition system consisted of
rectangular wells built into the floor of the bdkwo wells with two ignition compartments each
were built (they are clearly visible in Figure 3.8)n ignition compartment consists of two
nichrome wires about 1cm apart pulled taut betwalentrical terminals. Two wires were used
because it makes a convenient stand for the pédetsst on. Wiring runs under the floor of the
box and into the control room where a toggle swiglused to provide power and ignite the
pellets. During these runs, ignition of the smokesuhe last step before pulling the lid back and
releasing the gas. After the 20 second burn tinapseld another 30 seconds was allowed to
elapse before starting the lid to allow the turbake generated by the smoke production to

subside.

Down channel velocity of the cloud

Five video cameras from Teledyne DALSA (Model# @emi11280) were used to make
measurements of the average bulk velocity of tbactin the x-direction. These cameras have a

resolution of 1280x960 pixels, and take video aate of 24 frames per second. Each camera

32



was directly linked to a computer with a softwaeekage installed (StreamPix5) which allowed
the cameras to be triggered from the computerdtiitian, the videos were stored, accessed, and
analyzed via this software. A basic setup of thesaeras can be seen to the right of the channel
in Figure 3.5. The cameras themselves cannot be maidclearly, but what is apparent is that
they were placed essentially right up against thiside of the channel. The wiring for each can
also be seen to disappear under the tunnel wharastinto the control room and connects to the
computer. The cameras were wired in series and Wieemouse on the computer was clicked to
trigger the cameras this triggered camera 1 whingn ttriggered camera 2 and so on. This

happened so quickly so as not to cause any conmmaatssues.

Figure 3.10 A screen capture from video taken with one of te&edyne
DALSA cameras. This video was of an experiment waitmuch higher
flow rate than the experiments discussed in thiskwbut this higher
flow rate and resulting raised head make the clarg distinguishable.
(Photograph by author)
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Velocities were measured by simply calculating time of travel of the front of the cloud
between each of the cameras, which were placedwarkdistance apart from one another. For
instance, if camera 1 was placed 1 meter down @&acamera 2 was placed 2 meters down
channel and it took 10 seconds to travel betweesetltwo cameras thestantaneous velocitst

2 meters was regarded as 10 cm/sec. This is okepuery much an approximation, but the
experiments were repeated with the cameras in ngrpiositions. Doing this was akin to
measuring the area under a curve by using narr@mer narrower rectangles. We never
approached a true limiting value, but confidenceéhis method was secured because it showed
repeatability and it could be checked by compaamgal times with the FID measurements.
Obviously there was a spike on the FID when thedlarrived and this data correlated well with
the video data. In addition, this process was ltklpethe fact that the velocity steadied. This
meant that most of the challenges presented byrteteod were only present in the range where

the cloud was accelerating and so data collectooidcbe focused on this area.

Vertical velocity of the cloud

What was being measured here is the rate at wheeleloud thickness grew during a run. This
was done by taking video from the side with a Nik@®5100 digital camera and a Nikon AF-S
NIKKOR 18-55 mm 1:3.5-5.6G lens. A screenshot frone of the videos is shown in Figure

3.10.

At the release rate discussed in this work, thactleeight would steady out before the end of the
experiment. In other words, the vertical velocitguld go to zero. To come up with a function

that would accurately predict the final heightloé tloud it is necessary kmowthe final height
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Figure 3.11 Photograph taken with the Nikon 5100 from the siithe channel. The
left side of the ruler coincides with the fronttbé channel. The wave formation seen
only persisted at the front and was more pronounfoed greater flow rates.
(Photograph by author)

of the cloud. Because of this, preliminary runsaeveone in order to determine this final height.
Then the camera would be positioned in such a walit was focused on this location. Video

taken subsequent to this would then be uploadeddomputer and analyzed with the software
package that came with the purchase of the cariBeacamera could not be remotely controlled
so it was not possible to synchronize the stathefexperiment with the beginning of the video.

Because of this the video was started several msnogfore the start of the experiment. The first
thing that would be determined while viewing thdao is the time the experiment started. This

was easily determined by detecting the motion efd¢moke upward. This was recorded as time
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zero. The video would be paused at every full seéadter time zero and the height of the cloud

would be recorded by observing where the smokel liqenext to the ruler.

3.2  Box Filling Study

The first two design tasks of the project were &3idgning a two dimensional Buncefield type
release in the wind tunnel (discussed in detaiBecttions 3.1.2-3.1.4) and 2) Developing a
procedure for filling the source box with 100% (ary close to it) dense gas throughout the
depth of the box. The gas being used to fill thers® box was a Cg&air mixture with the same
reduced gravity as the gas which poured over the @y Buncefield. This mixture being only

11% denser than air added to the challenge dafidilthe box.

Beyond the basic design of a sunken source antiiha&imensional channel these two design
problems become intertwined because many of thailsleif the source box design and the
existence of the lid were predicated on what waamnked while conducting box filling
experiments. Adding to the challenge was the faett ta box filling study could not be
accomplished without a source box, but a source dmxdn’'t be designed without a filling
study. This problem was solved by using a rudimgnit@x, one with no moving parts, to start
the filling study. The initial box was 117.5 cm gprt3.5 cm wide, 29.8 cm deep and constructed
out of plexiglass. Just like the final box desigriad a hole in the center of the bottom panel
where the 3/8 inch gas tubing was connected. Befardilling experiments began with this box
the basic design of the permanent box was workéded construction was begun. There was

some risk in this, but time constraints dictatad tlecision.
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The filling study is described in some detail imsthection because what was learned dictated so
much of the final design of the source box andnawere importantly, it greatly impacted the
focus of the project because it was during thisetithat the potential impact of molecular
diffusion became apparent. Data will be providedhis section where it is deemed necessary,

but the emphasis will be qualitative rather thaargiative.

Step 1: Test Initial Hypothesis

The study began with the idea that filling the vaih a dense gas was only a more complicated
version of filling a vessel from the bottom withiquid. At this point it was assumed that the
only major complicating factor was the potential fioixing. With this in mind a flow rate with
the following competing characteristics was soudhtjow enough that the flow was laminar
inside the 3/8 inch tubing and wouldn’t jet uporrance to the box, but 2) high enough that the
box would fill in a practical amount of time& @ hours). Under these criteria, 2.0 liters/min was
chosen and the study was begun. At this flow fa@ecobncentrations in the box steadied out after
1.5 hours at 76% near the bottom, 52% in the mjdald 13% near the top. The experiment was
run for another 2.5 hours with no change. Repeatslucted over the next two days elicited the
same results. At this point 1 liter/min. was traatt the concentrations went down, contradicting
the idea that lower flow rates would result in lgtconcentrations due to less mixing and
jetting. Next, 3 liters/min. was attempted and ¢bacentrations went up slightly, but the gas was
now jetting slightly into the box instead of plagidilling. Again another contradiction from the
initial hypothesis: the jetting increased mixingt ythe concentration went up, albeit only

slightly.

37



Step 2: Test New Box, Try Distributing Flow

At this point the permanent box had been complé&étl no lid though) and all further filling
experiments were conducted with it. The run atlifge@s/min. was redone in the new box and the
concentration near bottom steadied out at only 38 it took 90 minutes to steady out even
though the sensor was 1 cm. above the bottom. [BaeViias switched to 1 liter/min. and the

concentration at the bottom dropped to 21%. Adaase results proved to be repeatable.

So the new, permanent box performed much worse.s€aech for the reason(s) began with
identifying the differences between the two boxHse relevant differences were: the new box
had about twice as much cross-sectional area angrésence of the seal between the moving
floor and the side walls introduced a greater pidéefor leaks. The greater area meant that the
vertical velocity of the gas filling the box waswered to about 1 mm/min. per liter/min. of
filling. If there were significant leaks this woul lower still. It was speculated at this poirgtth

diffusion may be partly, or even wholly, responsifir the low concentrations.

Testing this idea meant going up in flow rate, viahistroduced the problem of jetting. To help
with this a 1 foot diameter,1 inch thick, radiastiibutor was built which took the vertical flow
in and divided it in eight horizontal tubes so thiet flow to the box was now running parallel to
the floor. Tests were conducted with this configiora at 8 liter/min., and the concentrations

were still very low.

The next idea was to lay a permeable material theedistributor. The idea was to create some
back pressure so that the gas would fill the spawier the permeable layer, and then begin
moving up through the layer into the box aboveotighout the whole cross section. Several
types of foam and insulation were tried, but theas no improvement in filling percentage.
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Step 3: Experiments with

Small Cylinder

The geometry of the box nex
came into question. The squa
corners were coming unde
greater scrutiny as potentig
locations for leaks and it wa

guestioned whether having

radial inlet flowing into a square Figure 3.12 The cylinder sitting inside the source box. The
plugged holes and the vacuum grease around thenbaite
visible. (Photograph by author)

box could set up complex
circulation patterns and prevent
air from escaping. With this in mind a series dft$ewere conducted with a 2 foot long, 4 5/8
inch diameter polycarbonate tube. This tube waseced over the opening in the box and a seal
was created using vacuugnease so no gas could escape under the cylindserids of 1/16
inch holes were drilled in the side which allowds tFID tubing to be fit snugly inside the

cylinder. Holes not in use were plugged.

In the first experiment, show in Figure 3.11, treneentration went to 100% in about five
residence times regardless of flow rate. This tesals consistent both with and without the
foam. After this result a series of tests were cmted with the cylinder. The variables were
vertical location, flow rate (1-3 liters/min.), aride presence or absence of the foam. As the
sensor was moved up in the cylinder 100% was atifisistently achieved with or without the
foam. At 1 cm below the top of the cylinder, 3 iginin. and the foam was required to get to

100%.
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The experiments with the cylinder led to the suspi¢hat two effects speculated about earlier

were possibly controlling the efforts to fill thexa These two effects were leaks and diffusion.

Obviously, the fact that we were able to fill aiogler known to not be leaking does mobve
that leaks are a significant contribution to owafitity to fill the source box. However, achieving
100% throughout so much of the length of the cgindfter not being able to get even 88%o
the bottomof the box was a dramatic result. It was not pigse that it was proving difficult to
fill the box, this was anticipated. The inability get 100% even at the bottom after trying several
ideas was surprising. This along with the fact tinaintaining the basic integrity of the seal in

the corners of the box, was a constant strugglédléde conclusion that leaks were important.

Besides not leaking, the other major differencevleen the box and the cylinder is the geometry.
It is a much smaller space, of course, but in theeace of leaks and diffusion smaller does not
mean easier to fill. It only means it will take deBme. (As noted before, a third possibility is
complex flow patterns trapping air. By the endha# filling study, this was eliminated as a major
effect.) Specifically, the geometrical differencase the circular vs. square geometry (not
believed to be a factor), the smaller cross-seatiamnea, and the much smaller ratio between
cross-sectional area and height. The last two reifflees have a major impact on the effects of
diffusion. A smaller cross-sectional area mitigatdgision by increasing the upward velocity of
the gas. Having greater depth with respect to thesesectional area helps in this situation where
the inlet to the box is relatively small. It wasitstd earlier that jetting out of the 3/8 inch inlet
was first detected at 3 liters/min. At this flowtegdhe velocity in the inlet to the source box @ 7
cm/s, but the upward velocity within the 1 metena® box is 3 mm/min. In order to get this
velocity to even 1 mm/s, the velocity in the infeteds to be 14 m/s. At this velocity the gas

would definitely not stay in the 32.5 cm deep box.
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At this point the argument that diffusion was makih harder to fill the box was mostly
gualitative, but it was decided that higher flohesawould be tried and that meant using a lid. At
the same time this was decided, a redesign of akenas being worked out which would round
off the corners. Since this would be a major timmestming step, experiments with different lids

were undertaken first.

Step 4: Testing Permeable Lids

The first lids tried were a rigid, 3 inch thick, hgdstery foam, and a % inch thick sheet of peg
board with ¥ inch holes. These were chosen bedtesewould provide a barrier to the open
air, but would not create a seal. A lid was desgabut anything that prevents gas from

escaping, and therefore pressurized the box, wias no

Thus far, the problem being written about has besgcribed as a filling problem. How do we
fill the source box with our mixture of carbon did& and air? However, it was stated in the
beginning of this section that the major compliogtfactor was the potential for mixing. That is
for mixing with the air already present in the b&a the problem can be thought of as one of
replacing one gas with another, heavier, one. \tHithin mind and a lid now being used, it made
a lot of sense to begin filling with the moving dloat the top instead of at the bottom because
there would be so little air to replace. If you iios the floor all the way up so it was touching
the underside of the lid there would be no airdoate. This wasn’t possible because of the bolt
heads sticking up out of the top of the floor, the floor could be positioned 1.5 cm below the
bottom of the lid. This is referred to as the ffi§ position” of the floor. At filling position tive

are 15 liters of air to replace instead of 325ditevith the floor all the way at the bottom. The

hope was that the 15 liter space could be filled@06% and then, with the gas still on, the floor
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could be lowered. As long as the flow rate of gagreater than the rate at which the volume

inside the box is increased, there is a positiessure inside the box so no air can get in.

Several experiments of this nature were undertaktinboth the foam and pegboard lids at flow
rates from 1-6 liter/min. The FID rig could not beopped into the box with a lid on it, so the
FID tube was threaded vertically through a holeidgigtant from a side wall and the center of the
box, and placed 1 cm below the bottom of the lrd(therefore 0.5 cm above the floor while at
filling position). The FID tube being used at thi®e was much shorter than the 5 foot long one
eventually used so there was no ability to get mdebper into the box once the floor moved

down and out of the way.

Gas was sent to the box with the floor at fillingsgion until the concentration steadied out and
then the floor was lowered at a rate 20% lower ttenfilling rate. The results of these tests
were both promising and confusing. The concentnatibefore the floor was lowered would
steady out around 85% and then drop 10% while lth@ fwvas being lowered. After the floor
reached the bottom, the gas was left on, but thexe never any rebound in concentration no
matter how long the gas was left on. These resudt® consistent for both the foam and the

pegboard lids.

On the one hand, the results were very encouragitizat concentrations in the seventy percent
range were reached at the top of the box as oppgoghadse in the teens without a lid. The best
explanation for this improvement was that the effeaf diffusion were eliminated (or at least

greatly diminished) by the addition of a lid.

On the other hand, the results posed several qussti

42



Why was only 85% reached in the 15 liter space?

It was discussed whether leaks could explain #ssilt. It didn’'t seem possible for it to be the
only explanation. If gas were input at a higherersihan the leaks, eventually a 100%
concentration would be reached. If gas were inpua ower rate than the leaks, it's hard to
envision 85% being reached. Perhaps, some diffussomined and higher flow rates were
needed to overcome it. The use of higher flow ratgb the permeable lids was problematic
because the much of the gas would be blown thréuglid instead of remaining inside the box.

With this in mind it was decided to try an impertoleslid.

Why was there a 10% drop by the time the floor hedcahe bottom?

Leaks did seem to be a good explanation for thisil&\the floor was moving down the effective
flow rate into the box was greatly diminished ahd éffect of any leaks were be enhanced. This
idea would be tested by lowering the floor at avelorate relative to the gas input. If leaks were

to blame, the effect should be mitigated by sloviimgfloor.

Once the bottom was reached, why was there neweredoound in concentration no matter how

long the gas was left Gn

Explanations for this were difficult to come up litit was possible that a vertical distribution
was developing inside the box while the floor wagg lowered and that the concentration was
85% (or higher) at the bottom. This possibility hadnifications for the previous question as
well. However, even if this was the case it seeamd the concentration distribution should go
away in time. Ideas of how to measure concentrata@eper inside the box were developed, but

it was decided to first test an impermeable lid.
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Step 6: Test Impermeable Lid

The material chosen was % inch medium density lfi@rd. This is the same material used in
the final design, except the board initially testeals cut to the outside dimensions of the box
meaning it could not be moved off of the box. A #rhale was drilled for the FID sensor (again
equidistant from a side wall and the center) tovalit to be placed vertically 1 cm down into the
box. The lid weighed about 30 pounds and there weneerns as to whether allowing it to lie
upon the box would create enough of a seal to preesthe box during filling. Experiments
were conducted both with it lying on the box andhwhin shims being placed in between. Flow
rates were varied between 3-12 liter/min., witls theing the first set of experiments where a

flow rate over 8 liter/min. was used.

The results indicated that both the impermeablealdl a higher flow rate (12 liter/min.)
independently helped, but they worked best in coatimn. The lid worked best without shims
to create a gap for gas to escape. Experiments coegucted with a manometer which showed

no measurable pressure increase inside the box.

At 12 liter/min. filling rate the 15 liter spaceesidied out at 93% (up from 85%). After the
concentration steadied, the floor was lowered aité@min. until it reached the bottom. At this
point the concentration 1 cm below the top was §é@gofrom 75%). As before, there was no

rebound in this concentration no matter how loreggas was left on.

So all the concentrations went up with the newaltl higher flow rate, but qualitatively, the
picture did not change. There was still a decréasencentration while the floor moved down,
and no subsequent rebound after it reached therbo#t this point it was decided to go ahead

with alterations to the box and seal which wouldrdase the amount of leaking around the seal.
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The alterations undertaken were the rounding otheffour corners, a small decrease in the gap
between the moving floor and the walls to “tighté¢iné seal, and the addition of Tygon tubing to
the interior of the seal as outlined in Section.&.This work took several weeks so, with the

source box out of commission, attention turnedutther studying the impact of diffusion.

Step 7: Experimental and Computational Filling Stwd an Open Topped Cylinder

A filling study was undertaken using a much largg@mder than the one pictured in Figure 3.10.
The larger cylinder is 88.2 cm in diameter by 8hvtall and it has 3/8 inch gas tubing fitting on
the center of the bottom plate just like the sodrae. By this time it was certain that a lid would
be used on the source box yet all of these runs dene with the top of the cylinder open to the
air. So in that sense these experiments were aletamgeparture from where the box filling
procedure was headed, but this was an opportumisgudy the diffusional effects which were

such a surprise.

The size of this cylinder was ideal for extendihg experiments done with the small cylinder.
The greater height allowed for a wider array ofMltes into the cylinder without having to be
concerned with jetting of gas out of the cylindéiow rates of 3-20 liters/min. were used during
this batch of experiments. This is a much smaliecgve flow rate than the 1-3 liters/min. used
with the small cylinder because of the disparitywalume between the two cylinders (600 liters
vs. 7 liters). This smaller effective flow rate slpng with the much higher cross-sectional area

of the big cylinder, meant that diffusion would leaa greater impact during filling.

In addition to the experiments, a one-dimensionaigutational model was built using

COMSOL. This simple model had a gas with the proggrour carbon dioxide-air mixture
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flowing in from the bottom and a flux boundary cdrh at the top allowing for diffusion at the

interface. The concentration data collected byRtiewas compared with output of this model.

Just like every other type of filling experimennruihe concentration would eventually reach a
steady value. The value reached and the time tikget there was a function of flow rate and
elevation. Two types of experiments were run: omena the FID would be kept stationary and
the run up to a steady concentration would be dszhrand another where once steady state was
reached, the FID would be moved vertically to deiae the steady state, vertical, concentration

distribution within the cylinder.

The agreement between the COMSOL model and thevdadavery good, thus justifying that
diffusion was a major impediment to filling an optpped vessel with a denser than air gas.
This may not be a major surprise to some, butrhl@li assumptions were that rate of diffusion
would be too slow to have a major impact. It wasuthht that whatever layer at the top had been
diluted through diffusion could be removed simply dver filling the box until this layer was
gone. In actuality, the rate of diffusion was socimhigher than the initial assumption that 100%
could not be reached even at the bottom of theeleas the flow rates tested. In truth the
problem of diffusion was coupled with the probleftarbulence. At a high enough flow rate
diffusion would theoretically cease to be an isgegardless of the cross-sectional area of the
vessel, but in reality the turbulence and jettingated by this high flow rate would make filling

the vessel impossible unless it was very deep.

A lot of time has been spent in this section laymg the research and design challenges
associated with filling the box. Many of these d¢tadjies had nothing at all to do with diffusion,

for instance, designing an effective moving seak warticularly difficult. However, as was
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stated in the beginning, the main motivation fas $ection was to convey that what was learned
about the impact of molecular diffusion on boxitigl greatly impacted the focus of the overall
project. The work with the large cylinder was anculation of efforts to understand the role of
diffusion on the box filling process, and so inemse it served as an ending. In another sense it
was foundational. The final product of this projest just like the cylinder work, a set of
concentration data compared to a COMSOL model whieeeonly form of entrainment is

molecular diffusion.

Step 8: Test the Effectiveness of the “New” Sotae

In conclusion, there was one more step in thenglistudy. The source box with the rounded
corners and altered seal was installed and telstedidition the filling flow rate was raised to 50
Ipm and this is where it stayed during the mainegxpental program. As was consistent with
other iterations, the concentrations increased,tlhetqualitative picture did not change. The
small space with the floor in filling position stdidn’t get to 100% (It reached 98%). There was
still a drop in concentration while the floor moveown to the bottom (in this case to 95%), and
there was not any rebound no matter how long tlsewgss left on. The vertical concentration
distribution which became a mystery once the li¢ Waployed was checked by drilling a series
of 1/16 inch holes into the side of the box an@alling the FID tube through these holes. These
experiments showed no variation of concentratiohdight within the box. In over 40 times that
the filling concentration was checked during thinaf step of the filling study, the concentration
inside the box was always inside the range of 95%4.%. This was deemed both an acceptably
high concentration, and an acceptably high leveaoisistency, and the filling study was ended.
The filling concentration was also checked oftenirdythe main data collection process and it

remained consistent throughout, never deviating filoe 95% +/- 1% range.
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3.3  Experimental Procedure

As has been noted there were two types of expetsnéhose without visualization where
concentration was measured using an FID, and twdkevisualization (smoke) where velocity
was measured using video cameras. The procedutbddfID runs was more involved and it
will be written out in detail. Anywhere that theopedure for the video runs differed will be

noted parenthetically.

The first step was to light the FID (omitted fodeb runs). The FID needed to be lit at least an
hour before it could be calibrated. During this hthe following would be done; the HVAC
system inside the wind tunnel room would be turo#do eliminate any air currents, the side
walls of the source box would be lubricated witlgetable oil if necessary, the lid would be
moved over the box and the rope would be attadhedmoving floor would be moved into the
filling position using the keypad on the motor cotier, the video camera under the tunnel
would be turned on, the tank pressures of the gasders would be checked, and the laboratory

notebook would be prepared to record the days erpats.

After passage of the hour, the FID would be catdmgomitted for video runs). The first step in
this process was move the FID into position. Gdhethe FID would be calibrated in the
location of the first test of the day. The only egtion to this was when the FID was too low to
get the calibration tube onto it. When this wasdbase the FID would be raised. The gas which
would contaminate the channel during calibratiors wat an issue because of the subsequent use
of the fan during box filling. The next step wasdpen the valve on the gas metering system

which allowed for flow through the calibration floweter.
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The relative flow rates of air and carbon dioxide@ssary to create a gravity current with the
equivalent reduced gravity of that at Buncefiel@gifunction of ambient temperature, pressure,
and relative humidity. The values of temperaturel aelative humidity are continuously
transmitted by instruments within the tunnel to igitdl readout in the control room. The
pressure would be obtained from an online weatleevice. With these values a series of
calculations would next be done to determine tbev ftates needed for that days runs. (These
calculations will be discussed in detail in ChagterThe flow rates did not vary wildly from day
to day because of the relatively controlled condsi within the tunnel, but there was small
variation occasionally. As has already been statied, total fill rate was 50 liters/min. 1.5
liters/min. of this was automatically propane (f@mncentration runs only). The calculations done
in Chapter 4 did not account for the propane. Theuld give values of carbon dioxide and air
totaling 50 liters/min., but since carbon dioxidalgropane have such similar molecular weights
they were treated like they contributed equallfthe density. For instance if it was calculated
that 13.1 liters/min. of carbon dioxide and 361@rB/min. of air was needed, then the values
programmed into the flow controller would be 1.teds/min. of propane, 11.6 liters/min. of
carbon dioxide, and 36.9 liters/min. of air. Sommets as many as 12 experiments would be run
under the same calibration, but the needed floesratould be checked before every experiment

and if they changed from one to the next a nevbcation would be performed.

With the needed flow rates typed into the flow colher the calibration procedure would be
performed as outlined in Section 3.1.6. Once thes womplete the calibration tube would be
taken off of the FID and taken out side of the ¢lemnd the valve to the calibration flow meter

would be closed.
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The next step would be to fill the source box. Biteps of this process were precisely timed
based on what was learned during the box fillingeginents. First, all three gases would be
turned on along with the fan which pointed down ¢hannel. After they ran for two minutes the
floor would be started down at a rate of 42 lifges minute. Like all movements of the floor, this
action would be initiated at the keypad of the matantroller inside the control room. It would
take approximately seven and a half minutes forfiber to travel the 31 centimeters to the
bottom of the box. Once the bottom was reachedltloe would stop automatically because a
preset number of rotations were programmed intartber controller. The gas would be run for
another two minutes with the floor stationary a tiottom. 45 seconds before the gas was shut
off, the fan would be shut off to allow the airtime channel to become calm before the release.
After these two minutes were up the gas would he sff. Five seconds after this the motor
controlling the lid removal would be started. It v take one minute for the lid to move off of
the source box. The moment the lid cleared thethexfloor would be started up and the FID
data collection would be initiated with ThermalPTdis would be done simultaneously so time
zero would be easily discernible in the FID data.tfe video runs, x-velocity data collection
(Teledyne DALSA) would be synched to the starthod experiment while the z-velocity data
collection (Nikon) would usually be started befdine experiment even began because it could

only be initiated within the tunnel.)

It would take 96 seconds for the floor to movetladl way to the top and eject all of the gas into
the channel. When the run was completed the flamrldvbe moved to filling position, the FID
would be moved into position for the next experimehe lid would be moved back over the

source box, and the flow controller would be reedrdn total it would take about 20 minutes
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from the beginning of one run to the next. At thmce 12 experiments could be run in four

hours. This was the maximum time allowed to eldpge/een calibrations.

After the last experiment of the day, the FID woblel shutdown, the gas cylinders would be

bled, and the tunnel would be flushed of excessaradioxide with an exhaust fan.

34  Location of Experimental Runs

The FID could only collect concentration data a¢ dwcation per experimental run. This meant
that a set of testing locations within the clou@aded to be strategically mapped out in order to
fully characterize the time varying concentratiastribution. As has been stated there were two
dimensions of interest, down channel (x), and hgigh The lateral (y) dimension within the one
meter wide channel was disregarded in the dataeatah, but only after verifying that the
concentrations did not vary significantly in thisneénsion. All of the data reported in this work

was collected in the center of the channel.

The down channel distance travelled by the cloudhim the experimental window, was
determined first. This process is discussed inildietahe next section, but it will be stated here
that the usable section of the cloud extended fiweters down channel. With this in mind, it was

decided that it would be sufficient to collect datdl, 2, 3, and 4 meters down channel.

The transient nature of these experiments madecissary to do preliminary testing to discern
where to collect vertical data at each down chaloogtion. The elevations chosen were 0.1 cm,
1.0cm, 2.0 cm, 3.0 cm, 3.5 cm, 4.0 cm, 4.5 cm,ce) 6.0 cm, 7.0 cm, 7.5 cm, and 8.0 cm

above the floor of the channel. More testing wasedat the middle elevations because it was the

51



area of greatest concentration gradient. Morengstias done at the top elevations in order to
carefully define the top boundary of the cloudwili be noticed in Chapter 6 that not all of these
elevations are displayed on the concentrationiuse graphs. Doing so was not necessary or

helpful to display the results effectively.
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Chapter 4

THEORETICAL DISCUSSION OF THE PHYSICAL EXPERIMENTS

4.1 Buncefield Calculations

This section lays out the calculations which wenb icreating a gravity current in the wind
tunnel with the same relevant flow characteristisghat at Buncefield. Eschewing any concerns
with regards to scaling, this comes down only taatipg the reduced gravity. To do this it is
necessary to know the densities of the hydrocavagor cloud and the air. The meteorological
conditions at the time of the event are known sodinsity of the air is easy enough to calculate.
The initial density of the vapor cloud is much m@mblematic, of course. The Health and
Safety Executive of Great Britain has done extengix¥perimental and computational work in
regards to the Buncefield event, including worktbe formation of the vapor cloud within the
dyke [2,3,4,5]. Their reported value of the initdgnsity of the vapor cloud was used in this
analysis. The product of these calculations isfling rates of propane, carbon dioxide, and air

needed to produce a vapor with the same reducedyges that at Buncefield.

Calculate the Density of Tunnel Air

In calculating the density of the air in the winghmel, the contribution of the water vapor is
taken into consideration even though its contrdouiis small. The relative humidity within the
wind tunnel room can vary from a low of around 15%he winter to a high of around 50% in
the summer. Over this range the density of thendlrchange a little less than 1%, but the
change this causes in needed flow rate of carbmnd# is about 5%. It can be argued that this is

still small enough to ignore, in fact there is pbly more than 5% uncertainty in the density
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value reported for Buncefield. However, accountimgit was not difficult so it was decided to

do so.

For an ideal gas the law of partial pressures gives

PT=PD+PV (41)

where R is the total pressure inside the tunnel,$the partial pressure due to dry air, apdsP
the partial pressure of the water vapor.if?assumed to be equal to atmospheric pressuee. Th

equation

where RH is the relative humidity, and 8 the saturation vapor pressure of water, canseel
to calculate R. The saturation vapor pressure is calculated byfdhowing formula developed

at the Navy Weather Research Facility

ES — 6.1078 (43)

w8

where

W=(co+TX(c, +T X +TX(c3+TX(ca +TX(cs+T X (cs +T X (c; +T X (cg + T X (cs))))))))) (4.4)

where T is the temperature in degrees Celsius giag are coefficients. With these last three
equations, { becomes a function of relative humidity and terapge, both of which are known
guantities. Since Pis also known, equation 4.1 can be used to cakla The ideal gas law

can now be used to calculate the density of thmsiide the wind tunnel.

54



_ PpMp , PyMy
Pr = _RT +_RT (45)

In the above equatiopy is the density of air in the wind tunnel,pNks the molecular weight of

dry air, My is the molecular weight of water, and R is thevarsal gas constant.
Calculate the Density of Gas Mixture Required

This step is accomplished using the reduced gragjtation
9'sr = (P10 x 9.81 (4.6)

In the above equation, & is the reduced gravity at Buncefield. 9.81 is travitational
constant, anchy is the density of the mixture required to creatgravity current with an
equivalent reduced gravity to that at Buncefigidcan be solved for simply since it is the only

unknown in the equation.
Calculate the Mass Fractions of G@nd Air Necessary to Form Mixture

The first step in this process is to again appeahée ideal gas law, this time to calculate the
densities of the carbon dioxide and air coming frima gas cylinders. The cylinder air is

assumed to be dry.

PrM

Pcoz = TR_;OZ (4.7)
PrM

Ppa = TRTDA (4.8)
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Using the above values for density of carbon diexadd air, and the fact that the mass fractions
of carbon dioxide and air sum to one, the followeguation can be used to solve for the mass

fractions.

L _ Xcop | Xpa (4.9)

PM  Pco, PpA

Xcoz IS the mass fraction of carbon dioxide apgd ¥ the mass fraction of cylinder air. The next
step is to convert the mass fractions to mole ifvast With the mole fractions calculated, the
process is almost complete. The necessary flow igtebtained by multiplying the mole

fractions times the overall flow rate into the @0 liters/min.). There is one intermediate step,
however. As was discussed in the last chapterfiltingy percentage for the source box is 95%
carbon dioxide. The remaining is dilution by aig the calculated mole fraction of carbon
dioxide is divided by 0.95 to raise it up to make for the fact that 100% concentration isn’t
reached in the source box. This corrected moldifracsubtracted from one gives the corrected

air mole fraction.

In these calculations there is no mention of prepdine flow rate of propane (a constant 3% and
therefore a constant 1.5 liters/min.) was simplgteacted from the flow rate of carbon dioxide.
Because of the nearly equivalent molecular weigltsarbon dioxide and propane, this has no

effect on the density of the gas mixture.
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4.2 Creating a Gravity Current Controlled by Diffusion

All, or virtually all, of the previous studies onixmg in gravity currents have focused on the
entrainment of ambient fluid which takes placeha front of the gravity current due to shear
instability. This instability causes convective nsport of ambient fluid into the region
immediately behind the raised head. Behind thisoregt is argued in the literature review and
the previous section, is a laminar region wheretumbulent entrainment is likely to exist.
Therefore, the only mode of transport of ambieunidflinto this region of the cloud is through

molecular diffusion.

The stated purpose of this project was to focus\aluating the effects of molecular diffusion,
and the above paragraph states that analyticalaat, a gravity current can be divided into two
distinct regions. Focusing on only one of thesaoreg experimentally is challenging however,
because there is no way to distinguish betweetvtbdorms of dilution when observing a batch
of concentration data. This problem was dealt witkthis project by attempting to eliminate the

turbulent head altogether.

The development of the raised head is only a fonctif theRe andFr number. It was stated
previously that aRe above about 1000, the properties of the head tdahange and therefore
the flows areRe independent [7,36]. If you think about tiRe as a ratio of inertial force to
viscous force, the above sentence can be thoughs dftating that inertial effects are fully
controlling the properties of the flow &e above 1000. The other end of the spectrum is also
spoken of in the literature. Experiments have b#@me on so called ‘viscous gravity currents’,
which have concluded that belowR& of 10, there i$10 headand the gravity current flows as a

smooth wedge [36]. This can be thought of as & stéere viscous effects are fully controlling
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the flow, and furthermore, the implication wouldtbat the only possible form of entrainment in
such a gravity current would be via molecular diftun. In truth, gravity current theory does
state that a small amount of ambient fluid is en&d between the raised nose of the current and
the ground due to the no slip boundary conditiomd @he resulting velocity profile. This
entrainment is believed to be very small (especidlin such a loiReflow) and will be ignored

in this analysis.

If an experiment could be designed witRaless than 10, we would be fully justified in mayin
forward without any concerns with regards to tuelnalentrainment. The truth is however, that
such a smalRewas not practical. The flow would be so thin andstow that data collection
would be impossible, and also, somewhat ironicatlys possible such a flow would diffuse
away so fast as to be practically non-existent. el@w, this rigid standard did not need to be
met. Through a combination of video and FID runsjolumetric flow rate was found where
there was little to no head formation, yet the dlovas thick enough to facilitate measurement.
The volumetric flow rate was used as the variablthis search because attaching a siRg&o

a release was problematic with the transient dgveént of velocity and height, and the varying
vertical concentration profile. The length scakey@r depth), and bulk velocity do steady out in
the volumetric flow rate which was eventually chaseo values of 0.07 meters and 0.1 m/s
respectively. Using these values along with a kiagmviscosity of 1E-05 (a one significant

digit value for pure carbon dioxide at room tempane) results in &eof

Uh  (0.1)(0.07)
Re= —= 222" _ 49
€= 0.00001

in our experiments.
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Manipulating the flow rate from the source box hiagl same practical effect of adjusting fRe
because lowering the flow rate, resulted in loweud velocity and height. Video runs were
supplemented with FID runs because they were noiptetely conclusive on their own. These
experiments started at 400 liters/min. and wentrd®® liters/min. at a time until it was judged
that turbulent entrainment was minimal. This was atcall easy to determine at these low flow
rates. Though there was an easily discernibleréifiee from high flow rate releases in which a
classic raised head would develop, the flows niaked like a smooth wedge. The smoke was
very wispy and thin and not well defined. Care&lgw motion observation, and repeated runs
helped this, but FID runs were a useful tool wheakimg a final decision as to whether a

particular flow rate met the criteria. When a headsted a small peak would appear in the data

as the head flowed past the FID.

The FID helped not only distinguish the proper fl@ate to use, but also the down channel extent
which could be used at a given flow rate. It wasnfb that as the currents travelled down the
channel they would eventually develop a head, eterery low flow rates. For instance, at the
flow rate that was chosen (200 liters/min.), theud would travel 10 meters down channel

before the box was emptied, but only the first foaters of this experiment were viable for data

collection.
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Chapter 5

THE COMPUTATIONAL MODEL

51 Overview

A computational model was created using COMSOL,ingtef element, partial differential
equation solution engine. The model was created plarposes of comparison with the
concentration data collected in the wind tunnelegipents. As the only form of entrainment in
the model is molecular diffusion, the relative lewé agreement between the experiments and
the model help discern the accuracy of the arguntesit dilution in our experiments was

controlled by diffusion.

5.2 TheDomain

The model started with the creation of a five méoeng, and one meter tall domain as a two-
dimensional representation of the channel. A hotizloboundary was placed into this domain at
a height of two millimeters (see Figure 5.2). Beftnis internal boundary was added, the model
would not allow the gravity current to flow throughe domain. In a sense, this boundary
represents an initial cloud height of two millimestehroughout the length of the domain, but it
does not contain any dense gas at time zero. Ttie eactangular domain, both above and
below, is defined as containing 99.9% air and Odf%e dense, Buncefield gas. Similarly to the
addition of the internal boundary, this was doneadbse the model would not run when it was

attempted to introduce dense gas into a domainagong pure air. Once the gravity current
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begins flowing through the domain, the internal taary becomes the interface between the
gravity current and the air above it; therefore thoundary is defined as having a flux boundary
condition, allowing for molecular diffusion acrassThis is the only form of mixing between the

two fluids allowed by the model.

The top boundary of the overall domain was fixet@sg pure air. This is why the domain was
made one meter tall even though (as will be selem)gravity current does not ever reach 10
centimeters in depth. Having a boundary fixed a® @ir near this interface could potentially
increase the driving force for diffusion betweee tiwo fluids. To avoid this, the domain was

made much taller than the gravity current.

The bottom boundary was fixed as a slip, no fluxrmtary condition. The input and outlet
boundaries, (that is the boundaries whose croggeat areas are perpendicular to the flow)
allow flux. The bottom and inlet boundary will bestribed in more detail in the following

section.

Figures 5.1 and 5.2 on the following page showinitel gridding of the domain. It can be seen
the resolution increases towards the bottom ofithreain. In actuality, the mesh is getting finer
in response to the addition of the internal bound#hen the gravity current begins flowing

through the domain, this boundary moves up vehjic the current gets thicker. As this occurs,

the fine meshing moves up automatically with therstary.
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5.3 Modeling the Flow

With the domain in place the stage is set to irtpetflow of the gravity current through the
domain. At time zero there is, of course, no vattar horizontal velocity. The initial height of
the gravity current is 2 millimeters, but with amtial concentration of only 0.1%. In order for
the model to have comparative value with the playgperiments, the input conditions need to
be based on what happens during the physical expets. The original attempts to provide
accurate inputs for the model were focused on nmogidhe source box in addition to the
channel. Good results were not achieved with theshedology. Replicating the moving floor
and having the gas turn a sharp 90° corner fronsdliece box into the channel were particularly
troublesome issues. It was with this in mind tih& domain outlined in the previous section was
devised. In this simplified representation of themnel, the far left side of the domain is the
beginning of the channel and the source box istethifThus, the accurate input for the model is
for the flow to be introduced through this boundafythe domain in the exact same manner it
flows through this cross-section in the actual expents. The manner in which this input data
was collected and integrated into the model wildisezussed later in this section, but first there
will be a slight digression to discuss the bottoourtdary condition and the flow properties of

the model.

Flow Properties of the Model

The Navier-Stokes equations were not used in thdeminstead, the flow was generated simply
by inputting the down channel and vertical vel@sticalculated during the smoke/video

experiments (Section 3.1.7). Figures 5.3 and 5.themext page show these velocities. The
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vertical velocity was translated into layer depgh ttme data because it was easier to input into
the model this way. Figure 5.3 is a simple regmssif the raw velocity data collected in the
manner outlined in Section 3.1.7. It shows thatdben channel velocity is transient for the first
40-45 seconds before steadying out at 10 cm/an§etp the model this way means that there is
a slip boundary condition given to the bottom baanydso there is no vertical velocity gradient
and the flow in the model has a flat front. Thisigiification is not believed to have introduced
significant error. This belief is supported by thgreement between the model and the

experiments shown in the next chapter.

Figure 5.4 shows a similar transient beginning, iunhore complex then Figure 5.3 in that its
creation required interpretation of the raw datd agudgment on how to define the boundary of
the cloud. Interpretation was necessary becaussrtioke did not define the boundary of the
cloud very accurately in the vertical dimension retkough there was a very clear interface
between the smoke and the gas above (see FigWg Bdr instance, the smoke only reached
four centimeters in height for the 200 Ipm run. Fiperiments showed that at four centimeters
the concentration in the cloud was approximatel8o5Testing done at various flow rates (and
therefore different cloud thicknesses) showed thatsmoke interface occurring near the 50%
concentration point was consistent. The above beg$ollowing question: How do you define

the boundary of the cloud? Deeming everything bedo% concentration to be outside the cloud
did not seem defensible, which meant that the smoke did not show the cloud in its entirety.

(Interestingly, this was not the case down charjRgjure 5.3). In this dimension, the smoke

defined the cloud boundary very well).

At this point, the next thing to decide was thetheay to define the edge of the cloud. It was

decided that anything less the 10% concentratios wed a part of the cloud. FID runs showed
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that at an elevation of seven centimeters, the emunation steadied out at very slightly above
10%, so the cloud was defined as being seven cetgimthick. Since the smoke only went to
four centimeters for this run, the depth vs. tina¢adcould not be directly translated into Figure
5.4. Instead, the video data was used to map ewdbeleration rate and the elapsed time before
the depth steadied out. This was then translatéal ancurve which steadied out at seven
centimeters. This disconnect between the smoketlamd=1D concentration data means that
Figure 5.4 is an approximation, but the agreemeenh sbetween the model and experiments

vindicates the process used to create this curve.

Input Into the Input Boundary

An experimental program was undertaken with the Etldne centimeter down channel (zero
centimeters down channel could not be achievedusecthe lid was in the way). Six runs each
were performed at 10 different elevations. The a&iens chosen were 0.1 cm, 1.0 cm, 2.0 cm,
3.0 cm, 3.5 cm, 4.0 cm, 45 cm, 5.0 cm, 6.0 cm, &fdcm. More data was taken at the
intermediate elevations because this is where thatgst variation in concentration occurred.
The raw data from this experimental program is shawrigure 5.5 on the following page. The

curves have been normalized such that the fillirgrcentage (95%) reflects a 100%

concentration. Each curve represents the arithmegian of the six runs done at that elevation.
Since the data collection was done at 100 Hz, thexe9620 data points per curve for the 96.2

second long experiment.

The first thing that stands out when viewing thiagh is just how transient the concentration

field is in this experiment. Early on, during thestjn phase of this project, it was assumed that
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Figure 5.5 Raw concentration vs. time data at one cm downradldor various elevation:

the down channel curves would look approximately likepschanges. In other words f
concentration would be near zero before the cloudesl and then the concentration wo
jump to some value as the ud flowed by. With the data inigure 5.5 serving as tf
“beginning” of the experiment, theis obviously no potential for any subsequent dowannel
concentrations to behave like a step change. TdigHat they are nothing like step changes
dramatic impact on how the cloud elops and the importance of diffusion on this depeient.

This will be discussed in detail the following chapter.

Another interesting feature of this graph is hoviyaat 0.1, 1.0 and 2.0 centimeters depth ¢
the concentration approach 10, even atthe beginning of the experiment. It does not s
likely that molecular diffusion is the sole readon this result,even if its impact is greater th.

intuitively expected. One potential explanatput forwardis the fact that by the time the floor
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started up some dilution has taken place withinbitwe It was stated near the end of Section 3.2
that a concentration of 95% +/- 1% was achievedutjinout the box. This is true, but during the
minute it took for the lid to slide off the box awras entrained lowering this concentration near
the top and resulting in a concentration profilehwi the box. Tests showed that at one
centimeter below the top of the box the concerratvas 60%, at five centimeters below the top
of the box the concentration was 90% and at 10iroet¢rs below the top of the box the
concentration was 100% (values normalized). Thistidn was caused by a combination of
leaks, and the small disturbance caused by the ngowd. Neither of these issues could be
eliminated entirely. Moving the lid faster wouldveareduced the time available for gas to leak,
but it would have increased the turbulence caugetthdn lid. The one meter per minute velocity

for the lid chosen worked best to minimize botleefs.

As described in Section 3.1.4, a small fan was tedimown channel to help clear out the gas
which leaked into the tunnel during the filling thie box. Since almost all of the curves start out
above zero concentration at time zero, it's cléat the fan did not work perfectly. This is
because the fan had to be turned off before theoétiak filling process in order to ensure that
the channel was calm before the release. It caseéer in the graph that this leakage has a larger
impact near the floor of the channel. This contatiam of gas meant that Figure 5.5 could not
be directly input into the left hand boundary o€ tdomain. The model would not have run
properly (or at all) since the data in Figure 5a8l ho be incorporated with Figure 5.4 to get the
model to work. As an example, Figure 5.4 shows thatcloud does not reach a depth of four
centimeters until about 18 seconds have passetk Wigure 5.5 shows anitial concentration

of 5% at four centimeters and a concentration afuali3% at the 18 second mark. This all

meant that the graphs had to be manipulated tchsgnize the initial rise in concentration with

68



the arrival time of the cloud as shown in Figuré. 3.his was done by first chopping all of the
data to the left of the arrival time for each etewa (i.e., 0 seconds for 0.1 cm, 18 seconds for 4
cm, and 25 seconds for 5 cm). At this point judgimeas used to further cut data to allow the
curve to smoothly go to zero. The higher the eiematthe more additional data had to be cut.
For instance at 0.1 centimeters, only about 3 sixdmd to be cut out, while at seven
centimeters 45 seconds had to be cut to allowheratrival time and an additional 13 seconds

were cut to allow for the graph to smoothly apploaero concentration from the right.

In addition to this, the last 6.2 seconds werefi@mrh the data. This was done because the there
was a transient effect at the end of the experirasrthe moving floor approached the height of
the channel. In the smoke runs this transient effemld be seen as a slight lowering of the
cloud in the last few seconds of the run. In Fighrg this transient effect can be seen in the
downturn of the concentrations at 1.0, 2.0, 3.0, 2% centimeters over the last six seconds. This
downturn did not seem to reflect anything othenttize approach of the floor so this data was

cut out.

With these sections removed from the data set, Someof regression was needed to fill in the
gaps. One option was to attach regressed sectmrtget experimental data thus creating a
piecewise function for each curve, but this idea whandoned in favor of using the regression
tool in Matlab to replace the entire curve for eattvation. For all of the curves except 3.0 cm

and 7.0 cm functions of the form
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(5.1)

wereused. For 3.0 and 7.0 cm, functions of the fi

(5.2)
were usedln both equations, C is concentration (mole pel¢dnis time (seconds), e is !

exponentiafunction, and a,b,c, and d, are consteThe curves are shown ingare 5.6
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Figure 5.6 Regressed concentration vs. time data at one cm dbannel. This data served
the input into the left hand side of the mo
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Chapter 6

RESULTSAND DISCUSSION

The FID was used to collect down channel conceotratin the developing cloud. The FID was

placed at 100, 200, 300, and 400 cm down channedaéh of these locations, data was collected
at the following heights above the channel floot: €m, 1.0 cm, 2.0 cm, 3.0 cm, 3.5 cm, 4.0 cm,
4.5 cm, 5.0 cm, 6.0 cm, 7.0 cm, and 8.0 cm. Thes¢he same heights which were selected in
the experiments conducted at the front of the cela(ffigure 5.5), except in the down channel
locations 8.0 cm was added to the experimental ramog This was done because the
concentrations at the top of the cloud were deepaeticularly important due to the interest in

molecular diffusion. Only data collected at 0.1 @& cm, 4.0 cm, 6.0 cm, and 8.0 cm is plotted

on the graphs in this section in order to keepgttaghs uncluttered.

Data was also generated with the COMSOL modelats#me locations listed above. As stated
previously the model was made for purposes of coisma with the experimental data. Since
molecular diffusion was the only form of entrainhem the model, agreement between the
experimental results and the model would imply thi#fusion was controlling in our

experimental releases.

On the following four pages is a series of graplens the data is grouped by down channel
location. To facilitate an analysis of the levelagireement between the experimental data and
the model each page has two concentration vs.dnaghs: one showing experimental data, and
one showing model results, each at the same dovamneth location. Each curve on the

experimental data graphs is the arithmetic medwofruns.
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Figure 6.2 COMSOL model results at 100 cm down cha
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200 cm down channdl
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Figure 6.3 Experimental data at 200 cm down cha
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Figure 6.4 COMSOL model results at 200 cm down cha
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300 cm down channe€l
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Figure 6.5 Experimental data at 300 cm down cha
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Figure 6.6 COMSOL model results at 300 cm down cha
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400 cm down channd
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Figure 6.7 Experimental data at 400 cm down cha
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Figure 6.8 COMSOL model results at 400 cm down cha
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To prevent the graphs from getting cluttered, ditg elevations were graphed. It is clear that
the transient “beginning” of the experiment showrigure 5.5 is highly influential in the shape
of the concentration vs. time graphs down chanfig. analysis of the trends in the data, and the
level of agreement between the experimental daththa model will be broken down by
grouping 0.1 cm and 2.0 cm together as “low” elievet, grouping 6.0 cm and 8.0 cm together

as “high” elevations, and keeping 4.0 cm alone ‘asedium elevation.

Low Elevations (0.1 cm and 2.0 cm)

The concentrations at these elevations drop mucte rti@an the higher elevations do as the
current moves down the channel. Recall that thesee vihe only elevations where 100%
concentration was reached by the end of the expeti@t the front of the channel. At 100 cm
down channel, concentrations had already droppéaivb®0% for both the experimental data
and the model. In the experimental data, the cdrateons continued to drop between 10 and 16
percent per down channel location, resulting incemtrations just below 50% at 400 cm down
channel. This trend is the same for the model, @xttee reductions in concentration are not as
large from station to station. At 400 cm the moglorts concentrations under 65%. The gap
between the experiments and the model gets lasggdreacurrent moves down channel, but the
approximately 15% difference at the conclusion lué experiment still represents excellent
agreement between the model and the experimenes.cdhclusions drawn from this level of
agreement will be discussed in more detail in thet chapter. So in summation, at 0.1 and 2.0
cm, there is a significant drop in concentratiomwdachannel. In the experiments, the drop is

from 100% to approximately 50%, while in the motihed drop is from 100% to 60-65%.
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Middle Elevation (4.0 cm)

Figure 5.5 shows that at 4.0 cm elevation at tbetfof the channel, the concentration reaches a
value in the mid-fifties before falling slightly aethe end of the experiment. As mentioned
earlier, it is believed that this downturn is doethe approaching floor so the ending value of
about 58% shown in the regressed curve in Figudeissmore indicative of the value at this
height. For the experiments, the down channel graghtow a progression of 50% at 100 cm,
39% at 200 cm, 38% at 300 cm, and 36% at 400 cresd kialues represent a large drop from 1
to 100 cm, and 100 to 200 cm, but after that vigtlg Ichange. The model results show very little
change throughout, only dropping from 58% at 1 or6@% at 400 cm. As was seen at the lower
elevations, the gap in concentrations between tbhdemand the experiments widened as the
current traveled down channel, but in this caseas only in the first 200 cm. From 200 to 400
cm they both showed small drops. Overall, the etquetrend of decreasing concentration as the
current travels down channel is seen at 4.0 cm thritdrop isn’t as large (either in absolute

value or percentage of starting value) as that seéril and 2.0 cm.

High Elevations (6.0 and 8.0 cm)

In the experimental data, the concentration acf@®ounces around some between stations, but
in the end, basically remains unchanged. Figurgsabd 6.7 both show a final value of around
17%. The concentration at 6.0 cm in the model gedlibles from 1 cm to 400 cm. It goes from
17% to about 32%, but interestingly most of thisré@ase comes as the cloud goes from 1 to 100
cm. So it is at 6.0 cm that we see our first reafeo$ the trend of decreasing concentrations as
the cloud travels down channel with the experimesa$a showing a steady value and the model

showing a significant increase.
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At a height of 8.0 cm the story is similar to th&6.0 cm. No data was collected above 7.0 cm at
1 cm down channel because the 10% concentrati@hedaat this height was deemed to be the
boundary of the cloud, so the only thing which barsaid is that the concentration was not more
than 10% at 8.0 cm elevation and 1 cm down chanrted. experimental values drop slightly
from 100-400 down channel, going from 10% to ald®at while the model shows an increase in
concentration at 8.0 cm from what the value hathdéaat 1 cm down channel since it gives a
value of about 15% at both 100 cm and 400 cm ovamieél. From this, the conclusion can be
drawn that the greatest increase at 8.0 cm cartteeadoud travelled from 1 to 100 cm, just as at

6.0 cm.

It is also instructive to view the data groupedeltgvation instead of down channel location. The
data is displayed in this manner on the following fpages. This alternate view helps further
highlight the trends discussed earlier in thisisecand it also highlights the time lag between
the data collection stations. This analysis is &éelpy the inclusion of the data collected at 1 cm
down channel on these graphs, with the exceptidhasfe at 8.0 cm elevation since, as has been
noted, no data was collected for this elevatiod am down channel. This discussion will be

picked up after the graphs.
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8.0 cm elevation
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Figure 6.9 COMSOL model results at 8.0 cm height above chathoei
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Figure 6.10 Experimental results at 8.0 cm height above chaftoe
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6.0 cm elevation
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Figure 6.11 COMSOL model results at 6.0 cm height above chafioet
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In figure 6.9 (8.0 cm, COMSOL model), the lag ie trrival of the cloud at each station does
not stand out as much as it does for the resteoélvations due to the very small slopes of the
curves, but it is apparent upon close observatios.interesting to note that in spite of the lag,
all the curves are converging to the same condemtras the experiment ends. Figure 6.11 (6.0
cm, COMSOL model) starkly shows the big increagevben 1cm and 100 cm, in fact the 1 cm

curve looks out of place compared to the otheresion this plot.
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CHAPTER 7

CONCLUSIONS

Conclusion #1 The experimental runs are diffusion controlled.

The support for this conclusion is given in theviwas chapter. In that chapter, there are 18
concentration vs. time graphs displayed, nine eaafcthe experimental data and COMSOL
model. A central question when comparing these sg&ts of data was whether we were
successful in designing an experiment which wasor diffusion controlled. There is indeed
a growing separation in concentration values batwtbe two data sets as the current travels
down channel, and as logic would dictate the expental concentrations are lower than those
predicted by the model. This is logical becausstahds to reason that we could not completely
eliminate all forms of mixing other than molecutaffusion. However, given that the difference
in concentration never reaches a gross value af @080 for any height, and that qualitative
picture told by both data sets is completely cdasis it seems defensible to conclude that our

experimental runs were indeed diffusion controlled.

Conclusion #2 The transient development of the cloud impactsetfext of molecular diffusion.

As seen in Figures 5.3-5.4, the cloud thickness spmdading velocity both start out at zero at
time equals zero and they both eventually reacbnstant value. In addition, as seen in Figure
5.5, the concentration field at the front of theamhel is variable in both time and vertical
location. These three facts (especially the lalitingpact the manner, and degree to which

molecular diffusion affects the developing, dowiamhel, concentration field.
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Cloud Thickness and Spreading Velocity

If you were to expose two pools of pure carbon diexwith the same cross-sectional area, but
differing depths to air for the same amount of tirie rate of diffusion would be the same in
both. Of course, this is true only for the amouhtime it takes for the first molecule of air to
reach the bottom of the shallower pool so let'stbay we end the experiment before this time. If
we do this and examine the vertical concentratiosfilp in both pools we would find that
though the rate of diffusion was the same in bitté net effect on the shallower pool was greater

because a larger percentage of the mass in tHewt@bud will have been replaced by air.

In our experiments, we are starting from zero deyith working up to 7 cm at the front in about
45 seconds. Contrast this with an alternative wagyat the experiment in which a seven cm cloud
of pure carbon dioxide is set up behind a gatethadexperiment is initiated by the removal of
the gate. (Making this cloud pure carbon dioxidetighout the whole 7 cm would be extremely
difficult to accomplish, making this more of a tlghit experiment than an alternative release
method). In this experiment the net depth overl¢hgth of the experiment would be greater and

thus diffusion would have less impact on the cloud.

| will note here that this isn’t the only thing thaould change between these two alternative
methods of initiating a gravity flow down a chann€he spreading velocity and concentration
profile would both certainly be different than tisftown in Figure 5.3 and 5.5 respectively. This
is what was meant when it was stated earlier thatriot strictly valid to treat these three effect
as independent from one another. In fact, it caadked whether the impact of diffusion during
the transient growth of the cloud is to some extbatreason for the unexpected shapes of the

curves in Figure 5.5. The importance of the anstwethis question depends on yet another
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guestion which arises from doing a thought expemninadout this alternative release method, and
that question is this: Which method of initiatifgetflow more closely resembles the release at
Buncefield? This question will come up again latethis chapter when the issue of applying our

results to the Buncefield incident is considered.

Developing Concentration Field

Looking at the oft referred to Figure 5.5 (or tlegynessed curves in Figure 5.6) you see the
highly transient ramping up of the concentratioespécially the low elevations), but you also
see that each elevation appears to be approachstepdy value. The values being approached
are setting up a highly stratified cloud, one gdmugn pure carbon dioxide at the bottom 2 cm to
10 percent carbon dioxide at seven cm. This creatlesge driving force for the diffusion of
carbon dioxide up through the cloud, which providegery good explanation for the trends seen
in the data in Chapter 6. In those graphs you seerasteep drop off in concentration at the
bottom of the cloud, but at the top the concerdrstiare steady or even increasing, which is

exactly what you would expect molecular diffusiorcause.

So the combination of the concentration profilenseeFigure 5.5 (or 5.6) in combination with
molecular diffusion creates a situation where tbacentration within the gravity current is
getting more and more uniform as the cloud tradelsn channel. If you were to claim that it is
trending towards a constant value (which is celgagn oversimplification), and try and
speculate what that constant value would be, somewlaround a third of the starting

concentration would be a reasonable guess.

Contrast this with what would happen in the casthefalternative release method talked about
earlier in this chapter. If you had the pure carliboxide piled up against a gate and then
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released it, you would have no concentration gradieithin the cloud at the beginning, and all
of the diffusion would occur at the interface betwehe gravity current and the air. (This is
assuming it is still reasonable to assume ther@a@@her forms of mixing.) A knee jerk reaction
may be to say there isn't a significant differeetween these two situations. In both you have
carbon dioxide (and air) moving from regions of hhigoncentration to low concentration. In
both, the cloud is growing in elevation as thiswssc However, they are very different. In this
case the cloud would be getting less and less umifas it travels down channel. The next
guestion which arises is: what are the (potentath)sequences of this difference on the hazard
potential of an accidental release of a toxic anflfasnmable denser-than-air gas? This question

will be addressed with Buncefield in mind in Corstin #3.

Conclusion #3 The potential for diffusion effects to make concatibns more uniform may

increase the explosion potential

The above assertion comes directly from the faat the cloud in our experiments is getting
more uniform as it travels down channel. Earliethis chapter a rough estimate is given that the
cloud is approaching a uniform concentration ofudleothird of the starting concentration. This,
of course, means that the starting concentratidindvgtate whether there is any increase in the

hazard associated with the release.

With this in mind, it was instructive to look atetlBuncefield incident in more detail. This was
done by taking the COMSOL model used for compaegpiurposes in Chapter 6, and adjusting it
to the dimensions and conditions of Buncefield. [ddked at a particular section of the release
which is of particular interest due to the factttbi@e main explosive event took place there.
Specifically, this is the section of flow from tinestern wall of the dike, over the parking lot to
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the Northgate building (see Figure 1.1). This i $lhme section of the release that inspired the
design of the channel the experiments were conduat€Figure 3.5), both because it was an
area of interest, and because it is a sectiona¥ fivhich can be treated as linear-2D. The
distance from the dyke to the building is 110 netdihe Health & Safety Executive estimated
the time of arrival of the gravity current at theilding to be approximately 3.5 minutes. This

translates to an average velocity of the cloudrofiad 50 cm per second.

The need to do a 210 second run presented a opallmtause it was not defensible to take the
curves in Figure 5.5 and extrapolate them beyonde@6nds. Because of this, it was decided to
abandon the transient growth of the concentratrahiaput a constant value for each elevation.
The concentration chosen for each elevation wagp#ak value reached in Figure 5.5. (“Peak
value” is differentiated from the ending value ofdy 2.0, 3.0, 3.5, and 4.0 cm, where there is a
drop in concentration at the end of the experindesetto the approach of the floor.) For example,
at 3.0 cm elevation, a constant concentration @b 8%as input into the model, and at 4.5 cm
elevation, a constant value of 41% was input. Bmsplifying assumption does not invalidate
the use of this model, because the purpose ofekescise is to test whether diffusion can
increase the percentage of the cloud within thenrii@bility limits when the cloud starts out
highly stratified. The stratification does not neéede time dependent in the way that Figure 5.5

is in order to test this.

The next change which needed to be made to the ogncentration data was to convert the
depth of the cloud from seven cm to one meter Bhecefield cloud was estimated to be 1-2
meters deep, we chose 1 meter for this model rlinls was done in the simplest manner
possible. For instance, the 7.0 cm curve was clthngel meter, and the 4.0 cm curve was

changed to 57 cm using the equation below.
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40 cm
7.0cm

* 100 cm =57 cm

The rest of the curves in Figure 5.5 were adjugtadg the same rationale.

The next task was to delineate within the cloud rdgion within the flammability limits, the
region outside the flammability limits, and to tkeeny changes as the cloud flowed. The British
Health & Safety Executive did extensive researclotibcomputer modeling and field
experiments) into estimating the initial concentnatof the vapor which flowed over the dike
[2,3,4,5,17]. Their analysis showed a lot of evapion (and air entrainment) as the gasoline hit
objects on its path from the roof of the tank te ground, causing what started out as a steady
stream to be transformed into droplets. The eséchatarting value they reported is 6.8 mol%
hydrocarbon with an upper flammaubility limit of 84l a lower flammability limit of 1.6%, and a
stoichiometric condition of 2.7%. Using these valuke portion of the cloud within the
flammability limits at the outset of the releasesvealculated. The initial concentration of 6.8%
was normalized to be equivalent to the 100% valneFigure 5.5 and the rest of the
concentrations are adjusted proportionally. Witk tationale, the portion of the cloud within the

flammability limit at the beginning of the releaseuld be given by the following calculation.

1.6 X 100% = 23.5%
68 0 — R 0

This percentage occurs between 5.0 cm and 6.0 ¢f.0Acm, the final concentration is 29.5%,
and at 6.0 cm, the final concentration is 16%. Asgg that the concentration difference
between curves is linear, the depth in Figure 5.5visich this concentration is achieved is

calculated using linear interpolation.
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23.5% — 16%
50cm + m X (60 cm —5.0 cm) =5.56cm

This elevation is then converted to a cloud of 1endepth instead of seven cm depth.

5.56 cm

= .794x100cm =79 cm
7.0cm

Figure 7.1 displays the results of the COMSOL matteleloped with the rationale above. The
top rectangle shows the entire 110 meter run. Hggnbing and the end are blown up and shown
in the boxes below the full graphic. The regionocetl dark gray is within the flammable limit.

The dark contour line within the light gray regidanotes a concentration of 1%. The transition
from light to dark gray is, again, the transitioria the flammable region at a concentration of
23.5%. The contour lines within the flammable regare, starting at the top most one and
moving towards the bottom, 30%, 40%, 50%, 60%, 7808p, and 90% concentration. A slight

increase in the depth of the flammable region cawdlibcerned between the starting point of the
release (bottom left graphic) and end point offtbe, 110 meters away (bottom right graphic).

Even though the increase is small, the fact thethdépcreases instead of decreasing is

counterintuitive for a mixing process.
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Figure 7.1 COMSOL graphics of a one meter thick cloud tranglll10 meters i
three and a half minutes with a starting conceiotngtrofile based on the endil
values in Figure 5.5.

So the stated claim that molecular diffusion has gotential to increase the depth of

flammable region is borne out in this moc

Conclusion #4 No wind, shallow cloud depths, and long time scahebcate a potential fc

important diffusion effects.

In the literature reviewa series of calculations were worked oiing laminarization criteri.

These calculations indicated that even for a reledghe scale of Buncefield (F= 100,000),

there was likely no turbulent entrainment of aitoithe coud, with the possible exception

entrainment behinthe head of the gravity current. This result waslenenuch more likely b
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the calm conditions which existed at the time oé thccident. It is evident that special
consideration needs to be given to the potentiaooidental releases taking place in no wind
conditions. In many locales, such conditions are urausual, especially in the early morning

hours.

The issue of shallow cloud depths, and long tinadescare related since molecular diffusion will
have a greater net impact on a cloud that is tihiand/or is exposed to air for a longer time. In
conclusion #3 it was argued that diffusion canease the volume of a cloud that is within the
flammable region. This is a case of dilution notyarot being the solution, but in fact increasing
the risk of a release. In the three minute run rhodge shown in Figure 7.1, the depth of the
flammable region kept increasing throughout andiould have kept increasing if it was run

longer. Eventually of course, diffusion would ewgdty cause the cloud too fall below the lower

flammability limit, but with this limit being so e (1.6%), this will take a long time.
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