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ABSTRACT 

 

As digital circuit design continues to evolve due to progress of semiconductor processes 

well into the sub 100 nm range, clocked architectures face limitations in a number of cases where 

clockless asynchronous architectures require substantially less power, generate less noise, and 

produce less electro-magnetic interference (EMI).  This dissertation develops the Delay-

Insensitive Ternary Logic (DITL) asynchronous design paradigm that combines the design 

aspects of similar Dual-Rail asynchronous paradigms and Boolean logic to create a single wire 

per bit, three voltage signaling and logic scheme.   

DITL is designed at the transistor level using multi-threshold CMOS and carbon 

nanotube (CNT) FETs to develop primitive logic gates, which are combined to design larger 

circuits, simulated at the transistor level, and compared with other paradigms for energy, timing, 

and area.  DITL is applied to design secure hardware resistant to side-channel attacks and found 

to be more attack resistant than other methods.   
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1.  INTRODUCTION  

For the last three decades, the focus of digital design has been primarily on synchronous, 

clocked architectures. However, as clock rates have significantly increased while feature size has 

decreased, clock skew has become a major problem. High performance chips must dedicate 

increasingly larger portions of their area for clock drivers to achieve acceptable skew, causing 

these chips to dissipate increasingly higher power, especially at the clock edge, when switching 

is most prevalent.  As these trends continue, the clock is becoming more and more difficult to 

manage, while clocked circuits’ inherent power inefficiencies are emerging as the dominant 

factor hindering increased performance. These issues have caused renewed interest in 

asynchronous digital design. Asynchronous, clockless circuits require less power, generate less 

noise, and produce less electro-magnetic interference (EMI), compared to their synchronous 

counterparts, without degrading performance. Furthermore, delay-insensitive asynchronous 

paradigms have a number of additional advantages, especially when designing complex circuits, 

like Systems-on-Chip (SoC), including substantially reduced crosstalk between analog and 

digital circuits, ease of integrating multi-rate circuits, and facilitation of component reuse.   

As demand increases for designs with higher performance, greater complexity, and 

decreased feature size, asynchronous paradigms will become more prevalent in the multi-billion 

dollar semiconductor industry, as predicted by the International Technology Roadmap for 

Semiconductors (ITRS), which envisions a likely shift from synchronous to asynchronous design 

styles in order to increase circuit robustness, decrease power, and alleviate many clock-related 

issues [1, 2].  ITRS shows that asynchronous circuits currently account for approximately 20% of 

chip area, and estimates they will comprise 30% of chip area by 2017, and 45% of chip area by 

2022 [3]. 



 2 

Asynchronous circuits can be grouped into two main categories:  bounded-delay and 

delay-insensitive models.  Bounded-delay models, such as Micropipelines [4], assume that 

delays in both gates and wires are bounded.  Delays are added based on worse-case scenarios to 

avoid hazard conditions.  This leads to extensive timing analysis of worse-case behavior to 

ensure correct circuit operation.  On the other hand, delay-insensitive circuits, like NULL 

Convention Logic (NCL) [5] and Pre-Charge Half-Buffers (PCHB) [6], assume delays in both 

logic elements and interconnects to be unbounded, although they assume that wire forks within 

basic components, such as a full adder, are isochronic [7], meaning that the wire delays within a 

component are much less than the logic element delays within the component, which is a valid 

assumption even in future nanometer technologies.  Wires connecting components do not have to 

adhere to the isochronic fork assumption.  This implies the ability to operate in the presence of 

indefinite arrival times for the reception of inputs.  Completion detection of the output signals 

allows for handshaking to control input wavefronts.  Delay-insensitive design styles therefore 

require very little, if any, timing analysis to ensure correct operation (i.e., they are correct by 

construction), and also yield average-case performance rather than the worse-case performance 

of bounded-delay and traditional synchronous paradigms. Each data unit in a delay-insensitive 

system can take at least three values: logic 0, logic 1, and a spacer called NULL.  NCL and 

PCHB delay-insensitive circuit methods have to use at least two binary rail signals to represent a 

single data unit.  Therefore for every N number of bits, at least 2N interconnect wires are needed.  

Each of these rails needs its own set of gates to evaluate logical values, and hence dual-rail 

circuits will have around twice the number of transistors compared to Boolean logic. 

In this dissertation, a new method called Delay-Insensitive Ternary Logic (DITL) is 

introduced, which combines the design aspects of NCL, PCHB, and Boolean gates to form a 
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delay-insensitive paradigm that uses a single rail to represent a single data unit, which can have 

three distinct voltage levels corresponding to the three values of logic 0, logic 1, and NULL.  

Some advantages envisioned for DITL compared to NCL are half the number of interconnects, 

and fewer transistors and power dissipation due to a reduced voltage swing for each NULL to 

DATA transition. This dissertation will cover the following main topics: 

 1) Previous Work:  An introductory view of Asynchronous paradigms such as NCL and 

 PCHB, and also discusses previous work concerning Ternary Logic and its drawbacks; 

 2) Delay-Insensitive Ternary Logic:  DITL is developed at the gate level using  

 transistor simulations of a basic logic circuit like NAND2.  A 1.2 V 130nm IBM 8rf-

 DM CMOS process is used to develop the basic DITL architecture through 

 simulation and verification at the transistor level; 

3) DITL Secure Hardware Application: One particular DITL application researched is 

creating Secure Hardware chips resistant to side channel attacks via statistical collection 

of timing and power data.  The DITL architecture is modified and a basic functional unit 

such as a Full Adder is evaluated against NCL and Boolean methods towards its ability to 

resist side channel attacks. Necessary basic circuits are developed that helped towards the 

creation of a secure DITL gate library and design of an Arithmetic Logic Unit (ALU) 

utilizing this library. The DITL ALU simulation results are presented.   

 4) Carbon Nano Tube FET Based DITL Design:  As an alternative approach, DITL 

 circuits are reworked using a 0.9 V Carbon-Nano Tube (CNT) FET spice  model and 

 several design styles are researched.   
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2.  PREVIOUS WORK 

2.1  NULL Convention Logic (NCL) 

NCL uses dual-rail signals to achieve delay-insensitive behavior.  A dual-rail signal, D, 

consists of two wires, D
0
 and D

1
, which may assume any value from the set {DATA0, DATA1, 

NULL}.  The DATA0 state (D
0
 = 1, D

1
 = 0) corresponds to a Boolean logic 0, the DATA1 state 

(D
0
 = 0, D

1
 = 1) corresponds to a Boolean logic 1, and the NULL state (D

0
 = 0, D

1
 = 0) 

corresponds to the empty set meaning that the value of D is not yet available.  The two rails are 

mutually exclusive, so that both rails can never be asserted simultaneously; this state is an illegal 

state. 

NCL differs from other gate-level delay-insensitive paradigms [8-12] in that these other 

paradigms only utilize one type of state-holding gate, the C-element [13].  A C-element behaves 

as follows:  when all inputs assume the same value then the output assumes this value, otherwise 

the output does not change.  On the other hand, all NCL gates are state-holding.  Thus, NCL 

circuits have a greater potential for optimization than other gate-level delay-insensitive 

paradigms [14].   

NCL uses threshold gates for its basic logic elements [15].  The primary type of threshold 

gate is the THmn gate, where 1 ≤ m ≤ n, as depicted in Figure 1.  THmn gates have n inputs.  At 

least m of the n inputs must be asserted before the output will become asserted.  Because NCL 

threshold gates are designed with hysteresis, all asserted inputs must be de-asserted before the 

output will be de-asserted.  This ensures a complete transition of inputs back to NULL before 

asserting the output associated with the next wavefront of input DATA.  Therefore, a THnn gate 

is equivalent to an n-input C-element and a TH1n gate is equivalent to an n-input OR gate.  In 

the representation of a THmn gate, each of the n inputs is connected to the rounded portion of the 
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gate; the output emanates from the pointed end of the gate; and the gate’s threshold value, m, is 

written inside of the gate. 

 

 

 

 

 

Figure 2 shows the symbols for a TH23 gate and a TH22 gate. A TH23 has 3 inputs with 

a threshold value of 2. Hence, the output is asserted when at least two of the three inputs are 

asserted. The output is de-asserted only when all three inputs are de-asserted. The TH22 gate has 

a threshold of 2 and 2 inputs. The output is asserted/de-asserted only when both inputs are 

asserted/de-asserted. Figures 3 and 4 show the transistor level implementations of static versions 

of the TH23 and TH22 gates. The hysteresis state holding function is provided by the feedback 

path from the output of the inverter as seen in these figures. 

 

 

 

 

By employing threshold gates for each logic rail, NCL is able to determine the output 

status without referencing time.  Delay-insensitive circuits communicate using request and 

acknowledge signals, Ki and Ko, respectively, as shown in Figure 5, to prevent the current DATA 

wavefront from overwriting the previous DATA wavefront, by ensuring that the two DATA 

wavefronts are always separated by a NULL wavefront [5].   

 

Figure 1:  THmn gate 

 
Figure 2:  NCL Gate Symbols: TH23  (left)  TH22 (right) 
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Figure 3:  NCL TH23 circuit 

 
Figure 4:  NCL TH22 circuit 
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The acknowledge signal from the receiving circuit is the request signal to the sending 

circuit.  When the receiver circuit latches the input DATA, the corresponding Ko signal will be 

logic 0, indicating a request-for-NULL (rfn); and when it latches the input NULL, the 

corresponding Ko signal will be logic 1, indicating a request-for-DATA (rfd).  When the sending 

circuit receives a rfd/rfn on its Ki input, it will allow a DATA/NULL wavefront to be output, 

respectively. This delay-insensitive handshaking protocol coordinates delay-insensitive circuit 

behavior, analogous to coordination of synchronous circuits by a clock signal.  Additionally, 

delay-insensitivity requires a circuit to be input-complete, which means that all outputs may not 

transition from NULL to DATA until all inputs have transitioned from NULL to DATA, and that 

all outputs may not transition from DATA to NULL until all inputs have transitioned from 

DATA to NULL [12].  In circuits with multiple outputs, it is acceptable according to Seitz’s 

“weak conditions” of delay-insensitive signaling [9], for some of the outputs to transition without 

having a complete input set present, as long as all outputs cannot transition before all inputs 

arrive. 

 

 

 

 

An example of a design that implements an NCL system in practice is shown in Figure 6, 

consisting of two input NCL registers, followed by a NCL NAND2 function and followed by a 

single output NCL register. There is a TH22 gate used to combine the Ko signals from the input 

registers to create a single Ko output for the system. Figure 7 shows the internal circuit of the 

NCL Register. The NCL register is composed of NCL TH22n gates and a Boolean NOR2 gate. 

DI Register

KiKo

DI

Combinational

Logic

DI Register

KiKo

Completion

Detection

DI

Combinational

Logic

DI Register

KiKo

Completion

Detection

DI Register

KiKo

 

Figure 5:  NCL system framework: local handshaking instead of a global clock 
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The TH22n gate is a TH22 gate with a reset to logic 0 function included. Figure 8 shows the 

internal structure of the NCL NAND2 function, which is composed of a TH22 gate and a 

THand0 gate. The internal circuit of the THand0 gate is shown in Figure 9. The NCL NAND2 

registered design is used for comparison with DITL in the Section 3.3.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 6:  NCL NAND2 registered design 

 
Figure 7:  NCL Register  
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Figure 8:  NCL NAND2 Gate 

 
Figure 9:  NCL THand0 circuit 
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2.2  Pre-Charge Half-Buffer (PCHB) 

PCHB circuits [6] are designed at the transistor level, utilizing dynamic CMOS logic, 

instead of targeting a predefined set of gates like the previously mentioned DI paradigms [5, 8-

12].  PCHB circuits have dual-rail data inputs and outputs, and combine combinational logic and 

registration together into a single block, as shown in Figure 10, yielding a very fine-grain 

pipelined architecture.  The dual-rail output is initially pre-charged to NULL.   
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Y
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Figure 10:  PCHB NAND2 circuit 
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When request (Rack) and acknowledgement (Lack) are both rfd, the specific function will 

evaluate when the inputs, X and/or Y, become DATA, causing the output, F, to become DATA.  

Lack will then transition to rfn only after all inputs and the output are DATA.  When Rack is rfn 

and Lack is rfd, or vice versa, the output will be floating, so weak inverters must be used to hold 

the current output value.  After both Rack and Lack are rfn, the output will be pre-charged back to 

NULL.  After all inputs become NULL and the output changes to NULL, Lack will change back 

to rfd, and the next DATA wavefront can evaluate after Rack becomes rfd. The PCHB circuit 

contains the gates such as a Boolean NOR2, strong-weak Inverter pair and an NCL TH33 gate. 

The NCL TH33 gate is shown in Figure 11 below and is used in the PCHB for generating the 

Lack signal when both the inputs X and Y are in the same state as each other and as the output, F. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 11:  NCL TH33 gate circuit 
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2.3  Ternary Logic 

 Ternary logic utilizes three distinct voltage values per wire, Vdd, ½ Vdd, and Gnd, 

whereas binary logic utilizes two distinct voltage values, Vdd and Gnd.  Hence, ternary logic can 

be used as an alternative to dual-rail logic to represent the three logic states (i.e., DATA0, 

DATA1, and NULL), requiring only one wire per bit.  Vdd is used to represent DATA1, Gnd to 

represent DATA0, and ½ Vdd to represent NULL, which yields maximum noise margin with 

minimum switching power dissipation, since each wire always switches to NULL between every 

two DATA states, such that the voltage swing is always ½ Vdd. 

      [16, 17] develop a ternary logic completion detection circuit for use with a bounded-delay 

self-timed paradigm; and [18, 19] develops a ternary bounded-delay self-timed paradigm, which 

is similar to micropipelines [4].  However, as mentioned at the beginning of Section II, delay-

insensitive paradigms have many more advantages compared to their bounded-delay 

counterparts.  [20] develops a delay-insensitive ternary logic transmission system, called 

Asynchronous Ternary Logic Signaling (ATLS), which converts dual-rail signals into ternary 

logic for transmission over a bus, in order to decrease transmission area and power.  However, 

all of the logic processing is still done using dual-rail logic.  [21, 22] develop a circuit called a 

Watchful as part of their proposed delay-insensitive ternary logic paradigm.  However, as shown 

in the timing diagram in Figure 12, their approach is not delay-insensitive because it assumes 

that the input in will transition to VI (NULL state) before the signal clear is asserted, causing the 

signal full to be de-asserted. In order to be delay-insensitive, full must not be de-asserted until 

both clear is asserted and in transitions to VI.  Otherwise, if in remained at one DATA value 

(e.g., if no additional data needs to be processed at this time), this DATA value would continue 

to be utilized in subsequent operations instead of causing the system to become idle. 



 13 

 

 

 

 

 

 

  

 [23] utilizes diode-connected transistors to shift the threshold voltage in special inverters 

dedicated to detect the presence of only one input logic level.  As shown in Figure 13, for the 

Detect logic 0 circuit, in must be lower than Vdd-2VtP for the PMOS transistors to turn ON and 

pull out to Vdd.  Similarly, for the Detect logic 1 circuit, in must be higher than 2VtN for out to 

be pulled down to Gnd.  The truth table for Detect0 and Detect1 is provided in Table I. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12:  Watchful timing diagram [19] 

in out
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in out

Detect1

Vdd
Vdd

 

Figure 13:  Original ternary logic detect circuits [21] 
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TABLE I:  Truth Table for Detect Circuits 

Ternary Input Detect0 output 

Detect1 

Output 

Gnd or DATA0 1 1 

½ Vdd or NULL 0 1 

Vdd or DATA1 0 0 
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3.  DELAY-INSENSITIVE TERNARY LOGIC (DITL) 

The Delay-Insensitive Ternary Logic (DITL) paradigm developed in this paper utilizes 

three distinct voltage levels, Vdd, ½ Vdd, and Gnd, to encode the three delay-insensitive logic 

states, DATA0, NULL, and DATA1, respectively, on a single wire.  The motivations for 

utilizing ternary logic for delay-insensitive circuit design include reducing area (only half the 

number of wires are required for each bit compared to dual-rail logic) and reducing 

power/energy (since each transition i.e., NULL to DATA or vice-versa, only requires a ½ Vdd 

swing compared to a full Vdd swing for dual-rail logic). 

3.1  Redesigning Ternary Voltage Detect Circuits 

The Original detect circuits previously mentioned in Figure 13 were used as a basis for 

DITL design.  From transistor level simulations in a 1.2V 130nm IBM 8rf-DM process, these 

circuits were found to consume significant static power because all transistors are partially turned 

ON for a NULL (½ Vdd) input, which consumes 31.8 nW for Detect0 and 5.5 nW for Detect1.  

Additionally, they require output inverters to properly shape the outputs; otherwise the output is 

only 1.07V instead of 1.2V for Detect0 with an input of 0V, and 0.17V instead of 0V for Detect1 

with an input of 1.2V. 

To decrease static power consumption, a method called Reverse Body Bias (RBB) [24-26] 

was used.  In RBB, a voltage higher than Vdd is applied as the Pfet body bias and a voltage lower 

than Gnd is applied as the Nfet body bias so as to increase the threshold voltage, which results in 

less leakage and static power.  New detect circuits were devised to incorporate RBB so that a 

high power reduction and improved ternary input detection were achieved while not sacrificing 

speed of operation.  This set of Detect0 and Detect1 circuits are shown in Figure 14 and they 
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were found to perform well using an inverter like 2-transistor model.  Using the following body 

biases:  VBp0 = +4V; VBn0 = 0V; VBp1 = +1.5V; and VBn1 = -2.4V, the 2-transistor Detect0 

consumed 1.13 nW and Detect1 consumed 0.98 nW.  The 2-transistor detect circuits were also 

faster than their 3-transistor counterparts (i.e., average propagation delay of 0.37 ns vs. 0.45 ns 

for Detect0 and 0.33 ns vs. 0.65 ns for Detect1). 

 

 

 

 

 

 

 

 

 

 

Later it was noticed that the range of allowable bias voltages for the IBM 8rf-DM process 

transistors were much lower than the 2-transistor bias values given above.  These detect circuits 

used multi-threshold transistors such as Low power (high threshold), High Speed (low 

threshold), and normal operation (regular threshold); and all of these had 2.2nm thin oxide 

dielectrics that were restricted to a maximum voltage of Vddmax = 1.6 V.  The maximum steady 

state voltage allowed between any two terminals (gate, source, drain, and body) of a FET cannot 

exceed Vddmax.  In addition to this, Thin Oxide FETs that are exposed to source to drain bias 

higher than 1.5 V under nominal, normal operating conditions must be longer than the minimum 

Detect1
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Figure 14:  2-Transistor Detect Circuits with Reverse Body Bias 



 17 

channel length of 120 nm in design dimension and the circuits must be rigorously analyzed for 

all Hot Carrier stress types for all the devices.  Even though the circuits were designed and 

verified to be working in transistor level simulation in Cadence virtuoso spectre simulator, it is 

expected that the simulation may fail at either the layout level or while testing a fabricated chip.   

As Section 4.5.1 describes, a DITL ALU design was done to be utilized to fabricate a 

chip; and this design needed new detect circuits that conformed to the IBM PDK 1.2V 130nm 

process constraints.  For this the original 3-transistor detect circuits were used in combination 

with RBB to produce a compromise.  This new and final design is shown in Figure 15 where all 

of the Pfets' body biases are set to 1.6V and Nfets' body biases to -0.4V.  This would make a 

Detect0 with steady state power of 8nW and propagation delay of 0.55ns; and a Detect1 with 

0.75nW and 0.65ns. 
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Figure 15:  Final 3-Transistor Detect Circuits with RBB 
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Using the Ternary Detect0 and Detect1 circuits, a component called Is-DATA, shown in 

Figure 16, was designed to distinguish the three input voltages and encode the input states into 

binary outputs.  Is-DATA has a IsD output that is logic 1 when the input is either DATA0 or 

DATA1, and is logic 0 when the input is NULL; Is0 is logic 1 when the input is DATA0 and 

logic 0 when the input is either NULL or DATA1; and Is1 is logic 1 when the input is DATA1 

and logic 0 when the input is either NULL or DATA0, as summarized in Table II. 
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Figure 16:  Is-DATA component 
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3.2  DITL Gate Architecture 

The PCHB paradigm is shown in Figure 10, where each component is designed at the 

transistor level, and consists of dual-rail data inputs and outputs, with registration included in 

every combinational logic component.  Like PCHB, DITL circuits are designed at the transistor 

level, but consist of ternary data inputs and outputs and binary handshaking signals.  For Version 

I of DITL, shown in Figure 17, primary inputs X and Y are directly connected to Is-DATA 

components as well as the Specific Function.  When Rack and Lack are both rfd and the inputs, X 

and Y, are both DATA, the specific function will evaluate, causing the output, F, to become 

DATA, which will then transition Lack to rfn.  When Lack is rfn and Rack is still rfd, the specific 

function is floating, so the output needs to be held at its proper DATA value, either DATA0 or 

DATA1, which is done by the Hold 0 and Hold 1 circuitry, respectively.  After Rack changes to 

rfn, the output will be pre-charged to NULL (i.e., ½ Vdd), through N-fets for increased speed.  

After all inputs become NULL and the output changes to NULL, Lack will change back to rfd, 

and the next DATA wavefront can evaluate after Rack becomes rfd and the inputs change to 

DATA.  If Rack changes to rfd before the inputs become NULL, if the inputs become NULL 

TABLE II:  Truth Table for Is-DATA Component 

Ternary Input IsD Is1 Is0 

DATA0 (Gnd) 1 0 1 

NULL  (½ Vdd) 0 0 0 

DATA1 (Vdd) 1 1 0 
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before Rack changes to rfd, or if both Rack and Lack are rfd but the inputs are still NULL, the 

pre-charge to NULL logic will no longer be conducting, so the NULL output must be maintained 

through the Hold NULL circuitry.   

 Figure 18 shows the Cadence simulation of the DITL NAND2 function, using the 1.2V, 

130nm IBM 8RF-DM process.  As can be seen from the waveform, output F will transition to 

DATA only when both Rack and Lack are rfd and both inputs X and Y are DATA. The output F 

can transition to NULL as soon as both Lack and Rack are simultaneously rfn.  
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Figure 17: Version I of DITL Nand2 
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Version II of the DITL architecture is shown in Figure 19, where the Specific Function 

inputs come from the input Is-DATA components instead of the external inputs, X and Y.  

Version II requires one additional inverter inside the Is-DATA component for the is1 output 

corresponding to each data input, but the advantage is that each data input drives exactly one Is-

DATA component for each DITL circuit to which it is an input, such that the capacitance driven 

by a particular signal only depends on the number of circuits to which the signal is an input, and 

not on the type of circuits it drives (e.g., if signal A is an input to an XOR2 and NOR3 circuit and 

signal B is an input to a NAND4 and OR2 circuit, both drive the same amount of capacitance 

 
Figure 18: Cadence Simulation of DITL NAND2  
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because they both drive two Is-DATA components).  The use of Version II DITL circuits in a 

secure hardware application is discussed in detail in Section 4.4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.3  Comparing DITL with PCHB and NCL 

NAND2 circuits previously discussed for NCL in Figure 6, PCHB in Figure 10, and 

DITL in Figures 17 and 19, were simulated in Cadence and the results are tabulated in Table III.  

DITL Version I is slightly slower, but requires slightly less area and energy compared to Version 

II.  Compared to PCHB, DITL is 21% slower, 74% larger, but requires 68% less energy.  

Compared to NCL, DITL is 50% slower, but requires 38% less energy and is 89% smaller.  
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Figure 19: Version II of DITL Nand2 
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Therefore, DITL has a significant energy advantage compared to PCHB and NCL, and is also 

more area efficient than NCL.  Additionally, as circuit size increases, DITL and PCHB circuits 

increase at a much smaller rate than NCL circuits (e.g., for a NAND2 vs. a NAND4 circuit, the 

area increase is 42% for DITL, 70% for PCHB, and 94% for NCL). 

Comparing the Average static power, DITL consumes 150%  more power than PCHB 

and 18% more power than NCL. DITL peak dynamic power is 7% less than NCL and 123% 

more than PCHB. 

 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE III:  NAND2 Comparison: DITL vs PCHB vs NCL 

 Avg. 

DATA-

NULL 

Cycle (nS) 

Avg. Dynamic 

Energy per 

Operation 

(fJ) 

Area 

(# 

transistors) 

Avg. Static 

Power 

(nW) 

Max. 

Dynamic 

Power 

(uW) 

DITL V1 5.43 50.3 78 6.9 60 

DITL V2 5.40 52.3 82 7.5 67 

PCHB 4.49 86.3 46 3 35 

NCL 3.61 70.8 151 6.35 72 
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4.  DITL SECURE HARDWARE APPLICATION 

The increasingly pervasive use of digital information storage and processing devices 

largely facilitates societal activities, ranging from people’s everyday life to government and 

military missions.  The demands of storing and processing sensitive information, e.g., passwords, 

messages, personnel records, have resulted in incorporating strong cryptographic algorithms 

inside these devices.  Sensitive information is first encrypted by the host device and becomes 

cipher text before it is transferred to another device, where the cipher text is decrypted into 

plaintext for processing.  Since most pervasive data storage and processing devices use one or 

more Integrated Circuits (ICs) as core component(s), incorporating cryptography on-chip 

significantly enhances the security of the information being stored/processed due to the fact that 

modern cryptographic algorithms, e.g., Advanced Encryption Standard (AES), RSA, are very 

difficult to break in a brute-force way.  However, attackers have switched their targets from the 

cryptographic algorithms themselves to the implementations of these algorithms.  In particular, 

attackers have been trying to exploit on-chip security information, e.g., cryptographic keys, 

through “side-channel” measurements, including power consumption, timing delay, and 

electromagnetic (EM) emissions. 

From a hardware perspective, such side-channel attacks can be implemented at both the 

circuit- and architecture-level.  At the circuit-level, due to CMOS circuit characteristics, a digital 

CMOS IC exhibits fluctuations in these side-channel measurements while processing different 

data, causing information leakage.  By applying statistical algorithms to the measured transient 

side-channel data, attackers are able to decipher the secure information stored on-chip.  In 

addition to these passive side-channel attacks, there is a type of semi-active attack, named fault 
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injection attack, where attackers intentionally induce faulty behaviors of the target IC and 

monitor the circuit outputs and/or side-channel characteristics 

4.1  Problems of Existing Security Solutions 

Much research has been performed in mitigating side-channel attacks, and a number of 

solutions have been proposed.  Unfortunately, these solutions have one or more 

weaknesses/limitations as discussed below. 

4.1.1  Inflexibility 

Most solutions are developed to protect one cryptographic algorithm (e.g., AES, RSA) in 

mitigating one or two side-channel attacks (e.g., power, timing).  Therefore, the flexibility of 

these solutions is severely limited.  This inflexibility is two-fold:  1) there is no universal 

solution to all four major categories of side-channel attacks, i.e., power-, timing-, EM-, and fault-

based attacks; and 2) there is a lack of general side-channel mitigation techniques that can be 

adopted by all prevailing cryptographic algorithms, such that when the user switches to another 

algorithm, there will be no major changes in the hardware design methodology for increased 

security. 

4.1.2  High Overhead 

Almost all existing solutions add significant overhead to the original implementation.  

Such overhead includes more power consumption, longer time delay, larger chip area, reduced 

circuit reliability, higher design complexity, and incompatibility with commercial digital IC 

design flow.  For example, dual-rail asynchronous logic for mitigating power-based attacks 

causes considerable timing and area overhead and requires a customized design flow; various 
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pre-charge based dynamic logic paradigms introduce additional power consumption, increased 

design complexity, and reliability degradation; fault-tolerant techniques usually incur severe 

penalties in power, timing, and area.  Such overhead hinders the wide adoption of these side-

channel attack countermeasures in commercial products. 

4.2  Circuit-Level Secure Hardware Design Plan 

At the circuit level, Delay-Insensitive Ternary Logic (DITL) is to be utilized for 

designing logic circuits with properly sized transistors.  While maintaining the advantages of 

asynchronous logic in mitigating side-channel attacks, e.g., distributed and balanced switching 

activities, DITL eliminates the drawbacks such as high area overhead, average performance that 

facilitates timing-based attacks, and imbalanced load capacitance between the two rails.  In 

addition, DITL offers a number of benefits including lower power, higher performance, and 

commercial design flow compatibility. 

This research has only one assumption: physical/invasive attacks are excluded.  Such 

attacks require de-packaging the target IC to expose the internal circuits, and using special 

equipment to monitor/modify circuit elements or stored data.  Examples include micro-probing 

attacks, chip rewriting attacks, and memory remanence attacks.  There are two reasons for 

making this assumption: 1) such attacks require special equipment, much longer time, and highly 

skilled attackers to perform, which significantly limits the numbers of ICs/applications that 

require this type of protection; and 2) a number of physical and even destructive protection 

mechanisms have been developed, such as inserting pressure sensors on-chip to sense de-

packaging behaviors.  If needed, these mechanisms can be included with the proposed research 

to achieve an even higher level of security. 
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As proof of concept, a series of full adders were designed in Boolean, NCL, and DITL at 

the transistor level, using the IBM 8RF-DM 0.13µm process and compared for different power 

and timing parameters as explained in Section 4.4.1; and DITL is shown to be the best option for 

designing secure functional units.  Afterward, a DITL library for secure gates was created and a 

DITL ALU circuit employing these gates was designed and simulated. 

4.3  Circuit-Level Side-Channel Attacks and Countermeasures 

4.3.1  Power-Based Attacks 

Most electronic devices running cryptographic algorithms are implemented in CMOS 

technology, where transistors act as voltage-controlled switches.  While a circuit node is 

switching, electrons flow across the corresponding transistors to charge/discharge its load 

capacitance, thereby consuming power.  Due to the fact that different transistors will be turned 

ON/OFF while processing different data, causing different power consumption, side-channel 

attacks in this category are implemented using the IC’s transient power data.  The theory of 

power-based attacks, e.g., Differential Power Analysis (DPA), was introduced in [327-28].  In 

general, these attacks require the transient power data while the target IC performs 

encryption/decryption on different texts, and then use statistical algorithms to derive the key.  

Power-based attacks are the most powerful and prevalently implemented side-channel attacks, 

which have been successfully implemented to crack almost all cryptographic algorithms on 

different platforms, including DES [29], Elliptic Curve Cryptosystems [30], RSA [31-32], AES 

[33-34], and all AES candidates [35], implemented on FPGAs [36] and as ASICs [37]. 

A number of methods have been proposed for mitigating power-based attacks by 

decoupling transient power consumption from the data being processed.  Techniques based on 
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balancing power fluctuation include new CMOS logic gates [38-53], which go through a full 

charge/discharge cycle for each data processed.  Asynchronous circuits, especially dual-rail 

encoded logic, have been well studied for anti-DPA because of the fixed switching activities 

during each DATA-Spacer cycle [54-72].  Other power balancing methods include modifying 

the algorithm execution [73-76], compensating current at the power supply node [77-80], and 

using subthreshold operation [81].  Additionally, many techniques for randomizing power data 

have been proposed [82-93]. 

4.3.2  Timing-Based Attacks 

The principle of timing-based attacks is very similar to power-based ones except these 

attacks rely on timing fluctuations of the target circuit while processing different data patterns.  

Depending on the load capacitance and driving strength, the charge/discharge process during the 

switching activities at an internal circuit node will take different amounts of time to finish, which 

in turn causes different timing delays.  First introduced in [94], Timing Analysis (TA) attacks 

have demonstrated their success on RSA [95], DES [96], AES [97], RSA with Montgomery 

multiplications [98], and GPS systems [99].  Existing countermeasures include inserting dummy 

operations [100], using redundant representation [101], and unifying the multiplication operands 

[102]. 

4.3.3  Electromagnetic-Based Attacks 

Due to the inevitable existence of parasitic reactance, electrical current flowing through a 

switching CMOS gate causes a variation in the electromagnetic (EM) field surrounding the chip, 

which can be monitored by antennas particularly sensitive to the related impulse [103].  Similar 

statistical analysis methods can be applied utilizing EM variances while the target chip is 
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processing different data.  Simple and Differential Electromagnetic Attacks (SEMA and DEMA) 

have been successfully implemented to crack DES [104-105], RC4 [106], AES [107], and Ellipse 

Curve Cryptosystems [108-109], on both FPGAs [108-109] and Smart-Cards [110].  Although 

some power-balancing methods also reduce EM fluctuations, masking EM variance is more 

difficult due to increased difficulty in matching parasitic reactance.  EM attack countermeasures 

include signal strength reduction and signal information reduction [111]. 

4.3.4  Fault-Based Attacks 

Unlike the previous three passive attacks, fault-based attacks are semi-active in that 

attackers need to perform certain unusual operations to induce faults inside the target circuit.  

During the existence of faults, the circuit outputs as well as the side-channel information will be 

monitored and Differential Fault Analysis (DFA) will be applied to perform the attack, the 

effectiveness of which has been demonstrated on DES [112], RSA [113-117], Ellipse Curve 

Cryptosystems [118-120], AES [121-125], Common Scrambling Algorithm [126-127], and RC4 

[128].  Fault-injection methods can be classified as non-invasive (variations in supply voltage, 

external clock, and/or temperature), semi-invasive (exposure to white light, lasers, X-rays, and 

EM fields), and invasive (ion beams, active probes, and circuit modification) [129].  In general, 

most fault-tolerant design techniques, such as temporal and spatial redundancy, can be applied to 

mitigate certain types of faults.  These techniques include Concurrent Error Detection (CED) 

[130-139], error detection/correction code [140-152], modular redundancy [153-154], Built-In 

Self-Test (BIST) [155], and algorithm modification [156-162].  In addition, the use of dual-rail 

encoding and its fault analysis can be found in [163-168]. 
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4.4  Circuit-Level Side-Channel Attack Mitigation 

Delay-insensitive (DI) asynchronous (clockless) design styles, such as NULL Convention 

Logic (NCL) [169] and others [170-175], require very little, if any, timing analysis to ensure 

correct operation.  Most DI paradigms [169-175] utilize multi-rail signals, such as dual-rail logic, 

to achieve delay-insensitivity.  For Delay-Insensitive (DI) methods, separating two adjacent 

DATA wavefronts by a NULL wavefront [176] guarantees that there are always two switching 

events for each dual-rail signal for every DATA processed, thereby decoupling the total number 

of switching events from the data being processed.  However, as pointed out in previous work 

[177], the imbalanced load between the two rails still causes considerable power/timing/EM 

fluctuations among different data patterns.  Using the single rail per bit DITL methodology at the 

circuit level has the advantage that power, timing, and emissions can be more easily balanced to 

prevent attacks compared to dual-rail delay-insensitive methods. 

4.4.1  Side-channel Attack Mitigation Using DITL 

Since DITL only has one output wire, timing, power, and EM can be more easily 

balanced because each signal will only drive a single capacitance as in the case of DITL Version 

II architecture discussed earlier (Figure 19); and a gate’s output will always make a ½ Vdd 

transition every DATA and NULL cycle, regardless of the DATA value (i.e., ½ Vdd → Vdd → 

½ Vdd for a N→D1→N transition and ½ Vdd → 0 → ½ Vdd for a N→D0→N transition).  Since 

each DITL Version II gate input always drives exactly one Is-DATA component, the type of gate 

being driven will not affect the load capacitance, such that the output driving strength selection 

of a DITL gate only depends on the number of gates it drives, which substantially reduces the 

number of balanced gates needed for a chip design library.   



 31 

As proof of concept, a series of full adders were designed in Boolean, NCL, and DITL, 

using the IBM 8RF-DM 0.13µm process.  The Boolean Full Adder (FA) is a standard gate-level 

design consisting of five logic gates, as shown in Figure 20.  For the NCL FA, two versions have 

been designed: one is a 10-threshold-gate design based on utilizing complete logic functions to 

directly implement Figure 20, denoted as NCL-10G; the other is an optimized 4-threshold-gate 

design, denoted as NCL-4G.  Being compatible with its Boolean counterpart, the DITL FA also 

consists of five gates with different driving strengths, balanced for timing/power through proper 

transistor sizing.  To balance timing and power, transistors were sized to yield similar 

output→DATA and output→NULL times, propagation delays, peak current spike during 

transitions, and energy, for all possible transitions.  Note that the first two NAND2 gates in 

Figure 20, denoted by “1”, are sized with driving strength of one gate, while the last NAND2 

gate, denoted by “2”, has a driving strength of two gates, since it will be used to drive the Cin 

input of a subsequent FA, connected in ripple-carry fashion. 

 

 

 

 

 

 

Simulations of Balanced DITL NAND2(1), NAND2(2), and XOR2 gates yielded the 

results shown in Table IV.  Explaining the case of one of the DITL gates in the Table, the 

output→DATA0/1 times were made to be as close as possible to each other when all of the four 

input patterns possible for the 2-input gate were applied to the gate.  This would require 
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Figure 20: Secure Full Adder design 
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appropriately sizing and balancing the Pfet network that sets the output to DATA1 and the Nfet 

network that resets the output to DATA0 in the DITL Version II gate shown previously in  

Figure 19.  Likewise, the output→NULL times were made similar to each other over all four 

input patterns by sizing and balancing the network for ½ Vdd.  It was found that using pass 

transistor gates instead of two Nfets in series to channel ½ Vdd would be best suited to yield 

better balanced times.   

The Energy over an entire operation, where each NULL→DATA0/1→NULL would 

qualify as a single operation, was made to be as close as possible to each other over all four 

possible operations.  To do this without changing the time balanced transistors of the DITL gate 

pull up and pull down networks, extra inverter like small circuits were introduced which will 

dissipate power selectively.  These circuits will be controlled by outputs of the Is-DATA 

component such that for some selected input patterns these circuits will turn ON to dissipate 

power while not serving any logical function.  The final result is that all input patterns produce 

almost the same energy consumption for the DITL gate over an entire operation.  To match peak 

current spikes for each operation, extra inverters that serve no logical function can be added that 

turn ON for selected input patterns and create a similar reading for every input pattern.  In short 

for Table IV, all values that appear in a single row need to be as close as possible to each other 

and the individual DITL gates were modified with this objective in mind. 

 After balancing the NAND2 and XOR2 gates, they were put together as shown in the 

previous Figure 20 to form a DITL 5-gate balanced Full Adder (FA).  The simulations of the 

DITL FA yielded the results summarized in Table V.  No further balancing or transistor sizing 

was done on the Full Adder.  In Table V, as expected, the values in a single row are very close to 

each other over all the eight possible FA input patterns.   
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TABLE IV:  Measurements from Balanced DITL gates 

Input  Pattern N→00→N N→01→N N→10→N N→11→N 

 

DITL 

Nand2 

(1) 

Output→DATA (ps) 519.9 546.1 529.5 537.6 

Output→NULL (ps) 565.5 574.5 552.5 582.7 

Energy (J) 3.63E-14 3.76E-14 3.75E-14 3.63E-14 

Current Spike (uA) 55 54 55 56 

 

DITL 

Nand2 

(2) 

Output→DATA (ps) 659.5 691.4 670.7 671 

Output→NULL (ps) 682.2 678 660.2 653.4 

Energy (J) 3.84E-14 3.94E-14 3.93E-14 3.92E-14 

Current Spike (uA) 55 54 54 58 

 

 

DITL 

Xor2 

Output→DATA (ps) 783.9 780.7 779.7 774.9 

Output→NULL (ps) 636.8 617.6 625.5 633.3 

Energy (J) 4.46E-14 4.41E-14 4.42E-14 4.45E-14 

Current Spike (uA) 71 58 59 58 
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TABLE V:  Measurements from Balanced DITL Full Adder 

Input  Pattern N→000→N N→001→N N→010→N N→011→N 

DITL 

FA 

Sum 

output 

→DATA (ps) 645.1 665 665.8 665.4 

→NULL (ps) 487.9 488.3 539.2 484.7 

DITL 

FA 

Carry 

output 

→DATA (ps) 587.1 587.1 589.9 606.1 

→NULL (ps) 562 566.2 562.4 606.1 

Energy (J) 3.05E-13 3.03E-13 3.10E-13 2.90E-13 

Current Spike (uA) 301 277 289 283 

Input  Pattern N→100→N N→101→N N→110→N N→111→N 

DITL 

FA 

Sum 

output 

→DATA (ps) 677.9 657.8 636.7 665.8 

→NULL (ps) 537.8 491.6 483.8 487.1 

DITL 

FA 

Carry 

output 

→DATA (ps) 585.6 600 596.1 592.2 

→NULL (ps) 557.1 605.5 601.5 602.3 

Energy (J) 3.11E-13 2.91E-13 2.87E-13 2.84E-13 

Current Spike (uA) 290 284 277 290 
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Table VI shows the maximum variance percentage of each parameter among all possible 

input combinations, and compares the DITL FA to the NCL and Boolean Full Adders. These 

four Full Adders are simulated in Cadence Spectre and are compared in five categories:  

“Sum/Cout transition slope” is the combined rise/fall time during each transition for Sum and Cout 

outputs, respectively; “delay” is the total time for a NDN cycle; “peak current spike” is the 

magnitude of the supply voltage current spike during each transition; and “energy” is the total 

energy consumed during each transition. 

 

 

 

 

 

 

 

 

 

 

 

 

Although NCL as a dual-rail asynchronous logic is well-known to be more side-channel 

attack resistant compared to Boolean logic, the DITL design exhibits the least variations in all 

parameters, as shown in Table VI.  Since power (energy and current spike) and timing (slope and 

delay) are significantly more balanced for DITL, DPA and TA will be much more difficult to 

TABLE VI:  Secure Full Adder comparison 

Full  

Adder 

Maximum Variance Percentage 

Sum 

Transition 

 Slope 

Cout 

Transition 

 Slope 

Delay 

Peak 

Current 

 Spike 

Energy 

Boolean 27.8% 11.4% 93.6% 221.4% 313.4% 

NCL-4G 21.0% 13.0% 105.3% 51.0% 32.0% 

NCL-10G 12.9% 58.4% 19.0% 47.2% 10.4% 

DITL 8.5% 5.6% 13.8% 18.1% 7.4% 
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succeed.  This demonstrates DITL’s capability in balancing power and timing with different 

driving strengths in a multi-gate circuit, which validates the DITL cell library development 

strategy undertaken. 

4.5  Achieved Team Research Objectives 

4.5.1  DITL Secure ALU Design 

Utilizing the methods to develop the DITL secure Full Adder discussed in Section 4.4.1, 

a DITL balanced gate library was created to be used to design a DITL Secure 8051 Arithmetic 

Logic Unit (ALU). The gate library consisted of timing and power balanced DITL circuits for 

Half Adder, Full Adder, 2:1 Multiplexers, up to 4-input versions of NAND and NOR gates, 

XOR2 and XNOR2 gates, and several inverters and buffers with a variety of drive strengths. The 

developed library also contained C-elements [13] for use in the completion circuitry to conjoin 

multiple Lack signals together and Ternary buffer circuits to increase drive strength of Ternary 

signals. All the DITL gates were created at the transistor level and simulated using the IBM PDK 

1.2V 130nm 8rfDM process and then layouts were created.  The Boolean 8051 ALU was 

designed in HDL and all of the Boolean gates were replaced by DITL equivalents in the netlist 

with connections for Rack and Lack handshaking signals included.   

4.5.2  DITL ALU Simulation and Results 

The DITL ALU verilog netlist was imported into Cadence as a transistor level design and 

simulations were done. The DITL ALU schematic is not included here as it is much too large to 

be intelligible, but Figure 21 shows the test bench used to simulate the design. It contains the 

symbol for ALU and a VerilogA controller, which gives inputs to the ALU.  Figure 22 shows the 
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Ultrasim simulation waveform, which gives the supply current, handshaking signals Rack and 

Lack, one of the many inputs Tmp1bus<0> and one of the many outputs resultH<0>. The 

simulation is shown for eight different DATA-NULL input patterns.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The ALU simulation results are tabulated in Table VII. The simulation time was 

calculated for each DATA wavefront to produce an output DATA and each NULL wavefront to 

produce an output NULL, for all of the input cases and the total simulation time was summed 

and averaged over 8 different operations, giving the Average delay of the DITL ALU per 

operation, also called TDD or DATA-To-DATA cycle time.  

 
Figure 21:  DITL ALU Testbench 
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The total dynamic energy was found by integrating the current waveform for both Vdd 

and ½ Vdd  (not shown in Figure 22 but similar to I(Vdd)) over the entire simulation time, 

multiplying it by the values of 1.2 V and 0.6V respectively, averaging this over the number of 

operations and taking the sum to obtain Dynamic Energy per operation. The ½ Vdd dynamic 

energy value was negligible compared to Vdd.  

The static power readings during the time outputs of the ALU are all DATA and all 

NULL were found separately by obtaining the current values for different cases from Vdd and ½ 

Vdd current waveforms, averaging these, and multiplying by the 1.2V and 0.6V values and 

summing them. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 22:  DITL ALU Ultrasim simulation 
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Once the simulation was successful, a layout was created for the DITL ALU using 

Virtuoso Layout editor. Figure 23 shows the DITL ALU Layout, which is ready to be integrated 

into a Layout plan with pads and be taped out for fabrication. 

 

 

 

 

 

 

 

 

TABLE VII:  DITL ALU Simulation results 

 Average 

Delay/ 

Operation 

TDD (nS) 

Average    

Dynamic 

Energy/  

Operation 

(nJ) 

Static 

Power for 

DATA 

(uW) 

Static 

Power for 

NULL 

(uW) 

DITL ALU 136 0.178 137 87.5 

 

 

 

Figure 23:  DITL ALU Layout 
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5.  CARBON NANO TUBE FET BASED DITL DESIGN 

 Carbon Nano-Tube (CNT) FET is a possible alternative to Multi-Threshold CMOS 

process for designing circuits that require a range of threshold voltages.  The threshold voltage of 

a CNT FET can be finely adjusted by changing its diameter.  Therefore, a multi-threshold design 

can be implemented using CNT FETs of different diameters.  DITL circuits need multi-threshold 

FET circuits to distinguish DATA0 and DATA1 values from NULL as previously discussed in 

Section 3.1.  A CNT FET is like a normal FET such that it has gate, source, drain, and body 

terminals, and has a threshold voltage that determines when the FET turns ON and OFF and acts 

like a signal switch.  CNT FETs are composed of Carbon Nano-Tubes.  A CNT is characterized 

by its diameter or Chirality factor, which is defined as the angle of atom arrangement along the 

tube determined by the integer pair (n, m).  To use a Single Wall CNT as a semi-conductor FET, 

values for n and m should be chosen such that n/=m and the difference n-m /= integer multiple of 

3, otherwise the CNT will act as a metallic conductor.   

The diameter of the CNT is given as a function of integers n and m as 

DCNT = 0.078328*(n
2
 + m

2
 + nm)

1/2
  nanometers 

The Threshold voltage of a CNT FET with diameter DCNT in nanometers is 

Vt = (0.43602/DCNT)     Volts 

The CNT FET spice models were obtained from Stanford University [178] and they use a 

0.9V power supply.  The basic model of a CNT FET can be easily modified for (n,m) values to 

obtain a custom threshold voltage.  This chapter discusses some of the methods by which DITL 

circuits can be implemented using CNT FETs.  The CNT Spice models from Stanford were used 

to simulate the CNT FET circuits in Hspice.  The simulations yielded Energy dissipation values 
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and output waveform files which were analyzed in Saber Cosmoscope to measure rise and fall 

times. 

5.1  Previous Work using CNT FET and Ternary Logic 

The basis of creating a new architecture for Ternary voltage circuits with CNT FETs 

starts with the consideration of a Single Ternary Inverter explained in [179] and shown in Figure 

24 below, which uses CNT FETs to invert a DATA0 to DATA1, DATA1 to DATA0, and NULL 

to NULL. 

IN OUT

(19,0)

-0.293 V

(13,0) 

-0.428 V

(10,0)

-0.557 V

(13,0) 

0.428 V

(19,0)

0.293 V

(10,0)

 0.557 V

0.9V

 

Figure 24: CNT FET Single Ternary Inverter 

The Single Ternary Inverter employs CNT FETs with different threshold voltages and 

their corresponding (n,m) Chirality values.  When the input IN is 0.9V (DATA1), Nfets with 

(19,0) and (10,0) turn ON and pull down output OUT to 0V (DATA0).  When IN is 0V, Pfets 
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with (19,0) and (10,0) turn ON and pull up OUT to 0.9V.  When IN is 0.45V (NULL), Nfets and 

Pfets with (19,0) and (13,0) will turn ON creating a diode connected FET path from Vdd to Gnd, 

so that OUT is held at 0.45V. 

The team that designed the Single Ternary Inverter went on to design logic gates and 

arithmetic circuits utilizing Ternary Logic and CNT FETs [180], where a Ternary encoding 

scheme is used instead of a Binary one to do arithmetic logic. However, their design is intended 

to be used as a replacement for Binary CMOS logic in Synchronous systems and does not 

implement a delay-insensitive asynchronous system, such as DITL. 

5.2  New CNT DITL Architecture using Diode Connected CNT FETs 

All of the previously discussed DITL gate architectures used a ½ Vdd supply for 

generating the output state of NULL.  Based on the diode connected CNT FET mechanism used 

in the Single Ternary Inverter in Figure 24, a new DITL gate architecture called DITL-TI was 

designed that used a single Vdd supply and specially designed multi-threshold CNT FETs.   

A DITL-TI NAND2 gate is shown in Figure 25.  The circuit is divided into groups of 

FETs as shown by shaded areas.  The un-shaded parts of the circuit show the diode connected 

FETs (which will hold their drains on node Z at NULL when their respective sources are 

simultaneously connected to Vdd and Gnd) and also Ternary Inverters for primary inputs X and 

Y and output Zb.  Since no separate circuits are used to differentiate NULL from DATA, this 

objective is achieved by pairs of series connected FETs having 0.2 Vt.  For example, for the 

Hold NULL network, series connected Pfet pair for X and Xb signals will simultaneously turn 

ON when both X and Xb are NULL and not for any other combination.  Similarly, series 

connected 0.2 Vt  FETs for  pairs (X, Xb), (Y, Yb), and (Z, Zb) in both Pfet and Nfet networks 

will only turn ON simultaneously when corresponding signals in the pair are both NULL.   
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For the Set NULL network, ideally the Pfet and Nfet networks each should have had both 

(X, Xb) and (Y, Yb) pairs controlling four FETs to detect an input complete NULL that will set Z 

to NULL.  But in the case of NAND2, the number of FETs required can be reduced to two per 

Pfet and Nfet Set NULL networks.  The reason is because when Xb and Yb are both DATA0 or 

DATA1, only one of either the Pfet or Nfet network will turn ON and this would not result in a 

NULL at Z, instead it will provide an alternate route for the Set DATA And Logic.  Thus, while 
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Figure 25: DITL-TI NAND2 Gate 
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minimizing the number of Set NULL FETs, care should be taken to check for input completeness 

and also make sure the minimized network will either work with the Set DATA Logic or does 

not turn ON in any case except when Z should be NULL.   

The And Logic Section of the DITL-TI NAND2 gate sets the node Z as per AND2 logic, 

which will create an inverted NAND2 function at Zb.  The And Logic uses CNT FETs with 0.55 

Vt that will only turn ON for either DATA1 or DATA0, and stay OFF for NULL.  Hence, the 

ternary signals can be directly connected to these FETs.  To ensure input completeness for the set 

DATA network, both the inputs must be represented in each pull up and pull down path.  Thus, 

the NAND2 Set Logic for an AND2 gate would need 8 FETs instead of the Boolean 4 FET 

design. The Hold DATA network also uses 0.55 Vt CNT FETs.  The Hold DATA network 

implementation depends on the cases where one input is DATA0/1 while another is NULL. This 

includes cases such as when the NAND2 output node Zb has become DATA1, one of the inputs 

X and Y can be DATA 0/1 while other has transitioned to NULL, and when Zb has become 

DATA0, one of X or Y can stay at DATA1 while the other transitions to NULL.   

Similar to the NAND2 gate, a DITL-TI XOR2 gate design is shown in Figure 26.  The 

Set NULL network for the XOR2 gate has three Nfets to ensure input completeness.  The Hold 

NULL network is the same as the NAND2 gate.  The XNOR2 Set Logic is used to set Z, which 

is inverted as XOR2 at Output Zb.  The Hold DATA network has two additional Nfets compared 

to the NAND2 gate.   

The Hspice simulation of the NAND2 and XOR2 DITL-TI gates yielded the waveforms 

shown in Figures 27 and 28, respectively. Both simulation waveforms show hysteresis 

functionality of output Zb, state holding for NULL at time 40 ns where the output remains at 

NULL after Y changes to DATA while X remains NULL. A similar case is at 70 ns where Zb 



 45 

remains DATA after Y changes to NULL while X remains DATA. It should be noted that both 

the NAND2 and XOR2 gates discussed here are pure combinational gates with no embedded 

registration.  These gates can be used with a separate register circuit discussed later to form 

sequential DITL logic.  Embedded registration can be included into the DITL-TI gates to create 

the NAND2 Register shown in Figure 29 and XOR2 Register in Figure 30.  The additional 

handshaking signals Ki and Ko are added to the circuit and the gate functions the same way as 

the original CMOS DITL gates discussed in Section 3.2.   
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Figure 26: DITL-TI XOR2 Gate 
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Figure 27: Output waveform for DITL-TI NAND2 Gate 

 

Figure 28: Output waveform for DITL-TI XOR2 Gate 
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The general architecture of the DITL-TI Register is similar to the DITL-TI Gate with 

FETs for handshaking signal Ki added in Set NULL, Hold NULL, Set Logic DATA, and Hold 

DATA networks, and generation of the Ko signal from the output using an Is-NULL component. 

In this case the Set NULL network will only be enabled if there is a Ki request-for-NULL and 

the Hold NULL network will be kept ON if the Ki request-for-NULL is still active.  Similarly, 

the Set Logic DATA network will only be enabled if there is a Ki request-for-DATA and the 
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Figure 29: DITL-TI NAND2 Register 
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Hold DATA network will be kept ON if Ki request for DATA is still active.  Note that the Ki 

signal needs a Boolean inverter.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The Is-NULL component used to generate Ko is similar to the Is-DATA component 

discussed in Section 3.1 but uses a NOR2 Boolean gate in place of NAND2 to create a Ko of 

logic 1 or request-for-DATA for an output Zb of NULL and Ko of logic 0 or request-for-NULL 

for an output Zb of DATA0/1.  The Hspice simulations of DITL-TI NAND2 and XOR2 registers 

yielded the waveforms shown in Figures 31 and 32, respectively.  
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Figure 30: DITL-TI XOR2 Register 
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Figure 31: Output waveform for DITL-TI NAND2 Register 

 

Figure 32: Output waveform for DITL-TI XOR2 Register 
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Based on the DITL-TI register design, a Single Bit register shown in Figure 33 was 

created to be used with combinational DITL-TI gates.  The Hspice simulation yielded the 

waveform shown in Figure 34. 
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Figure 33: DITL-TI Single Bit Register 
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5.3  CNT DITL using Detect Circuits 

Similar to the Detect0 and Detect1 circuits discussed in Section 3.1, CNT Detect circuits 

can be created as shown in Figure 35. The Detect0 and Detect1 circuits were implemented using 

CNT FETs with threshold voltages adjusted such that they yield minimum static and leakage 

power dissipation with acceptable switching speed.  With Vdd at 0.9 V, the Detect0 outputs a 

logic 1 only when its input is logic 0 and Detect1 outputs a logic 0 only for an input of logic 1.  

The Detect0 FETs will be turned OFF when IN is between 0.25 V to 0.35 V.  The Detect1 FETs 

will be turned OFF when IN is between 0.55 V and 0.65 V.  Therefore, dynamic power 

dissipation is minimal for both circuits.   

 

 

 

Figure 34: Output waveform for DITL-TI Single Bit Register 
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The CNT Detect0 and Detect1 circuits can be used to detect ternary voltages at the input; 

hence, a CNT DITL architecture similar to CMOS DITL registers discussed in Section 3.2 can 

be designed.  The Version I and II of the Original DITL NAND2 shown previously in Figures 17 

and 19 can be directly implemented using CNT FETs.  The Specific functions in Version I of 

DITL NAND2 would need to use 0.55 Vt CNT FETs since they are directly connected to ternary 

voltage inputs.  The FETs in pre-charge to NULL and the evaluate function networks can use 0.2 

Vt CNT FETs for faster speed.  All other FETs in the DITL circuit including inside the TH22, 

inverter, and Is-DATA components can use normal 0.25 Vt CNT FETs.  For the Version II DITL 

NAND2, since Is-DATA components provide the signals, the specific function network can use 

0.2 Vt CNT FETs for even faster performance.  Figure 36 shows the simulation waveform for a 

CNT DITL NAND2 version I and II, which is directly based on the original CMOS design.  
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Figure 35: CNT FET Detect Circuits 
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Similar to the original CMOS DITL architecture established in Section 3.2, modifications 

in the evaluate and hold data networks would result in a DITL-New Version I NAND2 register 

shown in Figure 37 and Version II NAND2 register shown in Figure 38.  Here also, Version II 

used the outputs of Is-DATA components to replace the primary inputs for the specific function 

networks. The modifications compared to the original circuit include the absence of an output 

completion TH22 gate, change in complexity of the Hold DATA1/0 networks, and difference in 

the way the Set NULL network is implemented. The output waveforms for the DITL-New 

NAND2 registers match the waveform in Figure 31 shown previously for the DITL-TI NAND2 

register.   

 

Figure 36: Output Waveform for Original CNT DITL NAND2 Register 
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Comparing the waveforms in Figures 31 and 36, it can be seen that both the Original 

DITL NAND2 and DITL-New (and DITL-TI) NAND2 register circuits behave the same way 

except when the output is holding NULL in the time range of 65 ns to 80 ns. For the original 

DITL circuit, the output can become NULL as soon as Ki and Ko are requesting NULL. But the 

DITL-new registers and DITL-TI registers implement it such that both inputs have to become 

NULL first before the output becomes NULL.  
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Figure 37: DITL-New Version I NAND2 Register 
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The registration part of the CNT DITL architecture can be removed to yield the CNT 

DITL NAND2 combinational gates Version I and II, shown in Figures 39 and 40, respectively.  

The simulation of these gates will yield a similar waveform as previously shown in Figure 27.  

To be used with these combinational gates, a DITL-New Version I and II single bit register can 

be designed as shown in Figure 41 and 42, respectively. Its simulation will yield a similar 

waveform as previously shown in Figure 34 for DITL-TI single bit register. 
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Figure 38: DITL-New Version II NAND2 Register 
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Figure 39: DITL Version I NAND2 Combinational Gate 
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Figure 40: DITL Version II NAND2 Combinational Gate 
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Figure 42: DITL-New Version II Single Bit Register 
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Figure 41: DITL-New Version I Single Bit Register 
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5.4  CNT DITL Simulation Results and Commentary 

The CNT DITL circuits mentioned in Sections 5.2 and 5.3 were simulated in Hspice and 

results for dynamic energy dissipation and rise and fall times tabulated in Tables VIII, IX, and X 

for a preliminary comparison.   

Comparing between the different DITL register methods in Tables VIII and IX, it can be 

seen that DITL-New circuits perform the best in terms of power and delay while DITL-TI 

circuits perform worst.  The DITL-TI circuits all have significant static power dissipation due to 

the method of diode connecting FETs to achieve a NULL at the output.  Figure 43 shows the 

Vdd source current waveform and primary output for a DITL-TI NAND2 register.  It can be seen 

that whenever the output is at NULL, the static current is at least 5uA. In Tables VIII and IX, 

comparing between best cases on DITL-New Version I and II circuits, Version I circuits 

consume less power because of using 0.55 Vt CNT FETs for the Logic network and Version II 

circuits are faster but more power consuming because of using 0.2Vt CNT FETs. 

Among the designs shown in Table X, a similar comparison can be made that DITL-TI 

gates are worst performers due to significant static power consumption.  DITL Version I gates 

perform best in terms of energy while DITL Version II gates perform best in terms of speed.  As 

a demonstration of CNT DITL used in a bigger circuit, a set of Full Adders were simulated using 

the methods and gates described previously.  Four kinds of Full Adder (FA) circuits were 

simulated:   

 (1) The Five gate FA example shown in Figure 20 using CNT DITL NAND2 and XOR2 

 gates and 1Bit registers as discussed in Tables IX and X 
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      TABLE VIII:  Measurements for CNT DITL NAND2 Registers 

Gate Type Dynamic 

Energy 

(fJ) 

Static 

Power 

DATA 

(nW) 

Static 

Power 

NULL 

(nW) 

Rise and Fall Times in (ps) 

N→Vdd Vdd→N N→Gnd Gnd→N 

DITL-TI 

Nand2 

register 

153 24.1 3730 12.8 20.7 10.7 21.9 

DITL V1 

Nand2 

register 

(Original) 

7.77 58.1 14.9 18.2 8.1 25.2 8.2 

DITL V2 

Nand2 

register 

(Original) 

9.26 19.7 21.4 15.2 10.2 17.8 11.8 

DITL V1 

Nand2 

register 

(New) 

6.66 7.99 32.2 14.9 6.7 21.6 6.0 

DITL V2 

Nand2 

register 

(New) 

8.23 11.1 11.5 11.6 6.5 14.9 5.9 
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      TABLE IX:  Measurements for CNT DITL XOR2 and 1Bit Registers 

Gate Type Dynamic 

Energy 

(fJ) 

Static 

Power 

DATA 

(nW) 

Static 

Power 

NULL 

(nW) 

Rise and Fall Times in (pS) 

N→Vdd Vdd→N N→Gnd Gnd→N 

DITL-TI 

Xor2 register 

138 16.2 3360 14.7 16.5 15.9 16.0 

DITL V1 

Xor2 register 

(Original) 

8.35 21.2 36.8 23.1 9.6 23.7 10.6 

DITL V2 

Xor2 register 

(Original) 

9.85 10.6 15.8 20.0 11.0 19.9 13.9 

DITL V1 

Xor2 register 

(New) 

7.20 24.8 27.9 19.9 6.6 19.6 6.9 

DITL V2 

Xor2 register 

(New) 

8.88 9.9 10.4 16.7 6.9 15.8 6.2 

DITL-TI 

1Bit register 

105 11.9 2550 12.3 15.7 11.2 14.6 

DITL V1 

1Bit register 

(New) 

3.76 22.7 36.9 15.8 9.4 15.3 9.5 

DITL V2 

1Bit register 

(New) 

4.64 6.98 12.6 12.1 6.5 11.3 6.5 
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 2) The 5-gate FA using CNT DITL NAND2 and XOR2 registers as discussed in  

 Tables  VIII and IX 

 3) Full Adder using 1Bit registers and FA-Sum and FA-Carry custom logic DITL  gates 

 based on the DITL gates in Tables IX and X. 

4) Full Adder using FA-Sum and FA-carry custom logic DITL registers based on  the 

 DITL registers in Tables VIII and IX. 

   TABLE X:  Measurements for CNT DITL Gates 

Gate Type Dynamic 

Energy 

(fJ) 

Static 

Power 

DATA 

(nW) 

Static 

Power 

NULL 

(nW) 

Rise and Fall Times in (pS) 

N→Vdd Vdd→N N→Gnd Gnd→N 

DITL-TI 

Nand2 gate 

137 16 3380 15.0 16.0 13.9 16.9 

DITL V1 

Nand2 gate 

(Detect) 

4.25 11.3 8.78 9.2 2.8 15.1 1.7 

DITL V2 

Nand2 gate 

(Detect) 

5.74 6.98 45.5 5.8 2.6 9.3 1.7 

DITL-TI 

Xor2 gate 

137 15.8 3380 14.1 14.5 13.5 14.4 

DITL V1 

Xor2 gate 

(Detect) 

4.46 10.4 28.1 13.0 7.0 13.4 2.6 

DITL V1 

Xor2 gate 

(Detect) 

4.46 14 43.9 13.0 7.0 13.4 2.6 
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The simulation waveform for a CNT DITL Full Adder circuit is shown in  

Figure  44 and it looks the same for all four types of FA circuits. It can be seen that the Full 

Adder displays hysteresis by state holding NULL at 40 ns and DATA at 70 ns. Tables XI and 

XII shows results from simulations of CNT DITL Full Adder circuits. 

 

 

 

 

 

 

Figure 43: Source Current for DITL-TI NAND2 Register 
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Considering Table XI, The low energy FA circuits used DITL Version I gates from Table 

X and DITL-New Version I registers from Table IX, while the speedier FA circuits used DITL 

Version II gates from Table X and DITL-New Version II registers from Table IX.  For Table XI, 

DITL FA SC gates were based on DITL Version I and Version II gates from Table X for energy 

and speed cases respectively, and DITL FA SC registers were based on DITL-New Version I and 

Version II gates from Table VIII for energy and speed cases respectively. 

The results in Tables X and XI show that the DITL FA 5 gates + 1Bit register circuits 

have best cases of Rise and Fall times for NULL to DATA1/0 back to NULL, due to the smallest 

 

Figure 44: Waveform for CNT DITL Full Adder Simulations 
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series transistor depth in its final stage, which is a maximum of four series FETs, but they also 

have very high dynamic energy and power consumption. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE XI:  Measurements for CNT DITL Full Adders Type 1 and 2 

Gate 

Type 

Dynamic 

Energy 

(fJ) 

 Rise and Fall Times in (pS) Delay 

(pS) 

Power 

(nW) 

DATA 

N→Vdd Vdd→N N→Gnd Gnd→N Di→Do Power 

(nW) 

NULL 

DITL FA             

5 gates + 

1Bit Reg 

(Energy) 

                      

77.6 

s 13.8 2.6 15.0 1.7 79.1 53 

c 9.6 2.7 15.9 1.7 96.2 67 

DITL FA             

5 gates + 

1Bit Reg 

(Speed) 

                  

93.5 

s 10.0 2.6 10.1 1.8 79.4 76 

c 6.8 2.6 9.5 1.8 99.1 65 

DITL FA             

5 

Registers 

(Energy) 

                 

76.9 

s 19.9 6.8 19.5 6.4 61.2 38 

c 16.1 6.8 22.0 6.2 84.6 58 

DITL FA             

5 

Registers 

(Speed) 

                

92.9 

s 16.6 6.7 15.4 6.4 62.7 56 

c 12.3 6.8 14.4 6.1 88.0 60 
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DITL FA SC Register circuits have the lowest energy/static power consumption as well 

as lowest input to output propagation delay.  This can be attributed to the single stage design 

where sum and carry are evaluated in the first stage itself.  But since the Sum and Carry custom 

logic functions have at least eight FETs in series in both Pfet and Nfet Set Data networks, the 

NULL to DATA1/0 times are highest for DITL FA SC Register circuits.   

TABLE XII:  Measurements for CNT DITL Full Adders Type 3 and 4 

Gate 

Type 

Dynamic 

Energy 

(fJ) 

 Rise and Fall Times in (pS) Delay 

(pS) 

Power 

(nW) 

DATA 

N→Vdd Vdd→N N→Gnd Gnd→N Di→Do Power 

(nW) 

NULL 

DITL FA   

SC gates 

+ 1Bit 

Reg 

(Energy) 

 

59.9 

s 19.5 2.6 20.9 1.8 57.5 48 

c 15.5 2.6 17.7 1.8 56.9 38 

DITL FA   

SC gates 

+ 1Bit 

Reg 

(Speed) 

           

69.3 

s 15.2 2.7 15.7 1.8 56.9 55 

c 14.8 2.7 14.7 1.9 58.0 50 

DITL FA   

SC 

Registers 

(Energy) 

                      

39.8 

s 27.6 7.0 28.2 6.7 32.8 33 

c 23.2 7.1 25.0 6.9 32.4 25 

DITL FA   

SC 

Registers 

(Speed) 

                 

50.0 

s 22.4 8.8 22.8 6.8 34.0 40 

c 22.4 7.1 21.7 6.6 34.9 27 
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6.  CONCLUSION 

6.1  Summary 

A new asynchronous paradigm called Delay-Insensitive Ternary Logic (DITL) 

combining the design aspects of NCL, PCHB, and Boolean gates was developed at the transistor 

level. DITL uses a single wire per bit, three voltage scheme to represent the three delay-

insensitive states of DATA0, DATA1, and NULL.  DITL is found to be more energy efficient 

when compared to similar paradigms like PCHB and NCL when simulated using the IBM 8rf-

DM 1.2V 130nm CMOS process.  An application for DITL is discussed in Secure Hardware 

design where circuit level side channel attacks based on measurement of timing, power, and EM 

signatures of the secure chip can be thwarted by the use of special DITL circuits.  These special 

DITL circuits are designed such that each DITL component of the system is balanced in terms of 

energy per operation, timing for NULL to DATA to NULL transitions, and EM signatures so 

that the attacker cannot distinguish between different cases of input patterns.  As a proof of 

concept of Secure DITL design, a 5-gate Full Adder was designed using balanced DITL gates 

and compared for variance in measurements against NCL and Boolean Full Adders, showing that 

DITL outperforms the others in resisting side-channel attacks.  Using the same methodology, a 

gate library of balanced DITL gates was created towards the transistor level design and layout of  

a DITL Secure ALU ready to be fabricated into a chip.  The DITL ALU design was implemented 

at the transistor level and simulated for several input cases, which yielded timing, energy, and 

power measurements.   

Carbon Nano-Tubes that work as FETs were used to build DITL architectures previously 

implemented using CMOS. By carefully choosing the CNT diameter, easy threshold 

modification of the FETs was achieved, which made it easier to design ternary detect circuits. 
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CNT DITL circuits were able to obtain either significant energy savings or increased speed up by 

employing CNT FETs with carefully crafted threshold voltages, unlike CMOS design where the 

choice of thresholds is limited. An alternate DITL architecture was also developed that makes 

use of diode connected CNT FETs to create an output of NULL without a ½ Vdd supply, but it 

suffered from large static power consumption.  A comparison was drawn in terms of energy and 

timing parameters for the different types of CNT DITL architectures by building a series of Full 

Adders. Among the full adder designs, the full custom single stage register full adders using a 

modified version of the original DITL architecture were found to be the best performers in case 

of dynamic switching energy as well as throughput, which is an indication that with better 

control of threshold voltages using CNT FETs, complex gates can be made to have both energy 

savings and speed.  

6.2  Future Work 

DITL is fundamentally different from the prevailing Boolean logic at the physical-level; 

therefore, no DITL gate libraries exist in the industry-standard CAD tools.  Hence, a full set of 

DITL libraries at VHDL-, transistor-, and layout-level, offering multiple driving strengths for 

each gate should be developed.  The VHDL-level library will contain the behavioral description 

of each DITL gate, and will be used for functional simulation.  The transistor-level library 

consists of the transistor schematic of each DITL gate using the IBM 8RF-DM 130nm CMOS 

process.  In addition to functionality, the most important consideration is transistor sizing, which 

has two purposes: 1) for achieving multiple output driving strengths; and 2) for balancing power 

and timing during gate switching while driving different fan-outs.  The currently available 

balanced DITL ALU gate library can be expanded as needed for gates with different drive 
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strengths and to cater to other/larger DITL designs.  These three libraries set the foundation of 

the subsequent tasks. 

As stated before, one of the advantages of DITL compared to other asynchronous 

paradigms is the compatibility with the synchronous circuit design flow due to the fact that 

Boolean and DITL paradigms utilize the same set of logic functions.  Since the size and 

complexity of modern digital ICs keep growing, an automated DITL design flow using 

commercial CAD tools is critical for wide adoption of DITL. 



 69 

REFERENCES 

[1] "International Technology Roadmap for Semiconductors - Design, 2003 Edition," 

http://www.itrs.net/Links/2003ITRS/Design2003.pdf  (available June 2012). 

[2] "International Technology Roadmap for Semiconductors - Design, 2007 Edition," 

http://www.itrs.net/Links/2007ITRS/2007_Chapters/2007_Design.pdf  (available June 2012). 

[3] " International Technology Roadmap for Semiconductors, 2011 Edition," 

http://www.itrs.net/Links/2011ITRS/Home2011.htm (available June 2012) 

[4] Ivan E.  Sutherland, “Micropipelines,” Communications of the ACM, Vol.  32/6, pp.  

720-738, 1989. 

[5] K.  M.  Fant and S.  A.  Brandt, “NULL Convention Logic:  A Complete and Consistent 

Logic for Asynchronous Digital Circuit Synthesis,” International Conference on Application 

Specific Systems, Architectures, and Processors, pp.  261-273, 1996  

[6] A.  J.  Martin and M.  Nystrom, “Asynchronous Techniques for System On Chip Design,” 

Proceedings of the IEEE, pp.  1089 – 1120, Vol.  94, No.  6, June 2006. 

[7] K.  Van Berkel, “Beware the Isochronic Fork,” Integration, the VLSI Journal, Vol.  13/2, 

pp.  103-128, 1992. 

[8] I.  David, R.  Ginosar, and M.  Yoeli, “An Efficient Implementation of Boolean Functions 

as Self-Timed Circuits,” IEEE Transactions on Computers, Vol.  41/1, pp.  2-10, 1992. 

[9] C.  L.  Seitz, “System Timing,” in Introduction to VLSI Systems, Addison-Wesley, pp.  

218-262, 1980. 

[10] J.  Sparso, J.  Staunstrup, M.  Dantzer-Sorensen, “Design of Delay-Insensitive Circuits 

using Multi-Ring Structures,” Proceedings of the European Design Automation Conference, pp.  

15-20, 1992. 

[11] T.  S.  Anantharaman, “A Delay-Insensitive Regular Expression Recognizer,” IEEE VLSI 

Technical Bulletin, Sept.  1986. 

[12] N.  P.  Singh, "A Design Methodology for Self-Timed Systems," Master’s Thesis, 

MIT/LCS/TR-258, Laboratory for Computer Science, MIT,1981. 

[13] D.  E.  Muller, “Asynchronous Logics and Application to Information Processing,” in 

Switching  Theory in Space Technology, Stanford University Press, pp.  289- 297, 1963. 



 70 

[14] S.  C.  Smith, R.  F.  DeMara, J.  S.  Yuan, D.  Ferguson, and D.  Lamb, “Optimization of 

NULL  Convention Self-Timed Circuits,” Integration, the VLSI Journal, Vol.  37/3, pp.  135-165, 

August  2004. 

[15] G.  E.  Sobelman and K.  M.  Fant, “CMOS Circuit Design of Threshold Gates with 

Hysteresis,” IEEE  International Symposium on Circuits and Systems (II), pp.  61- 65, 1998. 

[16] C.  L.  Connell and P.T.  Balsara, “A New Ternary MVL Based Completion Detection 

Method for the Design of Self-Ttimed Circuits Using Dynamic CMOS Logic,” Proceedings of the 

45th Midwest  Symposium on Circuits and Systems MWSCAS-2002, Vol.  1, pp.  503-506, Aug.  

2002. 

[17] C.  L.  Connell and P.T.  Balsara, “A Novel Single-rail Variable Encoded Completion 

Detection Scheme for Self-Timed Circuit Design Using Ternary Multiple Valued Logic,” 

Proceedings of the IEEE 2nd Dallas CAS Workshop on Low Power/Low Voltage Mixed-Signal 

Circuits and Systems, pp.  7 – 10, March 2001. 

[18] Y.  Nagata and M.  Mukaidono, “Design of an Asynchronous Digital System with 

Bternary Logic,” Proceedings of the 27th International Symposium on Multiple-Valued Logic, 

pp.  265 – 271, May  1997. 

[19] Y.  Nagata, D.M.  Miller and M.  Mukaidono, “B-ternary Logic Based Asynchronous 

Micropipeline,” Proceedings of the 29th IEEE International Symposium on Multiple-Valued 

Logic, pp.  214 – 219,  May 1999. 

[20] T.  Felicijan and S.B Furber, “An Asynchronous Ternary Logic Signaling System,” IEEE 

Transactions on Very Large Scale Integration (VLSI) Systems, Vol.  11, Issue 6, pp.  1114 – 

1119, Dec.  2003. 

[21] R.  Mariani, R.  Roncella, R.  Saletti and P.  Terreni, “On the Realisation of Delay-

Insensitive Asynchronous Circuits with CMOS Ternary Logic,”Third International Symposium 

on Advanced Research in Asynchronous Circuits and Systems (ASYNC '97), 1997. 

[22] R.  Mariani, R.  Roncella, R.  Saletti and P.  Terreni,“A Useful Application of CMOS 

Ternary Logic to the Realisation of Asynchronous Circuits,” Proceedings of the 27th 

International Symposium on Multiple-Valued Logic, pp.  203 – 208, May 1997. 

[23] J.  L.  Huertas and J.  M.  Carmona, “Low-Power Ternary CMOS Circuits,” IEEE 

Proceedings of ISMVL, pp.  170-174, 1979. 

[24] A.  Keshavarzi, S.  Ma, S.  Narendra, B.  Bloechel, K.  Mistry, T.  Ghani, S.  Borkar, V.  

De, “Effectiveness of Reverse Body Bias for Leakage Control in Scaled Dual Vt CMOS ICs,” 



 71 

Proceedings of the 2001 International Symposium on Low power electronics and Design, pp.  

207-212, August 2001. 

[25] K.  Nose, M.  Hirabayashi, H.  Kawaguchi, S.  Lee, and T.  Sakurai, “VTHHopping 

Scheme to Reduce Subthreshold Leakage for Low-Power Processors,” IEEE Journal of Solid-

State Circuits, Vol.  37, No.   3, March 2002. 

[26] J.  Tschanz, J.  Kao, S.  Narendra, R.  Nair, D.Antoniadis, A.  Chandrakasan, and V.  De, 

"Adaptive Body Bias for Reducing Impacts of Die-to-Die and Within-Die Parameter Variation 

on Microprocessor Frequency and Leakage," ISSCC Digest of Technical Papers, pp.  412--413, 

Feb.  2002. 

 [27] P.  Kocher, J.  Jaffe, and B.  Jun “Differential Power Analysis,” Springer-Verlag, LNCS 

1666,pp.  388- 397, Cryto’99, 1999 

[28] P.  Kocher, J.  Jaffe, and B.  Jun, “Introduction to Differential Power Analysis and 

Related Attacks,” 1998, http://www.cryptography.com/dpa/technical  

[29] T.  Messerges, E.  Dabbish, and R.  Sloan, “Investigations of Power Analysis Attacks on 

Smartcards,” USENIX Workshop on Smartcard Technology, 1999, pp.  17-17 

[30] J.  Coron, “Resistance against Differential Power Analysis for Elliptic Curve 

Cryptosystems,” 1st International Workshop on Cryptographic Hardware and Embedded 

Systems, 1999, pp.  292-302 

[31] B.  Boer, K.  Lemke, and G.  Wicke, “A DPA Attack against the Modular Reduction 

within a CRT  Implementation of RSA,” 4th International Workshop on Cryptographic Hardware 

and Embedded Systems, 2002, pp.  228-243 

[32] S.  Serner and W.  Colin, “More Detail for a Combined Timing and Power Attack against 

Implementations of RSA,” IMA International Conference, No.  9, 2003, pp.  245-263  

[33] S.  Ors, F.  Gurkaynak, E.  Oswald, and B.  Preneel, “Power-Analysis Attack on an ASIC 

AES implementation,” ITCC 2004, pp.  546-552 

[34] G.  Boracchi, “A Study on the Efficiency of Differential Power Analysis on AES S-Box,” 

Technical Report 2007-17, DEI Politecnico di Milano 

[35] S.  Chari, C.  Jutla, J.  Rao, and P.  Rohatgi, “A Cautionary Note Regarding Evaluation of 

AES Candidates on Smart Cards,” 2nd Advanced Encryption Standard Candidate Conference, 

pp.  133-147, 1999  



 72 

[36] O.  Berna, O.  Elisabeth, and P.  Bart, “Power-Analysis Attacks on an FPGA - First 

Experimental Results,” CHES 2003, pp.  35-50 

[37] S.  Ors, F.  Gurkaynak, E.  Oswald, and B.  Preneel, “Power-Analysis Attack on an ASIC 

AES implementation,” ITCC 2004, pp.  546-552 

 [38] K.  Tiri, M.  Akmal, and I.  Verbauwhede, “A Dynamic and Differential CMOS Logic 

with Signal Independent Power Consumption to Withstand Differential Power Analysis on Smart 

Cards,” ESSCIRC 2002, pp.403-406 

[39] F.  Mace, F.  Standaert, I.  Hassoune, J.  Quisquater, J.  Legat, “A Dynamic Current Mode 

Logic to Counteract Power Analysis Attacks,” DCIS 2004, pp.  186-191 

[40] F.  Mace, f.  Standaert, J.  Quisquater, and J.  Legat, “A Design Methodology for Secured 

ICs Using Dynamic Current Mode Logic,” PATMOS 2005, pp.  550-560 

[41] K.  Tiri and I.  Verbauwhede, “A Logic Level Design Methodology for a Secure DPA 

Resistant ASIC or FPGA Implementation,” DATE 2004, pp 246-251 

[42] I.  Verbauwhede, K.  Tiri, D.  Hwang, and P.  Schaumont, “Circuits and Design 

Techniques for Secure ICs Resistant to Side-Channel Attacks,” ICICDT 2006 

[43] K.  Tiri and I.  Verbauwhede, “Charge Recycling Sense Amplifier Based Logic - Securing 

Low Power Security ICs against DPA,” ESSCIRC 2004, pp.  179-182 

[44] S.  Guilley, P.  Hoogvorst, Y.  Mathieu, R.  Pacalet, and J.  Provost, “CMOS Structures 

Suitable for Secured Hardware,” DATE 2004, pp.  1414-1415 

[45] J.  Golic and R.  Menicocci, “Universal Masking on Logic Gate Level,” IEEE Electronics 

Letters, Vol.  40, No.  9, 2004, pp.  526-528 

[46] M.  Aigner, S.  Mangard, R.  Menicocci, M.  Olivieri, G.  Scotti, and A.  Trifiletti, “A 

Novel CMOS Logic Style with Data Independent Power Consumption,” ISCAS 2005, pp.  1066-

1069  

[47] K.  Tiri and I.  Verbauwhede, “Design Method for Constant Power Consumption of 

Differential Logic Circuits,” DATE 2005, pp 628-633 

[48] A.  Khatibzadeh and C.  Gebotys, “Enhanced Current-Balanced Logic (ECBL) - An Area 

Efficient Solution to Secure Smart Cards against Differential Power Attack,” ITNG 2007, pp.  

898-899 



 73 

[49] K.  Lin, S.  Fan, S.  Yang, and C.  Lo, “Overcoming Glitches and Dissipation Timing 

Skews in Design of DPA Resistant Cryptographic Hardware,” DATE 2007, pp.  1265-1270 

[50] V.  Sundaresan, S.  Rammohan, and R.  Vemuri, “Power Invariant Secure IC Design 

Methodology Using Reduced Complementary Dynamic and Differential Logic,” IFIP 

International Conference on VLSI- SoC, 2007, pp.  1-6 

[51] A.  Moradi, M.  Khatir, M.  Salmasizadeh, and M.  Shalmani, “Investigating the DPA 

Resistance Property of Charge Recovery Logics,” IACR 2008 

[52] K.  Kulikowski, V.  Venkataraman, Z.  Wang, and A.  Taubin, “Power Balanced Gates 

Insensitive to  Routing Capacitance Mismatch,” DATE 2008, pp.  1280-1285 

[53] M.  Khatir and A.  Moradi, “Secure Adiabatic Logic - A Low-Energy DPA-Resistant 

Logic Style,”  IACR 2008 

[54] P.  Cunningham, R.  Anderson, R.  Mullins, G.  Taylor, and S.  Moore, “Improving Smart 

Card Security Using Self-Timed Circuits,” 8th International Symposium on Asynchronous 

Circuits and Systems,  2002, pp.  211 

[55] Z.  Yu, S.  Furber, L.  Plana, “An Investigation into the Security of Self-timed Circuits,” 

9th International Symposium on Asynchronous Circuits and Systems, 2003, pp.  206-215 

[56] A.  Bystrov, D.  Sololov, A.  Yakovlev, and A.  Koelmans, “Balancing Power Signature 

in Secure  Systems,” 14th UK Asynchronous Forum 

[57] A.  Yu and D.  Bree, “A Clock-less Implementation of the AES Resists to Power and 

Timing Attacks,” ITCC 2004, pp.  525 

[58] D.  MacDonald, “A Balanced-Power Domino-Style Standard Cell Library for Fine-Grain  

Asynchronous Pipelined Design to Resist Differential Power Analysis Attacks,” M.S.  thesis,  

http://reliable.bu.edu/Projects/MacDonald_thesis.pdf  

[59] F.  Bouesse, M.  Renaudin, and F.  Germain, “Asynchronous AES Crypto-processor 

Including Secured and Optimized Blocks”, the Journal of Integrated Circuits and Systems (JICS), 

Volume 1, ISSN 1807-1953,March 2004. 

[60] K.  Kulikowski, S.  Ming, A.  Smirnov, A.  Taubin, M.  Karpovsky, and D.  MacDonald, 

“Delay-Insensitive Encoding and Power Analysis - A Balancing Act,” ASYNC 2005, pp.  116-

125 



 74 

[61] D.  Sokolov, J.  Murphy, A.  Bystrov, and A.  Yakovlev, “Design and Analysis of Dual-

Rail Circuits of Security Applications,” IEEE Transactions on Computer, Vol.  54, Issue 4, 2005, 

pp.  449-460 

[62] G.  Bouesse, M.  Renaudin, S.  Dumont, and F.  Germain, “DPA on Quasi Delay-

Insensitive  Asynchronous Circuits - Formalization and Improvement,” DATE 2005, pp.  424-

429 

[63] F.  Gurkaynak, S.  Oetiker, H.  Kaeslin, N.  Felber, and W.  Fichtner, ”Improving DPA 

Security by Using Globally-Asynchronous Locally-Synchronous Systems,” ESSCIRC 2005, pp.  

407- 410 

[64] J.  Murphy, A.  Bystrov, and A.  Yakovlev, “Power-Balanced Self Checking Circuits for 

Cryptographic Chips,” IOLTS 2005, pp.  157-162 

[65] P.  Oikonomakos, and S.  Moore, “An Asynchronous PLA with Improved Security 

Characteristics,” 9th EUROMICRO Conference on Digital System Design, 2006, pp.  257- 264 

[66] K.  Kulikowski, A.  Smirnov, and A.  Taubin, “Automated Design of Cryptographic 

Devices Resistant to Multiple Side-Channel Attacks,” CHES, pp.  399--413, 2006  

[67] I.  Verbauwhede, K.  Tiri, D.  Hwang, and P.  Schaumont, “Circuits and Design 

Techniques for Secure ICs Resistant to Side-Channel Attacks,” ICICDT 2006  

[68] F.  Gürkaynak, S.  Oetiker, H.  Kaeslin, N.  Felber, and W.  Fichtner, “Design Challenges 

for a Differential-Power-Analysis Aware GALS-based AES Crypto ASIC,” FMGALS 2005, 

pp.133-149  

[69] K.  Baddam and M.  Zwolinshi, “A Dual Rail Circuit Technique to Tolerate Routing 

Imbalances,” 2nd International Workshop on Embedded Systems Security in con junction with 

7th Annual ACM International Conference on Embedded Software (EMSOFT), 2007  

[70] D.  Shang, F.  Burns, A.  Bystrov, A.  Koelmans, D.  Sokolov, and A.  Yakovlev, “High-

Security Asynchronous Circuit Implementation of AES,” IEE Proceedings-Computers and Digital 

Techniques 2006, 153(2), 71-77  

[71] K.  Kulikowski, V.  Venkataraman, Z.  Wang, A.  Taubin, and M.  Karpovsky, 

“Asynchronous Balanced Gates Tolerant to Interconnect Variability,” ISCAS 2008, pp.  3190-

3193  

[72] K.  Baddam and M.  Zwolinski, “Path Switching - A Technique to Tolerate Dual Rail 

Routing Imbalances,” Design Automation for Embedded Systems, 2008  



 75 

[73] B.  Moller, “Parallelizable Elliptic Curve Point Multiplication Method with Resistance 

against Side-Channel Attacks,” 5th International conference on Information Security, 2002, pp.  

402413  

[74] N.  Courtois and L.  Goubin, “An Algebraic Masking Method to Protect AES Against 

Power Attacks,” ICISC 2005, pp.  199-209  

[75] Y.  Wang, J.  Leiwo, T.  Srikanthan, and L.  Jianwen, “An Efficient Algorithm for DPA-

resistent RSA,” APCCAS 2006, pp.  1659-1662  

[76] H.  Saputra, N.  Vijaykrishnan, M.  Kandrmir, M.  Irwin, R.  Brooks, S.  Kim, and W.  

Zhang, “Masking the Energy Behavior of DES Encryption,” DATE 2003, pp.  84-89 

[77] G.  Ratanpal, R.  Williams, and T.  Blalock, “An On-Chip Signal Suppression 

Countermeasure to Power Analysis Attacks,” IEEE Transactions on Dependable and Secure 

Computing, v.1 n.3, p.179-189, July 2004  

[78] D.  Mesquita, J.  Techer, L.  Torres, G.  Sassatelli, G.  Cambon, M.  Robert, and F.  

Moraes, “Current Mask Generation - A Transistor Level Security Against DPA Attacks,” 18th 

Symposium on Integrated Circuits and Systems Design, 2005, pp.  115-120  

[79] X.  Li, H.  Vahedi, R.  Muresan, and S.  Gregori, “An Integrated Current Flattening 

Module for Embedded Cryptosystems,” ISCAS 2005, pp.  436-439  

[80] R.  Muresan and C.  Gebotys, “Current Flattening in Software and Hardware for 

Security Applications,” 2nd IEEE/ACM/IFIP international conference on Hardware/software 

codesign and system synthesis, 2004, pp .  218-223  

[81] S.  Haider and L.  Nazhandali, “Utilizing Sub-threshold Technology for the Creation of 

Secure Circuits,” ISCAS 2008, pp.  318 2-3185 

[82] M.  Hasan, “Power Analysis Attacks and Algorithmic Approaches to their 

Countermeasures for Koblitz Curve Cryptosystems,” IEEE Transactions on Computers, Vol.  50, 

Issue 10, pp.  1071-1083  

[83] M.  Hideyo, M.  Atsuko, and M.  Hiroaki, “Efficient Countermeasures Against RPA, 

DPA, and SPA,” CHES 2004, pp.  343-356  

[84] L.  Benini, E.  Omerbegovic, A.  Macii, M.  Poncino, E.  Macii, and F.  Pro, “Energy 

Aware Design Techniques for Differential Power Analysis Protection,” 2003 Design Automation 

Conference, pp.  36-41  



 76 

[85] P.  Corsonello, S.  Perri, and M.  Maargala, “A New Charge-Pump Based 

Countermeasure Against Differential Power Analysis,” ASICON 2005, pp.  66-69  

[86] P.  Corsonello, S.  Perri, and M.  Margala, “An Integrated Countermeasure Against 

Differential Power Analysis for Secure Smart-Cards,” ISCAS 2006, pp.  5611-5614  

[87] S.  Yang, W.  Wolf, N.  Vijaykrishnan, D.  Serpanos, and Y.  Xie, “Power Attack 

Resistant Cryptosystem Design - A Dynamic Voltage and Frequency Switching Approach,” 

DATE 2005, pp.  64-69  

[88] K.  Baddam and M.  Zwolinski, “Evaluation of Dynamic Voltage and Frequency Scaling 

as a Differential Power Analysis Countermeasure,” 20th International Conference on VLSI 

Design held jointly with 6th International Conference on Embedded Systems, 2007, pp.  854-862  

[89] J.  Ambrose, R.  Ragel, and S.  Parameswaran, “RIJID - Random Code Injection to Mask 

Power Analysis based Side Channel Attacks,” DAC 2007, pp.  489-492  

[90] C.  K.  Kim, J.  C.  Ha, S.  J.  Moon, S.  M.  Yen, W.  C.  Lien, and S.  H.  Kim, “An 

Improved and Efficient Countermeasure Against Power Analysis Attacks,” Cryptology ePrint 

Archive, Report 2005/022, January 2005.   

[91] J.  Blomer, J.  Guajardo, and V.  Krummel, “Provably Secure Masking of AES,” SAC 

2004, Vol.  3357, pp.  69-83  

[92] M.  Rivain, E.  Dottax, and E.  Prouff, “Block Ciphers Implementations Provably Secure 

Against Second Order Side Channel Analysis,” Fast Software Encryption 2008  

[93] D.  Suzuki, M.  Saeki, and T.  Ichikawa, “Random Switching Logic - A Countermeasure 

Against DPA Based on Transition Probability,” Cryptology ePrint Archive, 2004/346, 

http://eprint.iacr.org/complete/  

[94] P.  Kocher, “Timing Attacks on Implementations of Diffie-Hellman, RSA, DSS, and Other 

Systems,” 16th Annual International Cryptology Conference on Advances in Cryptology, 1996, 

pp.  104-113 

[95] J.  Dhem, F.  Koeune, P.  Leroux, J.  Quisquater, and J.  Willems, “A Practical 

Implementation of the Timing Attack,” International Conference on Smart Card Research and 

Applications, 1998, pp.  167-182  

[96] I.  Goldberg and D.  Wagner, “Architectural Considerations for Cryptanalytic 

Hardware,” 1996,  http://security.ece.orst.edu/koc/ece575/wagner/paper.ps  



 77 

[97] F.  Koeune, F.  Koeune, J.  Quisquater, and J.  Quisquater, “A Timing Attack Against 

Rijndael,” 1999, http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.42.679  

[98] J.  Quisquater, W.  Schindler, and W.  Schindler, “Unleashing the Full Power of Timing 

Attack,” Technical Report CG-2001/3, Universite Catholique de Louvain, Crypto Group, 2001.   

[99] J.  Cathalo, F.  Koeune, and J.  Quisquater, “A New Type of Timing Attack - Application 

to GPS,” LNCS 2003, Issue 2779, pp.  291-303  

[100] B.  Chevallier-Mames, M.  Ciet, and M.  Joye, “Low-cost Solutions for Preventing Simple 

Side-Channel Analysis:  Side-channel Atomicity,” IEEE Transactions on Computers, Vol.  53, 

Issue 6, 2004, pp.  76 0-768  

[101] D.  Page and N.  Smart, “Parallel Cryptographic Arithmetic Using a Redundant 

Montgomery Representation,” IEEE Transactions on Computers, Vol.  53, Issue 11, pp.  1474-

1482  

[102] A.  Hodjat, D.  Hwang, and I.  Verbauwhede, “A Scalable and High Performance Elliptic 

Curve Processor with Resistance to Timing Attacks,” ITCC 2005, pp.  53 8-543  

[103] E.  Mulder, S.  Ors, B.  Preneel, and I.  Verbauwhede, “Differential Electromagnetic 

Attack on an FPGA Implementation of Elliptic Curve Cryptosystems,” WAC 2006, pp.  1-6  

[104] J.  Rao, and P.  Rohatgi, “EMpowering Side-Channel Attacks,” Preliminary Technical 

Teport, May 11 2001.  http://citeseer.ist.psu.edu/rao01empowering.html  

[105] Agrawal, D., Archambeauit, B., Rao, J.  R., and Rohatgi, "The EM Side-Channel(s):  

Attacks and Assessment Methodologies," http://www.research.ibm.com/intsec/emf.html  

[106] S.  Chari, J.  Rao, and P.  Rohatgi, “Template Attacks,” 4th International Workshop on 

Cryptographic Hardware and Embedded Systems, 2002, pp.  13-28  

[107] V.  Carlier, H.  Chabanne, E.  Dottax, and H.  Pelletier, “Electromagnetic Side Channels 

of an FPGA Implementation of AES,” Cryptology ePrint Archive, Report 2004/145  

[108] E.  Mulder, S.  Ors, B.  Preneel, and I.  Verbauwhede, “Differential Electromagnetic 

Attack on an FPGA Implementation of Elliptic Curve Cryptosystems,” WAC 2006, pp.  1-6  

[109] E.  Mulder, P.  Buysschaert, S.  Ors, P.  Delmotte, B.  Preneel, and I.  Verbauwhede, 

“Electromagnetic Analysis Attack on an FPGA Implementation of Elliptic Curve Cryptosystem,” 

EUROCON 2005, http://www.sps.ele.tue.nl/members/m.j.bastiaans/spc/demulder.pdf  



 78 

[110] A.  Matthews, “Low Cost Attacks on Smart-Cards - The Electromagnetic Side-Channel,” 

2006, http://www.ngssoftware.com/research/papers/EMA.pdf  

[111] Agrawal, D., Archambeauit, B., Rao, J.  R., and Rohatgi, "The EM Side-Channel(s):  

Attacks and Assessment Methodologies," http://www.research.ibm.com/intsec/emf.html  

[112] E.  Biham and A.  Shamir, “Differential Fault Analysis of Secret Key Cryptosystems,” 

17th Annual International Cryptology Conference on Advances in Cryptology, 1997, pp.  513-

525  

[113] R.  Anderson, and M.  Kuhn , “Low Cost Attacks on Tamper Resistant Devices,” IWSP 

1997  

[114] D.  Boneh, R.  Demillo, and R.  Lipton, “On the Importance of Checking Cryptographic 

Protocols for Faults,” Journal of Cryptology, 1997  

[115] M.  Joye, A.  Lenstra, and J.  Quisquater, “Chinese Remaindering Based Cryptosystems 

in the Presence of Faults,” Journal of Cryptology 12(4):241–245, 1999  

[116] J.  Muir, “Seifert’s RSA Fault Attack:  Simplified Analysis and Generalizations,” 

Cryptology ePrint Archive, Report 2005/458, 2005.  http://eprint.iacr.org/2005/458  

[117] C.  Kim and J.  Quisquater, “How can we Overcome both Side Channel Analysis and 

Fault Attacks on RSA-CRT,” FDTC 2007, pp.  21-29  

[118] I.  Biehl, B.  Meyer, and V.  Meyer, “Differential Fault Attacks on Elliptic Curve 

Cryptosystems,” 20th Annual International Cryptology Conference on Advances in Cryptology, 

2000, pp.  131-146  

[119] M.  Ciet and M.  Joye, “Elliptic Curve Cryptosystems in the Presence of Permanent and 

Transient Faults,” Designs, Co des and Cryptography, Vol.  36, Issue 1, 2005, pp.  33-43  

[120] J.  Blomer, M.  Otto, and J.  Seifert.  “Sign Change Fault Attacks on Elliptic Curve 

Cryptosystems,” Cryptology ePrint Archive, Report 2004/227, 2004.  

http://eprint.iacr.org/2004/227  

[121] C.  Giraud, “DFA on AES,” 4th International Conference on AES, 2004  

[122] G.  Piret, J.  Quisquater, “A Differential Fault Attack Technique against SPN Structures, 

with Application to the AES and KHAZAD,” CHES 2003, pp.  77-88  

[123] P.  Dusart, G.  Letourneux, and O.  Vivolo, “Differential Fault Analysis on A.E.S.”, 

Cryptology ePrint Archive:  Report 2003/010.  http://www.iacr.org  



 79 

[124] J.  Takahashi, T.  Fukunaga, and K.  Yamakoshi, “DFA Mechanism on the AES Key 

Schedule,” FDTC 2007, pp.  62-74  

[125] J.  Takahashi and T.  Fukunaga, “Differential Fault Analysis on the AES Key Schedule,” 

2007,  http://eprint.iacr.org/2007/480.pdf  

[126] D.  Naccache, P.  Nguyen, M.  Tunstall, and C.  Whelan, “Experimenting with Faults, 

Lattices and the DSA,” Public Key Cryptography — PKC 2005, 

http://eprint.iacr.org/2004/277.pdf  

[127] K.  Wirt.  “Fault Attack on the DVB Common Scrambling Algorithm”, Computational 

Science and Its Applications, 2005, pp.577–584.   

[128] E.  Biham, L.  Granboulan, and P.  Q.  Nguyn, “Impossible Fault Analysis of RC4 and 

Differential Fault Analysis of RC4”, Fast Software Encryption-FSE 2005.  LNCS 3557, 

Springer-Verlag, Berlin, 2005, pp.359–367.   

[129] L.  Batina, E.  Mulder, K.  Lemke, S.  Mangard, E.  Oswald, G.  Piret, and F.  Standaert, 

“Electromagnetic Analysis and Fault Attacks:  State of the Art,” ECRYPT NOE deliverable, 

D.VAM.4, May 2005  

[130] R.  Karri, K.  Wu, P.  Mishra, and Y.  Kim, “Fault-Based Side-Channel Cryptanalysis 

Tolerant Rijndael Symmetric Block Cipher Architecture,” DFT 2001, pp.  427  

[131] Kaijie Wu, Ramesh Karri, Piy ush Mishra, “Concurrent Error Detection of Fault-Based 

Side-Channel Cryptanalysis of 128-Bit RC6 Block Cipher,” Special Issue on Defect and Fault 

Tolerance in VLSI Systems.  Microelectronics Journal, January 2003 , Vol 34, No.  1, pp 31-39  

[132] S.  Mitra and E.  McCluskey, “Which Concurrent Error Detection Scheme to Choose,” 

2004, http://www-crc.stanford.edu/crc_papers/mitraitc002.pdf  

[133] N.  Joshi, K.  Wu, J.  Sundararajan, and R.  Karri, “Concurrent Error Detection for 

Involutional Functions with applications in Fault Tolerant Cryptographic Hardware Design,” 

IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems (TCAD), 

June, 2006, 1163-1169.   

[134] N.  Joshi, J.  Sundararajan, K.  Wu, B.  Yang, and R.  Karri, “Tamper Proofing by Design 

Using Generalized Involution-Based Concurrent Error Detection for Involutional Substitution 

Permutation and Feistel Networks,” IEEE Transactions on Computers, vol.  55, no.  10, pp.  

1230-1239, Oct., 2006  

[135] C.  Huiju and H.  Heys, “A Compact ASIC Implementation of the Advanced Encryption 

Standard with Concurrent Error Detection,” ISCAS 2008, pp.  2921-2924  



 80 

[136] C.  Huiju and H.  Heys, “Compact Hardware Implementation of the Block Cipher 

Camellia with Concurrent Error Detection,” CCECE 2007, pp.  1129-1132  

[137] A.  Hariri and A.  Reyhani-Masoleh, “Fault Detection Structures for the Montgomery 

Multiplication over Binary Extension Fields,” FDTC 2007, pp.  37-46  

[138] R.  Stern, N.  Joshi, K.  Wu, and R.  Karri, “Register Transfer Level Concurrent Error 

Detection in Elliptic Curve Crypto Implementations,” FDTC 2007, pp.  112-119  

[139] K.  Kulikowski, M.  Karpovsky, A.  Taubin, and Z.  Wang, “Concurrent Fault Detection 

for Secure QDI Asynchronous Circuits,” DSN 2008  

[140] G.  Bertoni, L.  Breveglieri, I.  Koren, P.  Maistri, and V.  Piuri, ”Detecting and Locating 

Faults in VLSI Implementations of the Advanced Encryption Standard,” 18th IEEE International 

Symposium on Defect and Fault Tolerance in VLSI Systems, 2003, pp.  105  

[141] R.  Karri, G.  Kuznetsov, and M.  Goessel,"Parity-Based Concurrent Error Detection in 

Symmetric Block Ciphers,” ITC 2003, pp.  919  

[142] R.  Karri, G.  Kuznetsov, and M.  Goessel, “Parity-based Concurrent Error Detection of 

Substitution-Permutation Network Block Ciphers,” CHES 2 003, pp.  113-124  

[143] G.  Bertoni, L.  Breveglieri, I.  Koren, and P.  Maistri, “An Efficient Hardware-Based 

Fault Diagnosis Scheme for AES:  Performances and Cost,” pp.130-138, 19th IEEE Internatio 

nal Symposium on Defect and Fault Tolerance in VLSI Systems (DFT'04), 2004  

[144] L.  Breveglieri, I.  Koren, and P Maistri, “Detecting Faults in Four Symmetric Key Block 

Ciphers,” pp.258-268, 15th IEEE International Conference on Application-Specific Systems, 

Architectures and Processors (ASAP'04), 2004  

[145] M.  Karpovsky, K.  Kulikowski, and A.  Taubin, “Robust Protection Against Fault-

Injection Attacks on Smart Cards Implementing the Advanced E ncryption Standard,” pp.93, 

2004 International Conference on Dependable Systems and Networks (DSN'04), 2004  

[146] V.  Ocheretnij, G.  Kouznetsov, R.  Karri, and M.  Gossel, “On-Line Error Detection and 

BIST for the AES Encryption Algorithm with Different S-Box Implementations,” 11th IEEE 

international on-Line Testing Symposium (July 06 - 08, 2005).  IEEE Computer Society, 

Washington, DC, 141-146.   

[147] K.  Kulikowski, M.  Karpovsky, and A.  Taubin, “Robust Codes for Fault Attack 

Resistant Cryptographic Hardware,” Workshop on Fault Diagnosis and Tolerance in 

Cryptography 2005 (FTDC'05), September 2005.   



 81 

[148] M.  Kermani and A.  Reyhani-Masoleh, “Parity-Based Fault Detection Architecture of S-

box for Advanced Encryption Standard,” pp.572 -580, 21st IEEE International Symposium on 

Defect and Fault-Tolerance in VLSI Systems (DFT'06), 2006  

[149] C.Yen and B.  Wu, “Simple Error Detection Methods for Hardware Implementation of 

Advanced Encryption Standard,” IEEE Transactions on Computers, vol.  55, no.  6, pp.  720731, 

Jun., 2006  

[150] L.  Breveglieri, I.  Koren, and P.  Maistri, “An Operation-Centered Approach to Fault 

Detection in Symmetric Cryptography Ciphers,” IEEE Transactions on Computers, vol.  56, no.  

5, pp.  635-649, May, 2007  

[151] B.  Sunar, G.  Gaubatz, and E.  Savas, “Sequential Circuit Design for Embedded 

Cryptographic Applications Resilient to Adversarial Faults,” IEEE Transactions on Computers, 

vol.  57, no.  1, pp.  126-138, Jan., 2008  

[152] E.  Ozturk, G.  Gaubatz, and B.  Sunar, “Tate Pairing with Strong Fault Resiliency,” 

FDTC 2007, pp.  103-111  

[153] A.  Dominguez-Oviedo and M.  Anwar Hasan, “Error-Detecting and Fault- Tolerant 

Structures for ECC,” CAC R 2005-10  

[154] M.  Joye, P.  Manet, P.  and J.  Rigaud, “Strengthening Hardware AES Implementations 

Against Fault Attacks,” IET 2007, pp.  106-110  

[155] V.  Ocheretnij, G.  Kouznetsov, R.  Karri, and M.  Gossel, “On-Line Error Detection and 

BIST for the AES Encryption Algorithm with Different S-Box Implementations,” 11th IEEE 

international on-Line Testing Symposium (July 06 - 08, 2005).  IEEE Computer Society, 

Washington, DC, 141-146.   

[156] J.  Blomer, M.  Otto, and J.  Seifert, “A New CRT-RSA Algorithm Secure Against Bellcore 

Attacks,” 10th ACM conference on Computer and communications security, 2003, pp.  3112 

[157] S.  Yen, S.  Kim, S.  Lim, and S.  Moon, “RSA Speedup with Chinese Remainder 

Theorem Immune Against Hardware Fault Cryptanalysis,” IEEE Transactions on Computers, 

vol.  52, no.  4, pp.  461-472, Apr., 2003  

[158] C.  Giraud, “An RSA Implementation Resistant to Fault Attacks and to Simple Power 

Analysis,” IEEE Transactions on Computers, Vol.  55, Issue 9, pp.  1116-1120  

[159] G.  Fumaroli and D.  Vigilant, “Blinded Fault Resistant Exponentiation,” 2006, 

http://eprint.iacr.org/2006/143.pdf  



 82 

[160] A.  Reyhani-Masoleh and M.  Hasan, “Fault Detection Architectures for Field 

Multiplication Using Polynomial Bases,” IEEE Transactions on Computers, Vol.  55, Issue 9, pp.  

10891103, 2006  

[161] E.  El-Badawy, A.  Emarah, and A.  El-Deen, “Proposed Elliptic Curve for Counter-

Measuring both Sign Change Fault Attacks and Side Channel Attacks,” NRSC 2006, pp.  17  

[162] M.  Mozaffari-Kermani and A.  Reyhani-Masoleh, “A Structure-independent Approach 

for Fault Detection Hardware Implementations of the Advanced Encryption Standard,” pp.4753, 

Workshop on Fault Diagnosis and Tolerance in Cryptography (FDTC 2007), 2007  

[163] J.  Waddle and D.  Wagner, “Fault Attacks on Dual-Rail Encoded Systems,” Proc.  21st 

Ann.  Computer Security Applications Conf.  (ACSAC 2005), pp.  483-494, Dec.  2005  

[164] J.  Waddle and D.  Wagner, “Fault Attacks on Dual-Rail Encoded Systems,” 21st Annual 

Computer Security Applications Conference, 2005, pp.  483-494  

[165] M.  Renaudin and Y.  Monnet, “Asynchronous Design -Fault Robustness and Security 

Characteristics,” 12th IEEE International Symposium on On-Line Testing , 2006, pp.  92-95  

[166] Y.  Monnet, M.  Renaudin, and R.  Leveugle, “Designing Resistant Circuits Against 

Malicious Faults Injection Using Asynchronous Logic,” IEEE Transactions on Computers, vol.  

55, no.  9, pp.  1104-1115, Sept., 2006  

[167] K.  Kulikowski, M.  Karpovsky, A.  Taubin, and Z.  Wang, “Concurrent Fault Detection 

for Secure QDI Asynchronous Circuits,” DSN 2008 

[168] O.  Aciiçmez, C.K.  Koc, and J.-P.  Seifert, "Predicting Secret Keys via Branch 

Prediction," Cryptographers’ track at RSA Conf.  2007.   

[169] K.  M.  Fant and S.  A.  Brandt, “NULL Convention Logic:  A Complete and Consistent 

Logic for Asynchronous Digital Circuit Synthesis,” International Conference on Application 

Specific Systems, Architectures, and Processors, pp.  261-273, 1996.   

[170] I.  David, R.  Ginosar, and M.  Yoeli, “An Efficient Implementation of Boolean Functions 

as Self-Timed Circuits,” IEEE Transactions on Computers, Vol.  41/1, pp.  2-10, 1992.   

[171] C.  L.  Seitz, “System Timing,” in Introduction to VLSI Systems, Addison-Wesley, pp.  

218-262, 1980.   

[172] J.  Sparso, J.  Staunstrup, M.  Dantzer-Sorensen, “Design of Delay-Insensitive Circuits 

using Multi-Ring Structures,” Proceedings of the European Design Automation Conference, pp.  

15-20, 1992.   



 83 

[173] T.  S.  Anantharaman, “A Delay-Insensitive Regular Expression Recognizer,” IEEE VLSI 

Technical Bulletin, Sept.  1986.   

[174] N.  P.  Singh, "A Design Methodology for Self-Timed Systems," Master’s Thesis, 

MIT/LCS/TR-258, Laboratory for Computer Science, MIT, 1981.   

[175] D.  H.  Linder and J.  H.  Harden, “Phased logic:  Supporting the Synchronous Design 

Paradigm with Delay-Insensitive Circuitry,” IEEE Transactions on Computers, Vol.  45/9, pp.  

1031-1044, 1996.   

[176] A.  J.  Martin and M.  Nystrom, “Asynchronous Techniques for System-On-Chip Design,” 

Proceedings of the IEEE, pp.  1089 – 1120, Vol.  94, No.  6, June 2006.   

[177] S.  C.  Smith, R.  F.  DeMara, J.  S.  Yuan, M.  Hagedorn, and D.  Ferguson, “Delay-

Insensitive Gate-Level Pipelining,” Integration, the VLSI Journal, Vol.  30/2, pp.  103-131, 2001. 

 [178] Stanford University CNFET model Website. Stanford University, Stanford, CA, 

http://nano.stanford.edu/model_stan_cnt.htm (available June 2012) 

[179] S. Lin, Y.-B. Kim, and F. Lombardi,"A Novel CNT FET-Based Ternary Logic Gate 

Design," in Proc. IEEE Int. Midwest Symp. Circuits Syst., Aug.2009, pp. 435–438. 

[180] S. Lin, Y.-B. Kim, and F. Lombardi,"CNTFET-based design of ternary logic gates and 

arithmetic circuits," IEEE Transactions on Nanotechnology, Vol. 10, No. 2, pp.217-225, March 

2011. 

 

  


	University of Arkansas, Fayetteville
	ScholarWorks@UARK
	8-2012

	Delay Insensitive Ternary Logic Utilizing CMOS and CNTFET
	Ravi Sankar Parameswaran Nair
	Recommended Citation


	ABSTRACT

