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ABSTRACT

This dissertation project focuses on dynamics dbitimation and repression in the Oc-
cupy movement. This movement emerged in late 201ia United States and sought to
protest the growing economic inequality and thengng influence of corporations in
politics. This project focuses on Occupy chaptengivemerged in 74 out of the 100
largest cities in the United States. The first eropl chapter of this project focuses on
dynamics which affect differences in protest simeasured in terms of protest turnouts
relative to population. This chapter first demoatgs the importance of large student
populations and greater numbers of universitigaaking large turnouts more likely,
then focuses on accounting for the aspects of stymgulations and colleges which play
arole in affecting protest size. The findings shbat larger protests are more likely in
cities with smaller, more liberal colleges, butoalgith low academic rankings, with insti-
tutional support from Chicano Studies and with rtipns of economically disadvan-
taged students. The second part of the dissertitauses on duration. In particular, this
chapter seeks to explain the causes behind relatre¢s of duration of Occupy protest
encampments. The findings show that protest sigeahanverse relationship with protest
duration: therefore, smaller movements are moehfito last. The findings also show
that Occupy chapters can last longer by retainegl&gistic resources as well as avoid-
ing elected leader criticism in the media. Thedfand final empirical chapter of this dis-
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sertation focuses on the role of the media in ngakinlent repression more likely. This
chapter first analyzes the role of different typéshreat (including protest turnouts and
protester violence and property damage) in makiggall, positive and negative media
coverage more or less likely. The findings show #tletypes of threat have a positive
effect on positive and negative coverage but amligdut has a significant (and positive)
effect on media praise. The second part of theyaisashows that only media criticism
makes repression more likely, whereas overall meavarage and media praise have no

effect.
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CHAPTER 1: INTRODUCTION



1.1: OVERVIEW OF THE OCCUPY MOVEMENT

1.1.1: Basic Characteristics of the Occupy Movement

The Occupy movement is the broad set of demonstimtencampments and oth-
er actions that started in mid-September 2011 aviphotest in front of the Wall Street
Stock Exchange in New York City. One of the maieas brought forward by these pro-
testers is the denouncing of the excessive infleeidanks, corporations and financial
institutions in both politics and society (MilkmaBamyeh, Wilson, Williams and Gould.
2012). Occupy Wall Street also rejects conventioeptesentative politics and politicians
and, concurrently, supports the adoption of ardrdrichical and egalitarian values in
greater society.

The media has widely commented about the movenlanokof goals. However |
can sketch out a few broad objectives from the mmaré's manifesto (New York City
General Assembly, 2011) and available academic camtery (Castells, 2012; Gitlin,
2012; Gould-Wartofsky, 2015; Milkman et al. 2012h8eider, 2013; Smaligo, 2014;
Welty, Bolton, Nayak and Malone, 2012). First, thex a desire to limit, if not end, the
influence of corporate money and financial intesestpolitics. Second, a desire to hold
representatives accountable through popular paaticin in the form of assemblies and
petitions. Third, there is a desire to reduce s$auid racial inequality in society, both
through taxation of its wealthiest components a§ ageredistribution through expansion
of the welfare state (including measures to rediigdent fees and student debt, as well

as guaranteeing better pay and working conditions).
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Occupy Wall Street has also taken part in manygisre, spontaneous and non-
violent actions ranging from sit-ins, encampmedaissing down of ports and disruptions
of events. The most well-known encampments wersetiro New York and Oakland,
both of which were evicted by law enforcement invBimber 2011. The movement was
also successful in closing down the port of Oaklomch day at on NovembeP“2011
while attempting similar actions in other westeantp such as Seattle, Long Beach and
Portland. The movement also carried out sit-insaaks and foreclosure court hearings in
dozens of cities. Although isolated violent actiohgrotesters have occurred in these
circumstances, the movement-at-large does not sadbese actions and sees itself as
non-violent (New York General Assembly, 2011). Qugthas also taken part in more
conventional actions, such as pickets, demonsts@nd candlelight vigils, usually in
conjunction with more institutionalized allies. Thst notable of these marches were
during the October 152011 ‘day of rage’ where as many as 40,000 pemiested in
New York City and several thousand in other majbeg including Pittsburgh, San Fran-
cisco and Los Angeles.

1.1.2: Roots and Context of the Occupy Protests

The roots of Occupy Wall Street lie in the worldsrst recession since World
War 2 (International Monetary Forum, 2009). Accagito the National Bureau of Eco-
nomic Research, at the end of the first decadbe®i st century, the global economy
went into a recession for almost two years (And@1,5). In the U.S. the recession mani-
fested itself especially through the collapse efhiousing market bubble. This market

had driven a large part of the U.S. economy, itigalar the banking and financial sec-
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tors, for the previous years. In the aftermathhef trisis, private household debt soared
and house prices collapsed. The Federal Governimentened in 2008 and 2009 with
economic packages designed to help out banks anfthtincial sector. However the pro-
visions designed to help individuals who had stleddn the recession were few and
limited in scope (Chomsky, 2012; Schneider, 20E8)thermore, there was also a grow-
ing perception of the increasingly negative infloef American corporations and finan-
cial interests in Federal and State politics. Tiharfcial bailout was one of the reasons,
but the Supreme Court ruling on the Citizens UnitellEC case in 2010 was the other
key factor (McAdam, 2013). This ruling effectivelgmoved many limits on electoral
campaign spending on behalf of corporations, eqgdtieir rights to spend money in
campaigns to constitutionally protected free speech

Occupy Wall Street was also inspired by many @tstand revolutions that took
place earlier in 2011 (Castells, 2012; Gitlin, 20%2hneider 2013): the Arab Spring
brought dictatorships to an end that year in Egyilya and Tunisia, and strong anti-
Austerity movements had emerged in Spain, Greem#dal and Iceland. These protests
denounced rising unemployment and inequality, dsagehe inability of leaders to stand
up to demands for more cuts to social servicehbyNF and the European Union.
There were also like-minded protests in the U.&t tielped shape Occupy's identity: in
Spring 2011 many thousands of public employeesaatidists occupied the State Capitol
in Madison, Wisconsin in July 2011 and an orgamzatalled “New Yorkers Against

Budget Cuts” organized a sleep-in against New Yoitty mayor Bloomberg. According
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to Schneider (2013) this protest created the atthetwork which was responsible for
the first Occupy protest in Manhattan's Financiestiict.

1.1.3: A Brief History of Occupy

The movement's first demonstration was the natigri®eptember 17th 2011 “day
of rage”. This protest was initially called on apcbmoted by the Canadian magazine
Adbusters and supported by various organizatiodsaativists who had carried out pro-
tests on similar issues earlier that year. Thikiohed New Yorkers Against Budget Cuts,
Anonymous and the Bloombergville protesters (Chst2012; Gould-Wartofsky, 2015).
The target of the first protest on Septembét was the Wall Street Stock Exchange, and
protesters set out to gather and take over Bov@iregn Park, the site of Wall Street's
iconic ‘charging bull’ (Schneider, 2013). Howevtire protesters found this area cor-
doned off by police and marched on nearby Zuc&attk. Here, they set up the move-
ment's first and most famous encampment.

In the next few weeks the protests spread beyawl York City and to most of
the major U.S. cities and many other smaller Itiesli Castells (2012) estimates that
demonstrations took place in as many as 600 WiSsgcispreading from the nation's
largest population centers, such as Chicago and\hgsles, to small villages such as
Mosier, Oregon, which had a population of 433 adicwy to the 2010 U.S. Census.
Among the 100 biggest cities in the U.S., 74 wiseesOccupy encampments. As shown
on Table 1, many protests, such as those in Luhfdo¢kNorfolk, VA, and Spokane,

WA, only mobilized a few dozen people. Howeverals® shown on this same table,

some of the biggest chapters, such as those ira@dkBoston, San Francisco, Los Ange-
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les and Portland, as well as the original Occupygst in New York City were able to

mobilize several thousand protesters. In this retsplee Occupy movement enjoyed

Table 1: Largest turnouts by local Occupy protestiist 2 weeks of mobilization, and

respective dates

City or Cities Turnout Date or Dates City or Cities Turnout | Dateor Dates
New York, NY 4250( October 11" Albuquerque, NN 35(C October 11"
Portland, OR 10000 October & Raleigh, NC; Houston, TX; 300 October 2°, 6",
Atlanta, GA and Kansas City, 7" and ¢
MO
Los Angeles, CA 5000 October 14 Milwaukee and Madison, Wi {300 All October 1%
San Francisco, C 400( October 11" Houston, T 30C October
Pittsburgh, PA and Seattle, WA |3000 All October 18" Nashville, TN 250 October 8
Denver, CO 2200 October 14 Riverside, CA; Reno, NV; Fort|250 October 18
Wayne, IN; Honolulu, HI;
Spokane, WA
Chicago, IL 2000 October 18 Jacksonville, FL and Fresno, ¢ 220 Oc}ober & and
15"
Orlando, FL 1750 October 14 Louisville, KY; San Antonio, |300 October &, 6",
TX; Buffalo, NY; Winston- 8" 16" and 36
Salem, NC and Oklahoma City|
OK
San Diego, CA 1500 October Cleveland, OH 150 October &
Washington, DC 1500 October 14 Anchorage, AK 140 October §
Austin, TX 1400 October & Baltimore, MD 125 October #
Cincinnati, OH 1300 October § El Paso, TX; Columbus, OH ar| 120 October ¥, 10"
Tulsa, Ok and 1t
Miami, FL and Phoenix, AZ 1200 October 14 Memphis, TN; New Orleans, L{110 October &, 6"
and Long Beach, CA and &
Boston, MA 1000 September 30 Santa Ana, CA and Toledo, OH 100 All October 16
Las Vegas, NV and Tucson, AZ |1000 October &, 158" Rochester, NY 75 October 18
Omaha, NE 950 October 14 Jersey City, NJ 70 October 8
Indianapolis, IN 900 October & Lubbock, TX 55 November 1%
Philadelphia, PA 700 October & Fort Worth, TX and Colorado |36 October 18
Springs, CO and 1%
Irvine, CA 640 October 14 Norfolk, VA 30 October &
Greensboro, NC 600 October 14 Newark, NJ 30 November 18
Sacramento, CA; Minneapolis, |550 October &, 7", 8" | |Lexington, KY 24 September 29
MN; Charlotte, NC and Oakland, and 1%'
CA
St. Louis, MO; Lincoln, NE and |500 All October 18' San Jose, CA 24 October ¥
Detroit, Ml
Tampa, FL 400 October ¥ Laredo, TX 20 October 2%
Dallas, TX 380 October 18

Sources: Local Newspaper Reports & Occupy Survey
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widespread success across many major U.S. urbaéergenhe largest turnouts were dur-
ing the October 15th, 2011 global protests, whererttwan 40,000 people in New York
City and more than 100,000 people nationwide tcak im marches.

This very rapid pace of this mobilization was daydollowed by repressive
events. On September 24th 2011, 80 protestersaversted during a march in New York
City, while 700 more were arrested a week lateaftempting to block traffic on Brook-
lyn Bridge. While Occupy protesters did engage wide range of controversial and con-
frontational actions, encampments were the maincgoof contention between protesters
and law enforcement officers. Protesters campguaiinlic spaces and declared many
squares in major U.S. cities ‘occupied’ with no ehthis action in sight. The first at-
tempt to evict one of the major Occupy encampmien®akland in late October 2011
had ended in a PR nightmare for Oakland mayor Qeem, with the media reporting
several episodes of police brutality, including tiear-fatal injury of Irag War Veteran
Scott Olsen, who thereafter became a celebratetynfiar Occupy activists.

Thus, by the end of October 2011 "mayors anctealhiefs in nearly every major
metropolis in the United States were increasinggopcupied with the question: How to
dispense with the occupations without making margfrthe occupiers, and without
making themselves target of public ire?" (Gouldddfaky, 2015:133). Eventually, many
found the answer in public safety concerns ovepplreg temperatures, increasing ten-
sions, violence, sanitation issues and drug usaeampments (these latter three prob-
lems escalated as the homeless population at emocamtp grew). Local media outlets

also raised taxpayer concerns over the cost of@olertime for patrolling these 24-
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hours protests. In mid-November 2011 a meetingBahayors of major U.S. cities re-

sulted in a joint decision to evict the encampmé@isstells, 2012).

Table 2: Encampment length and number of days epedrdor Occupy chapters in the
cities under analysis

City Start of End of N. Days City Start of End of N. Days
Encampment | Encampment | Encamped Encamp- Encampment | En-
ment camped

Honolulu, 11/5/2011 8/23/2013 658 Chicago, IL | 9/23/2011 | 1/20/2012 120

HI

Columbus, | 10/10/2011 9/9/2012 336 Buffalo, NY | 10/8/2011 | 2/2/2012 118

OH

Fresno, CA | 10/15/2011 9/4/2012 326 Pittsburgh, | 10/15/2011 | 2/8/2012 117
PA

Memphis, 10/15/2011 8/10/2012 301 Charlotte, 10/9/2011 | 1/30/2012 114

TN NC

Madison, 10/7/2011 5/2/2012 209 Lexington, | 10/3/2011 | 1/24/2012 114

WI KY

Lincoln, NE | 10/15/2011 5/8/2012 207 Miami, FL 10/15/2011 | 1/31/2012 109

Raleigh, NC | 10/16/2011 5/6/2012 204 Phoenix, 10/15/2011 | 1/23/2012 101
AZ

Tampa, FL | 10/8/2011 4/20/2012 196 Long 10/16/2011 | 1/17/2012 94
Beach, C/

Louisville, 10/6/2011 4/13/2012 191 Las Vegas, | 10/21/2011 | 1/19/2012 91

KY NV

Lubbock, 10/15/2011 4/18/2012 187 Reno, NV 10/27/2011 | 1/25/2012 91

X

Kansas City, | 10/6/2011 3/29/2012 176 Newark, NJ | 11/18/2011 | 2/15/2012 90

MO

Nashville, 10/9/2011 3/10/2012 154 Irvine, CA 10/15/2011 | 1/11/2012 89

TN

Indianapolis,| 10/82011 3/6/2012 151 New Orle- 10/6/2011 | 12/30/2011 86

IN ans, LA

Orlando, Fl | 10/16/201 3/13/201: 15C Denver, C( | 10/5/201: 12/19/201 76

Jacksonville,| 11/5/2011 4/2/2012 150 San Fran- 9/29/2011 | 12/11/2011 75

FL cisco, CA

Fort Wayne, | 10/15/2011 3/11/2012 149 Laredo, TX | 10/22/2011 | 1/2/2012 73

IN

Rochester, 11/11/2011 3/30/2012 141 San Anto- 10/6/2011 | 12/16/2011 72

NY nio, TX

Tucson, AZ | 10/15/2011 3/1/2012 139 Boston, MA | 9/30/2011 | 12/10/2011 72

Houston, 10/6/2011 2/13/2012 131 Baltimore, 10/4/2011 | 12/13/2011 71

X MD

Washington, | 10/6/2011 2/4/2012 122 Anchorage, | 10/5//2011 | 12/14/2011 71

DC AK

Cleveland, 10/6/2011 2/4/2012 122 Seattle, WA | 9/30/2011 | 12/9/2011 71

OH

Austin, TX 10/6/2011 2/3/2012 121 Oklahoma | 10/10/2011| 12/14/2011 66
City, OK

Milwaukee, | 10/15/2011 2/12/2012 121 Los Ange- 10/1/2011 | 11/30/2011 61

WI les, CA




Table 2 (cont.):

City Start of End of N. Days City Start of End of N. Days
Encamp- Encamp- En- Encamp- Encampment | En-
ment ment camped ment camped

New York, 9/17/2011 11/15/2011 60 Norfolk, 10/10/2011 | 11/10/2011 32

NY VA

Fort Worth, | 10/10/2011 12/7/2011 59 El Paso, 10/17/2011 | 11/13/2011 28

TX X

Philadelph- | 10/6/2011 11/30/2011 56 Albuquer- 10/1/2011 | 10/25/2011 25

ia, PA gue, NM

Minneap- 10/7/2011 12/1/2011 56 Greensbo- | 10/15/2011 | 11/6/2011 23

olis, MN ro, NC

Colorado 9/30/2011 11/21/2011 53 Atlanta, 10/7/2011 10/26/2011 20

Springs, CO GA

San Jose, 10/2/2011 11/18/2011 48 Tulsa, OK 10/28/2011 | 11/13/2011 17

CA

Riverside, 10/15/2011 11/30/2011 47 Omaha, NE| 10/22/2011 | 11/3/2011 13

CA

Santa Ana, 10/22/2011 12/6/2011 46 Sacramen- | 10/6/2011 10/18/2011 13

CA to, CA

Dallas, TX 10/6/2011 11/17/2011 43 Cincinnati, | 10/10/2011 | 10/21/2011 12

OH
Toledo, OH | 10/10/2011 11/21/2011 43 Jersey City, | 10/11/2011 | 10/18/2011 8
NJ

Oakland, 10/10/2011 11/21/2011 43 Durham, 10/16/2011 | 10/18/2011 3

CA NC

St. Louis, 10/2/2011 11/11/2011 41 Spokane, 9/28/2011 | 9/30/2011 3

MO WA

Detroit, Ml 10/14/2011 11/22/2011 40 Norfolk, 10/10/2011 | 11/10/2011 32

VA
Portland, 10/7/2011 11/13/2011 38 El Paso, 10/17/2011 | 11/13/2011 28
OR X

Sources: Local Newspaper Reports & Occupy Survey

By early December, most of the larger encampmamtkyding those in New
York City, Oakland, San Francisco, Los Angeles Rodland, were evicted, with police
carrying out mass arrests. In some cities, lawreefoent resorted to the use of more
violent devices, including batons, tear gas angpeppray to control protesters. As
shown on Table 2, some of the encampments, suittoss in Washington DC and Aus-
tin, lasted a few more months.

By the start of spring 2012, most encampmentd) botall and large, had dis-
banded, with little more than a dozen remaininge most durable encampments were in

Columbus, OH, which witnessed an 11-month long emraent, and in Honolulu, where
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protesters held on for almost 2 years. AlthoughQbeupy movement does not enjoy the
same amount of attention as it did in its first flemnths of existence, it is still visible in
various projects spurred on by its activists. Thaskide hurricane relief efforts (Occupy
Sandy), actions against foreclosures, actionsppau of rights of minimum wage work-
ers (Occupy Black Friday) as well as attempts tapeaalternative banking institutions
(Alternative Banking Group) (Gould-Wartofsky, 2016urthermore, this movement has
changed the conversation profoundly on inequatitthe U.S. and made this nation more
aware of the disparities in its society. Thankthe®oOccupy movement, the terms ‘99%’
and ‘1%’ now carry very distinct meanings in pal#i conversations (Grusky, McAdam,
Reich and Satz, 2013; Gitlin, 2012). The repressidfered by many activists has also
had a lasting impact. It increased solidarity amtrggprotesters and demonstrated the
relatively low tolerance of many U.S. municipal laartties for dissent and confrontation-

al protest.
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1.20OVERVIEW OF THE THREE KEY RESEARCH QUESTIONS

1.2.1: What explains differences in protest size?

One of the most essential features about prasestshe social movements which
organize them is the ability of the latter to matallarger or smaller number of partici-
pants. | can refer to this feature as protest@izarge versus small turnout. Scholars
generally view larger protests as a form of sucoésscial movements, because larger
protests are more likely to gain media attentiowels as a perception of legitimacy by
elites as well as the general public. Scholars Ipavdorth a wide variety of explanations
for differences in protest size. For example, tegoal work by Zald and Ash (1966) and
McCarthy and Zald (1977) emphasizes the role déihces in the amount and variety
in resources available to organizations, includietyvork ties to other social movement
organizations. However, Della Porta (1995) argheas larger protests are more likely to
happen when political elites are more sympathetibé protesters’ grievances and less
willing to repress their actions.

We also have abundant evidence for the role afestis in boosting the numbers
of large protests, ranging from Lipset and Altbaqfi’966) and Van Dyke’s (1998) schol-
arship on pro-Civil Rights and anti-Vietham war f@sis by U.S. students in the 1960s to
more recent evidence on the role of students imlfaherican guerrilla uprisings (Wick-
ham-Crowley, 2001), pro-democracy protests in Cliteo, 1998) and protests against
the rising costs of education in Chile (Bellei &abalin, 2013). Students have demon-
strated their key role in boosting protest siz@sgm variety of national and historical

contexts. Unfortunately, we have little evidencevbich characteristics of student popu-
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lations and universities matter for boosting proseze. This is because most of the litera-
ture on student protests, such as the work of Ligsé Altbach (1966), Scott and El As-
sal (1969), Kahn and Bowers (1970), Blau and Slergi971) and, more recently,
Soule (1997) and Van Dyke (1998) focus on the obkiese characteristics in influenc-
ing the likelihood of mobilization but not the rialee capacity to mobilize greater or
smaller numbers.

In the 2 chapter | explore the role of student populatibaracteristics in affect-
ing the size of protests, by looking at the Occppmtests which took place in late 2011.
The Occupy movement is a good case study for theation of the role of student
populations and their characteristics in affecpingtest size for three main reasons. First,
students have played a prominent role in this meargnOccupy protests took place at
most major urban centers in the United States wimexs of the nation’s student popula-
tion lives. Occupy was a left-wing movement, whattracted students, who as a demo-
graphic are more likely to hold left-wing politicalews. We also have evidence from the
news coverage of the protests that the Occupy mernesupported many issues dear to
students, such as government intervention to n@igeequality, reduce tuition costs and
carry out student debt forgiveness. The seconareiaghat the news coverage of the
movement shows that the student population whictiggzated in Occupy protests, as
well as the colleges in which this population sésdpresent a great degree of diversity in
their various characteristics. For example, sommes;isuch as New York City and Bos-
ton, host some of the most elite universities eabuntry (in this case, | refer to Colum-

bia and Harvard) whereas many others, such asaRdrtOR and Jacksonville, FL have
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fewer or no elite colleges. Some cities, such dsr@ous, OH and Albuquerque, NM
have only one large college, whereas others su€lhasago and Los Angeles have as
many as a dozen major higher education institutiSisdent populations are usually
pretty affluent in big east coast and west codsscsuch as New York and San Francis-
co, but are more often from less privileged baclkgds in cities like El Paso, TX and
Buffalo, NY. The third and final reason is that thecupy movement presented great var-
iation in protest size. On one hand, several thodis&tivists showed up at marches in
New York City, Denver and Pittsburgh, PA. On thiasthand, only less than a hundred
people took part at protests in Laredo, TX; JeGity, NJ and Norfolk, VA.

This chapter seeks to make two contributionstHiesxplore the relationship be-
tween characteristics of student populations aotept size. Although we have abundant
evidence of the relationship between student nusndwed protest size, we do not know
which types of students and which types of colleggesfacilitate larger protests. Howev-
er we do have some clues from the literature omelagionship between student and col-
lege characteristics and protest emergence, wihiclgaide our conventional expecta-
tions on the relationship between these charatiteyiand protest size. Second, | develop
a nuanced explanation for the interplay of econdagtors in accounting for differences
in protest size. By doing so, | encourage schdtarsthink the relationship between stu-
dent characteristics and activism. Specificalghdw how, even though some non-
economic factors mattered (including the size dieges, the presence of Chicano stud-
ies departments and more liberal campus envirorsjpéns really the interplay of eco-

nomic factors which helps us draw a clear pictdrhe typical 2 century student activ-
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ist. | find an inverse correlation between prosse and presence of elite colleges as well
as a positive correlation between protest sizeoaedall proportion of students who are
not economically disadvantaged. This partly conttadpast portrayal of student activism
by authors such as Lipset and Altbach (1966) artthkeand Bowers (1970), who wit-
nessed protests led by affluent students from etileges. | argue that, in this case, stu-
dent activism may be fueled by a perceived statosnsistency of students from relative-
ly wealthy backgrounds who are upset for a high obsducation which will most likely
not translate automatically into a well-paid empi@nt opportunity upon graduation.

1.2.2: What explains differences in campaign daréti

As first noted by Zald and Ash (1966), one of keg characteristics of social
movements is their ability to sustain a campaigerdvne. Movements campaigns which
last longer may have a more durable impact oniatdiacross a greater time range, lead-
ing to greater opportunities to shape politicatitngons, create new grievances and give
salience to ones that already exist (McAdam, 1982jle movements tend to benefit
from longer campaigns, it is less clear what exygadariation in their duration. Daven-
port (2005) has shown that, for many authors, spo@ has a galvanizing effect on mo-
bilization, yet many more argue that this type cfan destabilizes movements. Other
accounts, such as Whittier's (2010) work on the wonismimovement focus on the role of
logistical resources, like physical meeting spaicebelping social movements last for
longer. Unfortunately, this literature has tendedverlook one key characteristic: size.
One reason for this previous lack of attentiorhat iost studies focus on one move-

ment. Another reason for the inattention to sizstodies of campaign duration is that in
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work that does compare social movements, schaarstb look at protests of approxi-
mately similar sizes, making size a constant artcdan@riable. For example, Kitschelt
(1986) looks at four equally large anti-nucleartpsts in four European countries. With
regards to the past literature, the conventionpéetation is that larger movements tend
to last longer. This perspective is steeped inrélseurce mobilization approach (McCar-
thy and Zald, 1977), which claims that larger moeats should have more resources
(such as manpower and financial resources) anavitiisesult in longer lasting cam-
paigns. For example, Everett (1992) finds thatdaand more professionalized social
movement organizations tend to last for longer.

In contrast, | argue that larger movements tedddbfor a shorter period of time.
The first reason for this dynamic is that small@vements are likely to be more cohe-
sive. They are able to establish a heightened s#rsmnmunity as well as an agreement
over tactics and strategy. The second reasontisthaler movements are less likely to
be repressed and more able to negotiate with ld@re@ment, which should enhance
their ability to last over time. To test my clainhégok at variation in length of city-
specific campaigns in the Occupy movement. The @Pgdlovement is a good candidate
for this study because it withessed considerabliatan in terms of the duration of its
encampments, which ranged from several days in @pRVA and Durham, NC to 10
months or more, in places like Columbus, OH anddiidn. The Occupy Movement also
experienced a great amount of variation in the gfazbe protests, with several thousands
showing up in New York City and Los Angeles, whar@arsey City, NJ and San Jose,

CA experienced turnouts of only a few dozen adsvis
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Chapter 3 seeks to make two contributions: fth&re is a surprising lack of at-
tention to movement duration in the literature.sTisi unfortunate, because the duration
of a movement affects many other processes thatg@tant to movements. Move-
ments that last for less time have a lesser chahaffecting society and political institu-
tions. Elites are not likely to grant significamncessions to protesters unless they are
able to sustain a campaign over a long periodwé {{Giugni, 1998). For instance, the
anti-Apartheid campaign in South Africa was sucftdss part because it was sustained
for many years. Likewise, city officials in Montgeny were extremely reluctant to meet
protester demands until protesters in this cityiedrout a more than one year long boy-
cott. Campaigns that last over a greater periddred have a greater chance of gaining
public attention and sympathy. For example, theupgenovement’s continued emphasis
on the existence of a large amount of inequality i8. society has resulted in the term
‘99%’ being commonly used by media and elites stdssions about economics and
politics. My second contribution is that | push slens to rethink the idea of movements
and their size. Social movement leaders aim atizgey larger protests because it gives
more legitimacy to their cause (Koopmans, 1993jiusts tend to find more comfort in
large gatherings (de Volo, 2006) and have greatetienal energy (Collins, 2001).
However, | suspect that there are some conditiomgnich large numbers should be
thought of as a liability. | suggest that duratisimne of those conditions.

1.2.3: Why are some movements violently represdatbwthers are spared?

As Chenoweth and Stephan (2011) observe in thedyf nonviolent cam-

paigns, 88% of social movements experience reessi the hands of the state. Schol-
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ars have long tried to explain why some movememsepressed while others are
spared. Several accounts focus on the role ofttrateined by Tilly (1978) as the extent
to which social movement actions and goals arepab&e to opponents, especially polit-
ical institutions and law enforcement. Threat erptéons often highlight the role of con-
frontational tactics. For example, Della Porta893) analysis of police repression in
Germany and Italy emphasizes the role of protestdéence and property damage in in-
citing repression. Davenport’s (1995) analysisapression in 53 different countries
shows that law enforcement tends to react mora edtéarge protest turnouts than small-
er ones.

Many scholars (Garrow, 1978; Gitlin, 1980; Koopma?004, 2005) emphasize
the role of the media in shaping a movement's pulmiage and consequently making the
movement more or less likely to face repressiomdéted by Garrow (1978), Gitlin
(1980) and Della Porta and Filleule (2004), thislmeoverage is often itself shaped by
the characteristics of protest, including size emdfrontational tactics. Thus, in many
instances, social movement scholars have arguédtidia characteristics and threat
interact to shape a movement's likelihood to fageassion (Garrow, 1978; Gitlin, 1980;
Della Porta and Fillieule, 2004; Oliver, 2008). Oritinately, the process by which the
threat posed by protesters and media coveragaater produce repression has seldom
been tested (but see Wisler and Giugni, 1999) lareht and media explanations of re-
pression remain mostly isolated from each otheteReanalyses of protest repression
tend to focus solely on threat explanations (Dawven@d 995, 2000; McPhail & McCar-

thy, 2005; Earl and Soule, 2006) or on the rolthefmedia (Koopmans, 2004, 2005).
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When scholars have compared the role played bythotat and the media they have
considered two factors as separate variables ¢agtisolated processes (Earl, Soule and
McCarthy, 2003).

In this chapter | investigate how threat and meti@acteristics combine to ex-
plain variation in repression. | do this by lookiaigthe Occupy Movement protests that
took place in late 2011. The Occupy Movement is@dgcandidate for the study of re-
pression for three main reasons. First, it witnéssmsiderable variation in terms of its
size and its level of confrontational tactics usethe cities in which it appeared. For
example, thousands of protesters showed up irs@tieh as Portland, Los Angeles and
New York City, however protests were much smaheBan Jose, CA and New Orleans.
Protesters carried out extensive property damadeiatence in Oakland and Denver,
whereas in Miami and Boston they remained peac8&dond, Occupy protests received
extensive newspaper coverage, ranging from vemyrédote in cities such as Honolulu
and Buffalo to very unfavorable in Portland and i@mThird, at least 13 of the 100
largest U.S. cities witnessed violent repressio®@odupy activists. Protests in Oakland
and Dallas were affected by violent police actigat, their counterparts in Chicago and
Minneapolis were spared. Therefore repressionakd place in several instances, but
was far from ubiquitous. | first explore the wa timedia reacts to different forms of
threat, including protest size, violence and propdamage. | measure media in terms of
overall amount of coverage, positive coverage aghtive coverage. Then, | show the
effect of these different dimensions of media cageron repression, net of the afore-

mentioned threat characteristics.
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This chapter seeks to make two contributionstRivhile many studies have

demonstrated the role of threat in repression,atalygamics behind this process are
under-theorized. We know that threat matters, hatisome actors, such as the media,
political institutions and law enforcement can camebwith protester-posed threat to pro-
duce repression. However, we don’t know how theepss unravels, and which dimen-
sions of threat matter more, as well as which adimd to react and interact with pro-
tester threat to produce repression. Second, lloig\eemore nuanced investigation of the
role of media coverage in repression. Most stuidied to measure the effect of media by
just looking at the overall amount of coverage @e#¢ Koopmans 2004, 2005). | add
more nuance to our understanding of media effecexploring the role of positive and
negative media portrayals of protesters alongsidetverall amount of coverage of the
protest. | also attempt to explain the reasons sdme types of media coverage matter

and others don't.
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1.3 DATA SOURCES

1.3.1: Choice of Sample

Having introduced the movement under study andmagvations for looking at
this case, | will now provide a brief outline ofghiesearch project, including its main
data sources. This project uses cities as the umairof analysis. Although the Occupy
movement attempted to form state-wide organizatiors®me cases, it was by far most
present in cities and its city-wide chapters, sagl®ccupy Wall Street in New York City,
Occupy Oakland and Occupy Los Angeles, which weeddrgest, most successful and
most widely covered. This project’s initial targatmple was the 100 largest cities in the
United States as listed by the 2010 U.S. CensustéCr New Media and Promotion,
2009). According to newspaper reports and surveyaiedents (detailed below), 74 out
of these 100 cities witnessed an active Occupytehapth an encampment. The sample
of 74 cities includes 44 out of the 50 biggest iles and covers cities in 29 out of 50
states. It includes the largest and most visibleupg protests which took place in major
cities (such as Oakland, New York City, Boston &nd Angeles) as well as many small-
er, lesser known chapters in smaller urban cefgerh as Spokane, WA; Jersey City, NJ;
Laredo, TX and Toledo, OH).

1.3.2: The Occupy Survey

| obtained a substantial amount of data for thigget, including information on
chapter presence, encampment presence, duratiqor@tedt turnouts, from a survey
which | sent to the relevant Occupy chapters batwiedy and December 2013.This sur-

vey was sent initially to the official Facebook paand official email addresses listed on
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either the Facebook page or blog for every chapteew email and Facebook message
were sent after weeks to chapters which did ngared. Whenever this method was inef-
fective at getting an adequate number of resposiest methods were used, including
calling the official phone numbers listed on thégites for the chapters, contacting the
chapters via Twitter and using personal contact®tmect with people who have been
involved with the movement. | assumed that the [gewpcharge of the official Facebook
page and email addresses would be involved enaughaah chapter’s local activities to
have the expertise to respond the survey. Howexren clarification was needed, | stat-
ed that the general threshold for participatiofieguent involvement in the local Occupy
chapter, especially from the start of the movenre&eptember 2011 to the May Day
protests in May 2012. A short note, which incluéeslimmary of the purposes of the
study and a bit of information about the researalas included in the message sent to
the email addresses and Facebook pages.

The survey obtained answers from spokespeoplglf@ccupy chapters out of
the 74 that were targeted, for an overall respoaitseof 82.4%. In the largest cities
(which tend to have the biggest chapters) the respoate was particularly high- it is
worth noting that 18 out of the 20 chapters in2Bebiggest cities in the U.S. did re-
spond. Although response rates were generally skawiavor of larger cities, there was
still an abundance of answers from relatively smedan centers- Newark, NJ; Colorado
Springs, CO and Tulsa, OK to mention a few. Theeeawproblems with incomplete re-
sponses in 5 out of the 61 chapters which did redplout in general respondents gave

satisfactory and comprehensive answers. Besidesohementioned problems, these
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data also had other forms of significant bias. Beeanformation was collected from
activists, there may have been an interest on behsdspondents to overstate turnouts at
the encampments and other protests, as well ast@iie exaggerating the number of
arrests. Activists may also commit errors in gaaithfwhen asked for precise infor-
mation about turnouts and encampment length. Ferd¢lason, these data were supple-
mented with external data from newspaper archives.

1.3.3: Newspaper Content Analysis

My other main source of information on the Occapyvement is a content anal-
ysis of local newspaper coverage of Occupy pratésise this analysis for information
on the movement itself, including Occupy chapte&spnce, turnouts, encampment
length, violence and repression. But | also take atcount different instances and types
of critical and positive coverage, to understand tiwe local media is covering the local
movement. For this analysis | targeted the moselyickad local newspaper in each city
(a full list of newspapers is visible on Table I33earched the archives of each newspaper
by entering key search terms (which included ‘Ogcpmtest’ and ‘Occupy Wall Street’)
in the main online databases for newspaper archivelsiding LexisNexis, Newslibrary
and ProQuest. Then, | discarded coverage of Oceupyts happening outside of each
city under analysis to focus only on coverage oalgrotests.

Although | rely heavily on these data in this sas@ project, | do acknowledge
that they suffer from several limitations. As peititout by Myers and Caniglia (2004)
bias in coverage of protest events takes two foRmst of all, there is bias related to the

protest event itself: newspapers may or may nogicevents, or may cover them to
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City Newspaper Used City Newspaper Used

Tucson, AZ Arizona Daily Star Boston, MA Boston Globe

St. Louis, MO St. Louis Post-Dispatch New York, NY New York Times

El Paso, TX El Paso Times Columbus, OH Columbus Dispatch
Portland, OR Oregonian Chicago, IL Chicago Tribune

Kansas City, MO Kansas City Star Honolulu, HI Honolulu Star-Advertiser
Laredo, TX Laredo Morning Times Oakland, CA Oakland Tribune

Miami, FL Miami Herald Lubbock, TX Lubbock Avalanche-Journal
Riverside, C/ Pres-Enterprisi Nashville, TN Tennesse:

Raleigh, NC News & Observer Jersey City, NJ Jersey Journal

Buffalo, NY Buffalo News Sacramento, CA Sacramento Bee

San Diego, CA U-T San Diego Atlanta, GA Atlanta Journal-Constitution
Tulsa, OK Tulsa World Jacksonville, FL Florida Times-Union
Houston, TX Houston Chronicle Indianapolis, IN Indianapolis Star

Tampa, FL Tampa Bay Times Spokane, WA Spokesman-Review
Omaha, NI Omaha World Hera Colorado Springs, C  |Colorado Springs Gaze
Lincoln, NE Lincoln Journal-Star Irvine, CA Orange County Register
Reno, NV Reno Gazette Madison, WI Wisconsin State Journal
San Jose, CA San Jose Mercury Newark, NJ Star-Ledger

Fresno, CA Fresno Bee Anchorage, AK Anchorage Daily Star

Washington, DC

Washington Post

San Antonio, TX

San Antonio Express-News

Charlotte, NC

Charlotte Observer

Austin, TX

Austin American-Statesman

Phoenix, AZ

Arizona Republic

Fort Worth, TX

Fort Worth Star-Telegram

Los Angeles, CA

Los Angeles Times

Baltimore, MD

Baltimore Sun

Albuquerque, NM

Albuquerque Journal

Oklahoma City, OK

Oklahoman

Fort Wayne, IN

Journal Gazette

Long Beach, CA

Press-Telegram

Santa Ana, CA

Orange County Register

Minneapolis, MN

Minneapolis Star-Tribune

Las Vegas, N'

Las Vegas Revie-Journa

New Orleans, L

Times-Picayun:

Memphis, TN

Commercial Appeal

Pittsburgh, PA

Pittsburgh Post-Gazette

Louisville, KY

Courier-Journal

Lexington, KY

Herald-Leader

Dallas, TX

Dallas Morning News

Cincinnati, OH

Cincinnati Enquirer

Philadelphia, PA

Philadelphia Inquirer

Toledo, OH

Toledo Blade

Cleveland, OH Plain Dealer Greensboro, NC Greensboro News & Record
Denver, CO Denver Post Orlando, FL Orlando Sentinel

Seattle, WA Seattle Times Norfolk, VA Virginian Pilot

Milwaukee, WI Milwaukee Sentinel Durham, NC Herald-Sun

Detroit, Ml Detroit Free Pre: Winstor-Salem, N( Wistor-SalemJourna

San Francisco, CA

San Francisco Chronicle

Rochester, NY

Democrat and Chronicle
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different extents and in a different light depermgon the intensity and uniqueness of
events as well as the notoriety and political Sigance of the actors who are involved.
Additionally, as pointed out by Oliver and Myer®¢D), coverage may vary depending
on the sponsor of the event (for example, nationgdnizations may get more coverage
than local ones and more established SMOs mayweogore attention to more informal
groupings) as well as the type of protest everitttiees place (such as marches, rallies,
sit-ins, speeches and non-permitted events). Seddyers and Caniglia (2004) point out
that the context can also affect the quality ardghantity of the coverage, including the
location of the protest event, the extent to whighissue being protested is salient in
national political discourse and the extent to \utttee audience to which the protesters
are speaking corresponds to the audience of thepaer in question. Oliver and Myers
(2004) add that local newspapers vary in theirtppali leanings, with more liberal news-
papers more likely to cover protest events, andadm a more positive light.

How can we deal with these issues? The work ak(vtyers, Walls and Diaz
(2004) and Earl, Martin, McCarthy and Soule (20@pmmends triangulation with oth-
er forms of data in order to cross-examine newspap®rting of protest events with
other sources. This research project does triategdita on Occupy chapter presence,
encampment length and turnouts with data obtaired the Occupy Survey. Therefore,
a substantial part of the data obtained from nepesaeschews bias through its compari-
son with information provided by activists. Mosttaloly, the data on chapter presence
are obtained from both sources, helping the pr@ecid most types of selection bias

described by Earl et al. (2004). However this progioes still have some forms of de-
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scriptive bias, because it relies solely on newspapverage for information on repres-
sion and activist violence and property damage. idamwwe justify this bias? First of all,
triangulation with activist data is not an advigablrategy for data on movement violence
and disruption. Most activists are far too willittgunderplay or deny that their move-
ment causes disruption or has perpetrated violé®meond, many of the forms of bias
described above do not apply to this research gojéis project analyzes a single pro-
test movement across a relatively short time pefibe@refore differences in salience of
the issue protested by the Occupy movement aremainas are differences in the SMOs
which support the protests and the political sigaifice of the events. Lastly, this project
only considers coverage of each local movemenhéydcal newspaper. This means that
this research design should reduce the locatiandfiaoverage to insignificant levels.
Nevertheless, | also recognize that these bias tedusome Occupy chapters which did
not respond to the survey or receive extensiveremee Furthermore, there may be re-
sidual elite bias for data sources not coveredbystirvey, including information on pro-
tester violence and repression. To sum up, althowglall forms of bias related to use of
newspaper data are avoided, the choices carrieid ¢l research design (including tri-
angulation, exclusive use of local newspaper cyeerd local events and coverage of
events within a single movement in a short timeq@grshould be effective in ensuring
an impartial coverage of protest events.

1.3.4: Other Sources

| use a wide variety of other sources of datadp Ime to understand the greater

context behind the story of each Occupy chaptelylon the 2010 U.S. Census (Center
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for New Media and Promotion, 2009) for essentiahdm each city, including the popu-
lation of the city itself, the population of the Mapolitan Statistical Area (MSA) in
which it belongs, as well as the region in whicis ikocated. | also obtain data on the per-
centage of full time students in each city from @ensus, as well as data on household
Gini coefficients for each city from the 2010 Aneamn Community Survey (Bureau, U.S.
Census, n.d.). | also use data released in 2018eby.S. Bureau of Labor (Anon, 2010)
on the percentage of the workforce which was uneyga at the time as well as the per-
centage of the workforce which was member of aettadon. For political data, | rely on
the U.S. Election Atlas (Leip, 1999). | use thisis@’s data for the percentage of votes
for Democrats in the presidential elections of 2804 2008 in the county where each
city is located. Although most cities are locatdathim the boundaries of one county,
some spread across more than one. When a citydspaeeoss more than one county;, |
use the mean vote from the 2 or more counties wwesideration. | also use the U.S.
Election Atlas to detect whether each city undexlysis did or did not have a Democrat
mayor at the time of the protest. | use a coupldiftérent data sources to obtain infor-
mation on law enforcement in each city. This inelsithe 2007 and 2010 Law Enforce-
ment Management Survey (Anon, 2007), from whicbhthin data on the percentage of
city budget spent on the local law enforcement agdralso use the Deadspin Blog data
(Wagner, 2014) on police shootings of civilianghe 8 months preceding the start of the
Occupy movement to measure differing levels ofqmbrutality in each city. Every indi-
vidual listing of police violence in this data soeris linked to a local news report of the

incident. Differences in climate may affect mokalion dynamics in the movement.
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Therefore, | use 2016 U.S. Climate data (Data, Glftate, 2016) on average annual
temperatures, expressed in Fahrenheit. Lastlye kaseral data sources for information
on the characteristics of student populations ahedty. First of all, | use the U.S. News
Higher Education Rankings (Anon, 2017a) for the hanof colleges in each city as well
as each college’s academic ranking, tuition feesRell Grant beneficiaries. Next, | rely
on the Crowdpac website (Anon, n.d.a) for dataalitipal donations of faculty mem-
bers, which are an indicator of the extent to wigabh college presents a more or less
liberal campus environment. My final source is 8tart Class database (Anon, n.d.b) for
information on the presence of Women’s StudiesicAfr American Studies and Chicano

Studies departments in each college.
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1.4ROAD MAPTO THE DISSERTATION PROJECT

In the previous pages | explored the basic chariatics of the movement under
study, outlined the three key research questiobg answered and listed key data
sources which will be used. In this final sectidrihe introductory chapter, | provide a
road map to the dissertation, which lists the ntajncs and theories explored in each
chapter. Chapter 2 will focus on explaining diffezes in mobilization strength (size)
between the Occupy chapters under analysis. Afteing demonstrated the prominent
role of student populations and colleges in shapingilization, this chapter will focus
on the role of specific college characteristicshaping relative levels of weakness and
strength in mobilization. In doing so, this partlo¢ dissertation aims at showing differ-
ences between this new wave of protests and pregiment mobilizations in the 1980s
and 1960s. This chapter will give particular ati@mto differences in non-economic and
economic characteristics of student populationscatigéges between these recent pro-
tests and its earlier counterparts.

Chapter 3 will focus on explaining differenceghe duration of Occupy chapters,
measured in terms of how long protest encampmeeits able to endure in each city
under analysis. | look at a variety of contextw@atdrs including elected leaders, law en-
forcement and weather as well as characteristieach local movement, including size,
repression, amount of resources and media covefagechapter shows that, although
other characteristics such as weather, resourckmadia coverage are also influential,
movement size is the key explanatory factor for ement duration. This chapter empha-

sizes the advantages of small protest groupingkjding greater sense of community,
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tighter activist networks, greater internal accaibility and less of a likelihood of facing
repression.

Chapter 4 will focus on explaining the causesiofent repression, including tear
gassing, batons, and pepper spraying, in the Ocougwement. This chapter argues for
the interactive role of media coverage and threaed by protesters (measured in terms
of movement size as well as violence and propatyape). Chapter 4 first carries out an
analysis of the role of threat in positive, negat@nd overall media coverage, and
demonstrates the connection between threat atypak of media coverage (with one
notable exception- violence and property damage haweffect on positive coverage).
Then this chapter demonstrates the crucial roleeghtive media coverage in shaping the
likelihood of repression.

Chapter 5 is the conclusive chapter of this diatien project. Its first section
summarizes the results from all previous chaptbes) compares them and draws con-
clusions from these comparisons. Its second seotiimes limitations for these findings

and provides ideas for potential future researcthertopics explored by the dissertation.
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CHAPTER 2: THE ENDURING ROLE OF STUDENTSIN AFFECT-

ING PROTEST SIZE
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21THEORIZING MOVEMENT SIZE

2.1.1: Factors affecting movement size

This chapter looks at the causes behind differeicerotest groups’ ability to
mobilize, expressed in terms of protests sizefihderotest size in terms of how many
people turn out to protest publicly at a social eraent’s zenith, standardized by popula-
tion size. Therefore, | conceptualize size in teaihngreater number of protesters in the
streets, with an eye on the relationship betweesdlmumbers and the overall size of the
population from which they are recruited. For exdamp turnout of 5,000 people is more
impressive if it takes place in a small city likelddo, OH or Amarillo, TX rather than a
big city like New York or Los Angeles. At severalipts, scholars have considered the
size of a movement as a factor in its ability thiage its goals (for example, Zald and
Ash, 1966; McCarthy and Zald, 1977). However, #spect of social movements has not
been the object of extensive scholarly attentiangared to other factors, such as mobi-
lization, recruitment, repression and tactics.t¥fetsize of a protest is important for
scholars for two main reasons. First of all, langeatests usually receive more media
attention, thereby giving more exposure in pubigcdurse to protesters’ grievances.
Secondly, media and political elites perceive laggetests as more legitimate because a
larger section of the population is participatinghem. The more legitimacy is conferred
to a protest, the greater the likelihood that glitkange their policies in response to pro-
tests, or negotiate potential policy changes withgrotesters themselves. The existing
scholarly evidence on differences in protest siodudes growth in the amount of re-

sources available to protesters (Zald and Ash, 18@€arthy and Zald, 1977; McAdam,
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1982), organizations and network ties between tfMoCarthy and Zald, 1977; Jenkins
and Perrow, 1977; McAdam, 1982; Walton and Ragi®01 Meyer and Whittier, 1994,
Rucht, 1996; Earl and Soule, 2006; Bernhagen angtM2007), sympathetic elites
(Eisinger, 1973; Jenkins and Perrow, 1977; McAdB982; Kitschelt, 1986; Della Porta,
1995; Rucht, 1996), lack of repression (Everet§2t Della Porta, 1995), economic
strain (Wallimann and Zito, 1984; Wilensky, 1998ydechnological changes (Soule and
Earl, 2005; Fisher, Stanley, Berman and Neff, 2005)

2.1.2: Mobilization and the role of Students andl€d® Characteristics

This paper focuses on a specific set of explagdtmtors for differences in pro-
test size: the role of student populations ancebfices between student cohorts. The
role of student populations in driving turnouts bagn the object of significant attention:
Lipset and Altbach (1966), Scott and El Assal ()96&cAdam (1982, 1986), Wallimann
and Zito (1984) and Van Dyke (1998) all documeritexicentral role of students in
1960s protests in the U.S., from the civil righti@s in the early 1960s to the anti-
Vietnam war and feminist protests in the late 1980sre recently, scholars have dedi-
cated considerable attention to the role of stuglgnother large mobilizations including
nationalist protests in the developing world (Atha1989), Latin American Guerrilla
uprisings (McClintock, 2001; Wickham-Crowley, 20pfajo-democracy movements in
Asia and Latin America (Altbach, 1984; Zhao, 1998htests in the U.S. in the 1980s
against Apartheid in South Africa (Hirsch, 1990ut&0 1997) as well as recent protests
against rising costs of education in Chile (Bedled Cabalin, 2013) and Great Britain

(Ibrahim, 2011). In sum, scholars who study the adlstudents in social movements are



33
virtually unanimous in their acknowledgment of themduring role in fostering the size
of protests across different contexts.

However, there is much greater contention amohglacs on the relationship
between specific characteristics of student popriatand colleges (including the size of
universities, liberal college environments, thesprece of elite colleges, institutional sup-
port for protest and the economic condition ofshedents) with mobilization. Which of
these aspects makes larger protests more likdlggpen? Unfortunately, the existing
literature on student mobilization (including Lipsend Altbach, 1966; Scott and El As-
sal, 1969; Kahn and Bowers, 1970; Blau and Slaugh®d1; Altbach, 1984, 1989;
Soule, 1997) focuses almost exclusively on the sblbese characteristics in shaping the
likelihood of mobilization, while their effects grotest size are overlooked. My objec-
tive is to fill this gap in the literature by tesgi the relationship between several charac-
teristics of the student body and the likelihoodanfier protests taking place. Movement
size is a separate, but closely related, aspaubbilization, compared to movement
emergence. Additionally, it is particularly impantao focus on student population and
college characteristics for studying Occupy becaiiske prominent role played by stu-
dents in this movement, with many movement acttakisg place at college campuses
such as Berkeley, Davis and Harvard. The Occupyemawt also embraced several
grievances dear to students, including decreasitigrt costs and reducing inequality
and the role of corporations in politics. Therefdreill first review the existing literature

on the relationship between student body charatiesiand protest emergence. Then |
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will use the insights from this past work to forratd hypotheses on the expected rela-
tionship between the aforementioned characteriatidsdifferences in movement size.

2.1.3: Mobilization and College Size

Many researchers focusing on the 1960s wave destunobilization in the U.S.
focus on the role of size of colleges in deterngrtime likelihood of mobilization. The
work of Lipset and Altbach (1966) is a very impaittanilestone in this research, because
the authors use scholarly and journalistic evidéond®listically understand the causes,
characteristics and implications of student uniregite early and mid 1960s. Consequent-
ly, the authors intervene in most of the key debatehe scholarship on student mobili-
zation. In terms of the relationship between mabtion and college size, they argue for
a positive relationship. Lipset and Altbach’s (183®) article states that “the best public
institutions are large and attractive enough tgsupa ‘non-conformist’ sub-culture
which is sufficiently large in absolute terms todge social or intellectual pressures from
the more purely ‘academic’ or ‘collegiate’ sub-cu#.” Scott and El-Assal (1969) elabo-
rate on this by arguing that large colleges tenlkiee larger bureaucratic institutions,
with greater separation between students and aslnaitors, as well as greater levels of
structural complexity and heterogeneity, which temdenerate more protests. This is
because in these higher education institutions Students will feel separated, neglected,
manipulated, and de-humanized to the extent tiegt\hll engage in protest activities”
(Scott and El-Assal, 1969:703). Blau and Slaught@r971) study of 1960s student pro-
tests confirms this dynamic, with the authors arguhat larger colleges facilitate a

greater number of protest events both directlyiadatectly. They point out that large
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institutions are statistically more likely to comtgolitically radical students, and they
reiterate Scott and El Assal’'s argument by obserthat impersonal treatment of indi-
viduals, leading to potential grievances, is mdely in larger colleges. Dunlap (1970)
doesn’t dispute the factual evidence put forth bgtSand El-Assal and Blau and Slaugh-
ter but disagrees with the authors’ explanatiogyizug that students in the 1960s did not
manifestly express any major concerns for the eatfiinstruction in their campuses, but
instead were motivated by political events takitare outside campuses, including the
Vietnam War.

However, more recent scholarship shows that tatigaship between college
size and mobilization is less strong than expedtedexample, Soule’s (1997) analysis
of tactical innovation and protest diffusion in thkantytown protests against Apartheid
in South Africa in the U.S. in the 1980s demonssato correlation between college size
and likelihood for protest. Soule shows that pristegere in fact more likely in smaller
liberal arts colleges and elite colleges like Cdbismand Dartmouth. However, Van Dyke
(1998) carries out a longitudinal study of protestt).S. college campuses in the 1960s
and she finds a positive relationship between gellgze and number of protests. Yet the
author observes no relationship between studeriégtdty ratio, leading her to conclude
that while larger colleges facilitate protest, tisi®iot due to isolation and strain. Further-
more, her main explanation for differences in ratiegrotests between campuses is not
college size, but differences in activist subcsuacross colleges. On the whole, and in

spite of disagreements between authors on the lodyrsamics behind this mechanism,
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the vast majority of the literature supports theaidhat larger colleges are more likely to
foster protests.

2.1.4: Mobilization and Liberal versus Conservatodeges

Which type of political orientation is more likelg mobilize a greater number of
students? Due to the tendency of young peoplenergéand students in particular to
favor left of center politics (Lipset and Altbad966), conventional wisdom says that
more liberal college campuses should be more liteefpster protests. The historical
evidence from U.S. campuses confirms this percepligpset and Altbach (1966) notice
that liberal attitudes tend to correlate with likelod to participate in protest as well as
general support of activism. In the 1960s this wadent was confirmed by the fact that
the biggest protests took place in some of the titwstal campuses in the U.S., including
Berkeley in California and the University of Miclaig in Ann Arbor. As Altbach and Co-
hen (1990) point out, in more recent years studesng also supported progressive caus-
es including support for federal student aid, psweif affirmative action, woman'’s rights
and disables rights. In particular, in the 1980slshts mobilized against Apartheid in
South Africa, creating a mass-scale leftist studeokement in a time of Conservative
political dominance. In sum, students in the Ur8.far more likely to support leftist
causes and form leftist movements. Although thdewe from outside the U.S. is more
mixed (see Altbach, 1984 & 1989) the literaturensinimous in its depiction of the dom-
inance of leftist politics in U.S. college campusgésnsequently, we should assume that

the college campuses with the most liberal studam@snost likely to mobilize.
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2.1.5: Mobilization and elite versus non-elite egks

In terms of the relationship of the status of @gdls and the likelihood of mobili-
zation, our conventional assumption is also guidech the scholarly depiction of the
1960s wave of student protests. Lipset and Altl§a866) note that the biggest centers of
protest in this era were leading research univessiincluding the University of Califor-
nia in Berkeley, the University of Michigan in Avimbor and the University of Wiscon-
sin in Madison. These schools, while not as hightgd as the Ivies (such as Harvard,
Princeton and Yale) had experienced significaniviiip presented a very diverse student
body, as well as a faculty which encouraged activiget not all findings from this wave
of student protest demonstrate this relationshiptt@nd El Ansal (1969) show that insti-
tutional complexity is more important than statupiedicting protests. Although they
note that far more high quality schools observedgsts in the 1960s, they also demon-
strate that protests took place in most large antptex schools regardless of academic
ranking. Furthermore, Blau and Slaughter (197 1stiat institutional research orienta-
tion and faculty publication ratio are not effeetipredictors of mobilization. Yet in a
more recent study, Soule (1997) demonstrates tratt$town protests against Apartheid
in South Africa which took place in the 1980s irSUcollege campuses were far more
likely to take place at elite institutions than nelite ones. The author argues that, con-
sistently with previous findings, students who att¢hese higher ranking educational
institutions are more likely to take part in pratés light of these recent findings, it is

more likely that elite colleges can foster mobifi@aa than their non-elite counterparts.
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2.1.6: Institutional Support for Mobilization

Which institutional characteristics of universgtiean support the development of
large protests? In recent years, a growing liteealidas argued that colleges with research
centers and departments which are most sympatogtiotesters are more likely to pro-
vide support for mobilization. This is because-letining faculty is more likely to pro-
vide support for a left-leaning movement like Ocgup particular, scholars point out
that the departments which are centered in studgmgg and disadvantaged groups in
society (such as blacks, Latinos and women) arentyst likely to lend support for pro-
test. In some cases, protests take place ovenitbattof closure of said departments. For
example, Rhoads (1998) documents the case of gagdsng place at UCLA in Los
Angeles in 1993 over the potential closure of tuege’s Chicano Studies department.
The same author also reports that a strike toatepdé Mills College in Oakland when
the college administrators sought to start adngjttimen and ceasing to be a woman’s
college. Rhoads comments that these actions al siincreasing role of identity poli-
tics and support for multiculturalism in studentigsm. In some cases, departments
which are sympathetic to protest may also be cdeadehe result of a sustained protest,
and thus may be seen as a result of an enduritgspi@ulture: Rojas (2006) explains that
the first department of African American StudieisSan Francisco State University, was
created in 1968 as a result of a Black Pantherpestgd student strike. Black students
across the country followed the example of theurnterparts in San Francisco and were
mostly responsible for the formation of 120 difieréfrican American Studies depart-

ments across the U.S. The author comments‘ffacan-American Studies programs
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are one of the black student movement's most @sibt enduring achievements” (Rojas,
2006:2151). In sum, Chicano Studies programs, Watndies programs, and Black
Studies programs can provide strong institutionglpsrt for larger protests in several
ways. First of all, they educate students on isseigarding the most marginalized groups
in society. Second, they are often the resultsifeng legacy of student protest.

2.1.7: Mobilization and Tuition Increases

My next set of hypotheses focuses on the roleohemic factors in student-led
protests. The rising cost of college educationdeaome an increasingly dominant theme
in the U.S. in debates about the relationship betvweequality and educational stand-
ards. In just the last 20 years, the average tuiasts of a private college have more than
doubled while out of state public college tuiticashmore than tripled and in state tuition
has almost quadrupled (Mitchell, 2015). These gisiosts have created an additional
economic strain for students. It is therefore Wkiglat students footing larger tuition bills
may be more motivated to protest for economic gestWe have no evidence of this dy-
namic taking place on a systematic scale in the, idBvever recent cases of student pro-
test in Britain and Chile show that tuition hikesdead to student unrest. In Britain, fol-
lowing the government’s decision to allow collegesaise tuition threefold, a number of
large marches and occupations of college campuos&gptace in the Fall of 2010 (Ibra-
him, 2011). In Chile two waves of student protest£006 and 2011, took place in re-
sponse to gradual price hikes for tuition cost&els as gradual increases in interest rates
for student loans (Bellei and Cabalin, 2013). Bathtests represented an open rejection

of the increasing costs of pursuing an educati@hvegre both spurred by a growing



40
number of students who saw their education becaméardable following government
reforms. Given that the cost of education in th8.Uas also witnessed dramatic rises in
recent times, it is plausible that these increasikde the cause for greater unrest.

2.1.8: Mobilization and Student Economic Deprivatio

What relationship should we expect to take plastevben the relative economic
status of students and their capacity to suppagelprotests? Altbach (1984) depicts a
body of activists who mostly came from affluent autlicated middle class families. Yet
Kahn and Bowers (1970) argue that in the 1960sesitisdrom lower socioeconomic sta-
tus were more likely to protest in elite colleges @eople with average socioeconomic
status were more likely to protest in non-elitdegés. But this is an isolated finding.
Wallimann and Zito (1984) explain that that genierdgs$ protest's emphasis on post-
material values, including environmentalism, paaifj anti-racism and feminism, facili-
tated protest by the wealthier components of spoidtbach (1989) shows that the dy-
namics are similar in the developing world, wheestrstudent protests are coordinated
and supported by children of wealthy families. iims most evidence supports the idea
that a greater concentration of affluent studentaare likely to support protests.

2.1.9: Formulating Hypotheses on the Effect of 8hichnd College Characteristics on

Movement Size

The final sub-section of this literature reviewlacus on formulating hypothe-
ses on the relationship between college and stughemacteristics and protest size. These
are based on the insights from the previous page#ich | outlined the literature on the

relationship between student and college charatiesiand mobilization. | will first of
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all focus on the relationship between protest aim college size. Conventional logic
suggests that this should be a fairly straightfedaralationship. Large protests depend
on a large mobilization potential, which shouldrbest effectively provided by larger
colleges. The literature presents a nearly unanswaaw that larger colleges are more
likely to foster larger mobilizations. This inclusleeveral studies on the 1960s wave of
protests, including Lipset and Altbach (1966), $eod El-Assal (1969), Dunlap (1970),
Blau and Slaughter (1971) and, more recently, VigkelX1998). The only exception is
Soule’s (1997) work on the 1980s Shantytown pretagtinst Apartheid in South Africa,
which finds no correlation between college size audbilization. However, the evidence
is overwhelmingly in favor of a positive relatiomglbetween protest size and college
size.

Hypothesis 1: Larger colleges make large protesigerfikely

Next, | consider the expected relationship betwbemolitical leanings of stu-
dents and their college and the size of protestsohtemporary U.S. society, left-wing
groups such as Occupy are usually more likely toyaaut large protests, whereas right-
wing organizations such as the Tea Party are nikaly ito resort to lobbying and fund-
raising as means to further their interests. Funtloee, the literature points to both recent
cases of protests (such as the Shantytown pratestsibed by Altbach and Cohen, 1990)
and less recent cases (such as the 1960s eratpiasribed by Lipset and Altbach,
1966) as being dominated by issues dear to leftretkiding human rights, opposition to
armed interventions and authoritarian regimes. &floee, both the literature and the cur-

rent political landscape suggest that large pretast more likely in liberal campuses.
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Hypothesis 2: More liberal college environments enlgltger protests more likely

Now | move to examining the relationship betwedwsalevel of prestige enjoyed
by colleges and protest size. The literature oro§¥udent movements presents mixed
evidence on the issue. While Lipset and Altbacl6@)$how that elite colleges were
more likely to foster protest, the work of Scottdfl-Assal (1969) and Blau and Slaugh-
ter (1971) demonstrates no significant relationff@fpween these factors. More recent
evidence by Soule (1997) on the student protestssigApartheid in the 1980s shows a
positive relationship between academic rankingrandilization. In sum, there is mixed
evidence, with an equal number of studies pointiing positive effect and no effect of
college rankings on mobilization. Furthermorehi& Occupy movement claims to repre-
sent the '99%’ and the less well-off populatiorertits key support should not come
from colleges which mostly recruit students fromaltiey families. Yet the more recent
evidence shows that these rankings are more ltkabe a factor than not. Additionally,
more highly ranked colleges contain students weeaarstly from wealthy families and
who aim at being part of the elites for the nextagation. These two factors mean that
these students are more likely to have the timetlaadrive to engage in politics, includ-
ing participating in protests. It is also hardgaare the strong role which elite colleges
have played in past student movements. Lastlycdupy is truly a movement of the
‘99%’ then its grievances and goals should alsalspe students from middle class fami-
lies who are enrolled in elite colleges and conedmwith their spiraling cost of tuition
and rising unemployment. Based on these insights,alleges are more likely to foster

greater protest turnouts than non-elite ones.
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Hypothesis 3: More highly ranked colleges makedamyotests more likely

Next, | focus on the relationship between instual support for protest and pro-
test size. The evidence presented by Rhoads (1998 study of identity-based campus
protests and Rojas (2006) on the relationship betviack protest and African American
Studies departments is unequivocal. These authvor& suggests that the presence of
Women'’s Studies, African American Studies and Qic&tudies departments should be
conducive to fostering a stronger culture of proileside college campuses. Therefore,
these departments should also help in bolsteriatggr turnouts, as they are likely to
raise the level of political consciousness of stusle
Hypothesis 4.1: Black Studies departments maketamptests more likely
Hypothesis 4.2: Chicano Studies departments magerarotests more likely
Hypothesis 4.3: Women’s Studies departments mader lprotests more likely

I now review the relationship between cost ofibmitand protest size. Recent
work from Ibrahim (2011) on student protests inltheted Kingdom and Bellei and Ca-
ballin on similar grievances in Chile (2013) suggebat high tuition costs can trigger
mass protests by students. The fact that theirtegoarts in the U.S. have experienced
similarly dramatic hikes in the cost of tuition gi@gts that this factor should be a catalyst
for larger protests.
Hypothesis 5: Higher tuition costs make larger pgis more likely

My last hypothesis focuses on the relationshigvbeh economic deprivation and
protest. Here, most of the evidence, includingwibek of Altbach (1984, 1989) on stu-

dent protests in both the developed and developortd as well as Wallimann and Zito’s
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(1984) work on student protests in the 1960s, supple idea that wealthier students are
more likely to protest. The only dissenting voicenes from Kahn and Bowers’ (1970)
study of 1960s student protests. But even thermukigors merely find that students from
low socioeconomic status in elite colleges are nlikedy to protest, whereas in non-elite
colleges, students with middle levels of incometheemost politically active. Further-
more, the previous insights on the greater amolurdsmurces and disposable time en-
joyed by wealthier students applies here too. Wesalstudents are more likely to find
the time and willingness to protest. Their lessltiacounterparts are more likely to
have to resort to part time or full time employmenorder to support their studies. In
sum, larger turnouts are more likely where studargsvealthier.
Hypothesis 6: A larger proportion of wealthy stuttermakes larger protests more likely

To sum up, in the previous pages | first of athpded a summary of all of the
key explanatory factors for movement size. | thmoked at the role of students in foster-
ing size, and showed the evidence for this dyndrara the past literature. Then | out-
lined all of the key expectations from the literaton the relationship between different
aspects of student populations and colleges, armlizadion. These include the size of
colleges, their political inclination and reputatias elite colleges, the degree of institu-
tional support for protest, the cost of tuition dhd relative levels of wealth in the stu-
dent population. Lastly, | formulated hypothesestanrelationship between student
population and college characteristics and movermsiegat based on the insight from the
literature on the role of the aforementioned sttidead college variables with mobiliza-

tion. In the pages that follow, | will present tmethods used to test these hypotheses,
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including the types and sources of data that weeel and the analytic strategy that was

adopted.
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2.2DATAAND METHODS

2.2.1: Dependent Variable: Protest Size

As mentioned before, my unit of observation isldrgest Occupy protest turnout
in the first two weeks of existence of the locacQgy chapter in the 74 cities under
analysis. My intent is to show differences in maition strength right after the founding
of this protest movement, when this movement wées tmbmobilize its largest numbers.
This includes the ‘International Day of Rage’ psitethat took place during the weekend
of October 18, 2011. Therefore, as we can see in the aforenmttidable 1, the vast
majority of protests took place in the two weekseen September $%nd October
15", There were 3 notable exceptions: Lubbock, TXebar TX; and Newark, NJ. For
these, | report turnouts for the first protest wheas carried out by the local movement,
either later in October 2011 or during the follogzimonth. In these cities the local Occu-
py group emerged a few weeks after the rest, ttassnet able to mobilize until Novem-
ber 2011. My data are obtained from local newspeggaorts of Occupy protests. Alt-
hough my fundamental assumption is that newspapaysbe equally biased in reporting
protest turnouts, this data may still suffer frorms More liberal newspapers, like the
New York Times, the Chicago Tribune and the Boskwbe may be more sympathetic to
the movement and more likely to be willing to redarge turnouts. However, newspa-
pers in smaller and more conservative communisiesh as the Arizona Sun and the Or-
ange County Register, may be less sympatheticetanttvement and consequently more

willing to report smaller protest sizes.



Table 4: Student population for each city underlgsia

47

City or Cities % of adult populationin | |City % of adult population
full time education in full time education
Madison, WI 30.1 Philadelphia, PA and Anchorage, 4 11.5
Lubbock, T 23.2 Baltimore, MC \11.z
Irvine, CA 21.3 Honolulu, HI \11.3
Lincoln, NE 19.6 Toledo, OH \11.2
Pittsburgh, PA 18.9 San Francisco, CA and Rochester,11.1
NY
Durham, NC 18.2 San Jose, CA ‘11
Boston, MA 171 Charlotte, NC; Chicago, IL; San 10.9
Antonio, TX and Winston-Salem,
NC
Minneapolis, MN 16.9 Detroit, Ml and Nashville, TN ‘10.8
Raleigh, NC 16.3 Laredo, TX and Los Angeles, CA ‘10.6
Lexington, KY 16 Oakland, CA and Spokane, WA ‘10.2
Cincinnati, OH 15.9 Oklahoma City, OK ‘10.1
Norfolk, VA 15.2 Denver, CO; Colorado Springs, C(9.9
and Orlando, FL
Columbus, OH 14.4 Fort Wayne, IN ‘9.8
Greensboro, NC 14.3 Kansas City, MO and Jacksonville,9.7
FL
San Diego, CA 14 New York, NY and New Orleans, 9.4
LA
Austin, TX 13.9 Tampa, FL and Jersey City, NJ ‘9.2
Atlanta, GA; Seattle, WA and Tucso 13.8 Memphis, TN and Indianapolis, IN|9.1
AZ
Riverside, CA 13.7 Tulsa, OK ‘8.8
Buffalo, NY 13 Louisville, KY; Newark, NJ and 8.7
Fort Worth, Tx
Washington, DC and Long Beach, (12.9 Santa Ana, CA ‘8.4
Sacramento, CA and Milwaukee, W 12.8 Cleveland, OH ‘7.9
Reno, N\ 12.4 Houston, T> \7.5
Fresno, CA 12.3 Phoenix, AZ ‘7.4
El Paso, TX 12.2 Miami, FL \7.3
St. Louis, TX 12.1 Dallas, TX ‘7
Albuquerque, NN 11.¢ Las Vegas, N\ ‘6.6
Portland, OR and Omaha, NE 11.6

Source: 2010 U.S. Census (Center for New MediaPanthotion, 2009)
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2.2.2: Independent Variables

The first set of independent variables which | lagés at the relative strength of
the presence of students and colleges in eacH oityasure the percentage of the overall
population in each city which is enrolled in futhe education, as reported by the 2010
U.S. Census (Center for Media and Promotion, ki€ data are visible in Table 4. | also
used a second variable with a count of the numbenioersities in each city, as reported
by the U.S. News Higher Education Rankings (And,7a) and which can be seen in
Table 5. My third variable is obtained from thepogis two, and shows the average size

Table 5: Number of colleges in each city under gsial

City or Cities Number of colleges | |City or Cities Number of Colleges
New York, NY 48 Memphis, TN and New Orleans, LA |8

Chicago, IL 28 Omabha, NE; Indianapolis, IN; San 7
Antonio, TX and Pittsburgh, F

Boston, MA 22 Buffalo, NY; San Diego, CA; Clevelan
OH; Columbus, OH; Oakland, CA;
Colorado Springs, CO and Cincinnati,
OH

(2]

Philadelphia, PA 15 Kansas City, MO; Raleigh, NC; Dallas
TX; Denver, CO; Seattle, WA; Greens-
boro, NC; Winston-Salem, NC; Roche
ter, NY

al

Washington, DC 13 Louisville, KY; Detroit, MI; Jackson- |4
ville, FL; Austin, TX; Minneapolis, MN
and Norfolk, VA

Houston, TX and Los Angeles, CA 12 Riverside, CA; Tampa, FL; Lincoln, NE
Charlotte, NC; Phoenix, AZ; Fort
Wayne, IN and Honolulu, HI

w

Portland, OR; San Francisco, CAand |11 Tucson, AZ; Tulsa, OK; San Jose, CA; 2
Atlanta, GA Fresno, CA; Lubbock, TX; Jersey City,
NJ; Spokane, WA; Irvine, CA; Madisor]
WI; Newark, NJ; Anchorage, AK; Okla
homa City, OK; Lexington, KY; Orlan-
do, FL and Durham, NC

St. Louis, MO 10 El Paso, TX; Laredo, TX; Miami, FL;
Reno, NV; Albuguerque, NM; Las
Vegas, NV; Sacramento, CA; Fort
Worth, TX; Long Beach, CA and Toled
OH

Milwaukee, WI; Nashville, TN and Balti- |9 Santa Ana, CA 0
more, MC

Source: U.S. News (Anon, 2017a)

[N
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of colleges in each town. | use this variable teedaine whether or not larger colleges
foster larger mobilizations. | obtain it first bglculating the overall number of full time
students in each city, and then dividing this nunilyethe aforementioned data on num-
ber of colleges in each city. The resulting scavegme the average size, in number of
students, of each college.

In the next set of independent variables | foaushe substantive characteristics
of colleges and student populations in each ciggadise not every city has a college
listed in these rankings and located within itsténSanta Ana has none) in most of these
variables | include colleges within a 10 mile rangkee first variable from this group
focuses on the role of elite college students ibifization. Here | use the U.S. News
Higher Education Rankings (Anon, 2017a) and emieranking, expressed in percent-
age, of the highest ranked college within 10 miiesach city under analysis (Table 6
shows the full list of colleges used for this vhlg. In this way, | can demonstrate
whether elite college students made a decisiveibomibn in turning out large numbers
at Occupy protests. Next, | look at the degreeh@hvcolleges present a liberal envi-
ronment, and how it affects the size of protesteHlecalculated the mean for the rank-
ing of the three largest colleges within a 10 mélege of each city (see Table 7 for the
full list of colleges)! The rankings were obtained from the Crowdpac vel{ginon,
n.d.a), and are based on faculty political donatidmexpect these donations to be a good
indicator of the degree to which faculty membessleowards leftwing views, which in

turn can have an effect on the overall culturéhefdollege campus in question.

! I look at the three largest colleges in each wityen this data is available. In some cities, thezee less
than 3 colleges and in others the data for sontleeo€olleges was not available. In these caseskl dt the
next largest colleges. When | am unable to find dlat these, | look at the 2 or 1 largest colleges
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Table 6: List of most highly ranked colleges withii0 mile radius of each city under

analysis
City Highest Ranked College | |City Highest Ranked City Highest Ranked Col-
College lege
Tucson, AZ  |University of Arizona Santa Ana, CA California State Spokane, WA |Eastern Washington
University- Fullerton University
St. Louis, MO |Washington University in |Las Vegas, NV University of Nevada{ |Colorado University of Colorado-
St. Louis Las Vegas Springs, CO |Colorado Springs
El Paso, TX |University of Texas- EI | [Memphis, TN University of Mem- Irvine, CA University of California-
Paso phis Irvine
Portland, OR |Portland State University |Louisville, KY University of Louis- | |[Madison, WI |University of Wisconsin
ville
Kansas City, |University of Missouri- | |Dallas, TX Southern Methodist | [Newark, NJ  |Seton Hall University
MO Kansas City University
Laredo, TX |Texas A&M International |Philadelphia, PA |University of Penn- | |Anchorage, |University of Alaska-
University sylvanie AK Anchorag
Miami, FL University of Miami Cleveland, OH Case Western Resery |San Antonio, |University of Texas-Sarn
University TX Antonio
Riverside, CA |University of California- | |Denver, CO Colorado School of | |Austin, TX University of Texas-
Riverside Mines Austin
Raleigh, NC |North Carolina State Seattle, WA University of Wash- | |Fort Worth,  |Texas Christian Univer-
University ingtor TX sity
Buffalo, NY  |Buffalo State College Milwaukee, WI Marquette University| |Baltimore, MD|Johns Hopkins Univers|
ty
San Diego, CAUniversity of California- | |Detroit, Ml University of Michi- | |Oklahoma University of Oklahoma
San Diego gan-Ann Arbor City, OK
Tulsa, OK University of Tulsa San Francisco, CA|University of San Long Beach, |California State Univer-
Francisco CA sity-Long Beach
Houston, TX |Rice University Boston, MA Harvard University Minneapolis, |University of Minneso-
MN ta-Twin Cities
Tampa, FL University of South New York, NY Columbia University | [New Orleans, |Tulane University
Floride LA
Omaha, NE |University of Nebraska a |Columbus, OH Ohio State University| |Pittsburgh, PA|Carnegie Mellon Uni-
Omaha versity
Lincoln, NE  |University of Nebraska- | |Chicago, IL University of Chicaga |Lexington, KY |University of Kentucky
Lincoln
Reno, NV University of Nevada- Honolulu, HI University of Hawaii | |Cincinnati, OH|University of Cincinnati
Reno at Manoa
San Jose, CA |San Jose State Universi{ |Oakland, CA University of Califor- | | Toledo, OH  |University of Toledo
nia- Berkeley
Fresno, CA  |California State Universii |Lubbock, TX Texas Tech Universit) |Greensboro, |University of North
ty- Fresno NC Carolina at Greensboro
Washington, |Georgetown University | [Nashville, TN Vanderbilt University | |Orlando, FL |University of Central
DC Florida
Charlotte, NC |University of North Jersey City, NJ Stevens Institute of | |Norfolk, VA |Old Dominion Universi-
Carolina at Charlotte Technology ty
Phoenix, AZ |Arizona State University| |Sacramento, CA |University of Califor- | |Durham, NC |Duke University
nia- Davis
Los Angeles, |California Institute of Atlanta, GA Emory University Winston- Wake Forest University
CA Technology Salem, NC
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Table 6 (cont.)

City Highest Ranked Col- City Highest Ranked

lege College
Albuquerque, |University of New Jacksonville, FL  |Florida State College|
NM Mexica at Jacksonvill

Fort Wayne, IN |Indiana University- Fori |Indianapolis, IN Indiana University-
Wayne Indianapolis

Rochester, NY |University of Rocheste*
Source: U.S. News (Anon, 2017a

Next, | look at relative levels of institutionalgaort for protest. | use three variables,
each one indicating the number of colleges withoafn American Studies, Women’s
Studies and Chicano Studies programs in eachQitge again, this is a count variable.
The data for these three variables come from the Stass database (Anon, n.d.b). My
last set of variables shows the relative economiaitions of student populations in each
city. First of all, | calculate the mean of anntiation costs at the three largest colleges
within a 10 mile range of each city, expressechusands of DollarsMy objective

with this variable is to show the role of potensaldent grievances over cost of tuition in
shaping protest size. For a full list of collegesdifor this variable, see Table 8. | look at
the lowest possible tuition costs, thus in-statotu numbers are used for state colleges.
Lastly, | calculate the mean percentage of studehtsare beneficiaries of Pell Grants at
the three largest colleges within a 10 mile ranfgeash city’ Here, | am proving whether
there is a connection between the economic wetigh@r lack thereof) of students, and

their inclination to protest. Table 9 lists thelegks used for this variable. | obtained the

2 Again, in some cases there were less than 3 esllegeach city and in others data for one or tiihe
colleges was not available.
% Once again, some cities have less than 3 collegis in others data for some is missing.
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City Colleges Used City Colleges Used City Colleges Used
Tucson, AZ 1.University of Arizona | |Santa Ana, CA 1. California State Colorado 1. University of
University- Fullerton Springs, CO |Colorado- Colorado
2. Chapman University Springs
St. Louis, MO |1. St Louis University | |Las Vegas, NV 1. University of Nevada |Irvine, CA  |1. University of
2. Washington Universi Las Vegas California- Irvine
ty in St. Louis 2. College of Southern
Nevada
El Paso, TX 1. University of Texas- | |Memphis, TN 1. University of Mem- | |[Madison, WI |1. University of
El Paso phis Wisconsin- Madison
Portland, OR  |1. Portland State Uni- | |Louisville, KY 1. University of Louis- | |[Newark, NJ |1. Montclair State
versity ville University
2. Kean University
3. Rutgers Universityr
Newark
Kansas City, 1. University of Mis- Dallas, TX 1. University of Texas a| |Anchorage, |1. University of
MO souri- Kansas City Dallas AK Alaska- Anchorage
Laredo, TX 1. Texas A&M Interna- | |Philadelphia, PA 1. Temple University San Antonio, |1. University of
tional University 2. Drexel University X Texas-San Antonio
3. University of Penn-
sylvania
Miami, FL 1. Florida International | |Cleveland, OH 1. Kent State University| |Austin, TX |1. University of
University 2. Cleveland State Texas- Austin
2. University of Miami University
3. Case Western Reser
University
Riverside, CA |1. University of Califor-| |Denver, CO 1. Metropolitan State Fort Worth, |1. University of
nia- Riverside University of Denver TX Texas-Arlington
2. California Baptist 2.University of Colora- 3. Texas Christian
University do- Denver University
3. University of Denve
Raleigh, NC 1. North Carolina State |Seattle, WA 1. University of Wash- | |Baltimore, |1. Towson University
University ington MD 2. University of
Maryland- Baltimore
3. John Hopkins
University
Buffalo, NY 1. Buffalo State College |Milwaukee, WI 1. University of Wiscon- |Oklahoma |1. University of
sin- Milwaukee City, OK Oklahoma
2. Marquette University 2. University of
Central Oklahoma
San Diego, CA |1. San Diego State Detroit, Ml 1. University of Michi- | |Long Beach, |1. Cal State Long
University gan-Ann Arbor CA Beach

2. University of Califor-
nia- San Diego

3. University of San
Diego

2. Eastern Michigan
University

3. Wayne State Univers
ty

2. Biola University
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Table 7 (cont.):
City Colleges Used City Colleges Used City Colleges Used
Tulsa, OK 1. University of Tulsa | |San Francisco, CA|1. University of Califor- | |[Minneapolis, |1. University of
2. Rogers State Univer nia- Berkeley MN Minnesota-Twin
sity 2. San Francisco State Cities
University
Houston, TX  |1. University of Hou- Boston, MA 1. Boston University New Orleans,|1. Tulane University
ston 2. Northeastern Universit LA 2. University of New
2. Texas Southern 3. Boston College Orleans
University
Tampa, FL 1. University of South | [New York, NY 1. New York University | |Spokane, WA/1. Eastern Washingta
Florida 2. Hunter College University
3. Queens College
Omaha, NE 1. University of Nebras: |Columbus, OH 1. Ohio State University | |Pittsburgh, |1. University of
ka at Omaha PA Pittsburgh
2. Carnegie Mellon
University
Lincoln, NE 1. University of Nebras| |Chicago, IL 1. University of lllinois at| |Lexington, |1. University of
ka- Lincoln Chicago KY Kentucky
2. DePaul University
Reno, NV 1. University of Neva- | [Honolulu, HI 1. University of Hawaii at |Cincinnati, |1. University of
da- Reno Manoa OH Cincinnati
2. Miami University-
Hamilton
San Jose, CA |1. San Jose State Uni-| |Oakland, CA 1. University of Califor- | |Toledo, OH |1. Bowling Green
versity nia- Berkeley State University
2. San Francisco State 2. University of
University Toledo
Fresno, CA 1. California State Lubbock, TX 1. Texas Tech University| |Greensboro, |1. University of North
University- Fresno NC Carolina at Greenshd
ro
Washington, DC|1. George Washington | |Nashville, TN 1. Vanderbilt University | |Orlando, FL |1. University of
University 2. Tennessee State Uni- Central Florida
2. Georgetown Univer- versity
sity
3. American University
Charlotte, NC |1. University of North | |Jersey City, NJ 1. Kean University Norfolk, VA |1. Old Dominion
Carolina at Charlotte 2. Rutgers University- University
Newark 2. Norfolk State
3. New Jersey City Uni- University
versity
Phoenix, AZ 1. Arizona State Univer |Sacramento, CA |1. University of Califor- | |Durham, NC |1. University of
sity nia- Davis North Carolina at
2. Cal State Sacramento Chapel Hill
2. Duke University
3. North Carolina
Central University
Los Angeles, CA1. UCLA Atlanta, GA 1. Georgia State Univers| |Winston- 1. Wake Forest Uni-
2. C al State Northridge ty Salem, NC |versity
3. University of South- 2. Kennesaw State Uni- 2. Winston-Salem
ern California versity State University

3. Georgia Institute of
Technology

=}
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Table 7 (cont.)

City Colleges Used City Colleges Used City Colleges Used

Albuquerque, |1. University of New Jacksonville, FL 1. University of North Rochester, |1.University of Roch-|
NM Mexico Florida NY ester

2. Florida State College
at Jacksonville

Fort Wayne, IN [1.. Indiana University- | |Indianapolis, IN 1. Indiana University-
Fort Wayne Indianapolis

Source: Crowdpac (Anon, n.d.a)

data from both of these variables from the U.S. 8leligher Education Rankings (Anon,
2017a).

2.2.3: Control Variables

| control for several different factors which dafluence the size of a protest.

Following the work of Tilly (1978), McAdam (1982jd Della Porta (1995) on the role
of political elites and support from political &4, | control for the presence of favorable
and unfavorable political opportunity structuregréll use two measures: | first of all
look at the mean percentage vote for the Demoardle two presidential elections pre-
ceding the protests (2008 and 2004), measuree aoilnty level. This is a good meas-
urement of the portion of the population which ntighpport the protest. | also use a
dummy variable for Democrat mayors (1=Democrat mayeRepublican or Independ-
ent mayor) to show the role of potential politielles of the protesters at a local level.
Because Occupy is a left-wing movement, | expegit frotests to be larger in places
with higher levels of Democrat support and preserid@emocrats among local elites.

Both sets of data were obtained from the U.S. Btattlas (Leip, 1999).
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City Colleges Used City CollegesUsed City Colleges Used
Tucson, AZ 1.University of Arizona| |Santa Ana, CA 1. California State Uni- | |Spokane, WA1. Eastern Washingto
versity- Fullerton University
2. Chapman University 2. Gonzaga University
3. Whitworth Universi-
ty
St. Louis, MO |1. Lindenwood Univer-| |Las Vegas, NV 1. University of Nevada- | |Colorado 1. University of Colo-
sity Las Vegas Springs, CO |rado- Colorado
2. St Louis University 2. College of Southern Springs
3. Washington Univers Nevada
ty in St. Louis
El Paso, TX 1. University of Texas- | IMemphis, TN 1. University of Memphis, |Irvine, CA  |1. University of Cali-
El Paso fornia- Irvine
Portland, OR  |1. Portland State Uni- | |Louisville, KY 1. University of Louis- Madison, WI |1. University of Wis-
versity ville consin- Madison
2. University of Port- 2. Bellarmine University
land 3. Sullivan University
3. Lewis and Clark
College
Kansas City, |1. University of Mis- Dallas, TX 1. University of Texas at | |Newark, NJ |1. Montclair State
MO souri- Kansas City Dallas University
2. University of Texas at 2. Kean University
Arlington 3. Rutgers University-
3. University of North Newark
Texas- Dallas
Laredo, TX 1. Texas A&M Interna-| |Philadelphia, PA |1. Temple University Anchorage, |1. University of Alas-
tional University 2. Drexel University AK ka- Anchorage
3. University of Pennsyl-
vania
Miami, FL 1. Miami Dade College| |Cleveland, OH 1. Kent State University | |San Antonio, |1. University of Texas
2. Florida International 2. Cleveland State Uni- | [TX San Antonio
University versity 2. University of the
3. University of Miami 3. Case Western Reservi Incarnate World
University
Riverside, CA |1. University of Cali- Denver, CO 1. Metropolitan State Austin, TX |1. University of Texas
fornia- Riverside University of Denver Austin
2. Riverside City Col- 2.University of Colorado- 2. St. Edward’s Uni-
lege Denver versity
3. University of Denver
Raleigh, NC 1. North Carolina State| |Seattle, WA 1. University of Washing4 |Fort Worth, |1. University of Texas:
University ton TX Arlington
2. Bellevue College 3. Texas Christian
3. Seattle University University
Buffalo, NY 1. University of Buffalo| |Milwaukee, WI 1. University of Wiscon- | |Baltimore, |1. Towson University
2. Buffalo State Collegg sin- Milwaukee MD 2. University of Mary-
3. Canisius College 2. Marquette University land- Baltimore
3. John Hopkins
University
San Diego, CA |1. San Diego State Detroit, Ml 1. University of Michi- Oklahoma  |1. University of Okla-
University gan-Ann Arbor City, OK homa

2. University of Cali-
fornia- San Diego

3. University of San
Diego

2. Eastern Michigan
University
3. Wayne State Universit

2. University of Cen-

tral Oklahoma




56

Table 8 (cont.):
City Colleges Used City CollegesUsed City Colleges Used
Tulsa, OK 1. University of Tulsa | |San Francisco, CA|1. University of Califor- | |Long Beach, |1. Cal State Long
2. Rogers State Univer| nia- Berkeley CA Beach
sity 2. San Francisco State 2. Cal State
3. Oral Roberts Univer University Dominguez Hills
sity 3. University of San 3. Biola University
Francisco
Houston, TX 1. University of Hou- Boston, MA 1. Boston University Minneapolis, |1. University of Min-
ston 2. Northeastern Universi{ [MN nesota-Twin Cities
2. Texas Southern ty 2. University of St.
University 3. Boston College Thomas- Minnesota
Tampa, FL 1. University of South | [New York, NY 1. New York University | |New Orleans|1. Tulane University
Florida 2. Hunter College LA 2. University of New
2. University of Tampa 3. Queens College Orleans
3. St. Petersburg Col- 3. Loyola University
lege New Orleans
Omaha, NE 1. University of Ne- Columbus, OH 1. Ohio State University | |Pittsburgh, |1. University of Pitts-
braska at Omaha PA burgh
2. Bellevue University 2. Carnegie Mellon
3. Creighton University| University
3. Duguesne Universi
ty
Lincoln, NE 1. University of Ne- Chicago, IL 1. University of lllinois at| |Lexington, |1. University of Ken-
braska- Lincoln Chicago KY tucky
2. DePaul University
3. Loyola University
Chicago
Reno, NV 1. University of Neva- | |Honolulu, HI 1. University of Hawaii at |Cincinnati, |1. University of Cin-
da- Reno Manoa OH cinnati
2. Hawaii Pacific Univer- 2. Xavier University
sity
San Jose, CA |[1. San Jose State Uni-| |Oakland, CA 1. University of Califor- | |Toledo, OH |1. Bowling Green
versity nia- Berkeley State University
2. Santa Clara Univers 2. San Francisco State 2. University of Toledq
ty University
3. Mills College
Fresno, CA 1. California State Lubbock, TX 1. Texas Tech University| |Greensboro, |1. University of North
University- Fresno NC Carolina at Greensho
2. Fresno Pacific Uni- 2. Elon University
versity 3. High Point Univer-
sity
Washington, DC 1. George Washington | [Nashville, TN 1. Vanderbilt University | |Orlando, FL |1. University of Cen-
University 2. Tennessee State Uni- tral Florida
2. Georgetown Univer- versity
sity 3. Belmont University
3. American University
Charlotte, NC  |1. University of North | |Jersey City, NJ 1. Kean University Norfolk, VA |1. Old Dominion

Carolina at Charlotte
2. Queens University 0
Charlotte

2. Rutgers University-
Newark

3. New Jersey City Uni-
versity

University

2. ECPI University
3. Norfolk State Uni-
versity
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2. Florida State College
Jacksonville

City Colleges Used City Colleges Used City Colleges Used
Phoenix, AZ 1. Arizona State Uni- | |Sacramento, CA |1. University of Califor- | [Durham, NC |1. University of North
versity nia- Davis Carolina at Chapel Hil
2. Grand Canyon 2. Cal State Sacramento 2. Duke University
University 3. North Carolina
3. University of Phoe- Central University
nix
Los Angeles, |1. UCLA Atlanta, GA 1. Georgia State Univers| |Winston- 1. Wake Forest Uni-
CA 2. C al State Northridgg ty Salem, NC |versity
3. University of South- 2. Kennesaw State Uni- 2. Winston-Salem
ern California versity State University
3. Georgia Institute of 3. High Point Univer-
Technology sity
Albuquerque, |1. University of New Jacksonville, FL  |1. University of North Rochester, |1. Rochester Institute
NM Mexico Florida NY of Technology

2.University of Roch-
ester

3. St. John Fisher
College

Fort Wayne, IN

1. Purdue University-
Fort Wayne
2. Indiana Institute of

Technology

Indianapolis, IN

1. Purdue University-
Indianapolis
2. Butler University

Source: U.S.

News (Anon, 2017a)
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Table 9: List of colleges used for estimates on propn of Pell Grant beneficiaries

h

City Colleges Used City CollegesUsed City Colleges Used
Tucson, AZ 1.University of Arizona| |Santa Ana, CA 1. California State Uni- | |Spokane, WA1. Eastern Washingto
versity- Fullerton University
2. Chapman University 2. Gonzaga University
3. Whitworth Universi-
ty
St. Louis, MO |1. Lindenwood Univer-| |Las Vegas, NV 1. University of Nevada- | |Colorado 1. University of Colo-
sity Las Vegas Springs, CO |rado- Colorado
2. St Louis University 2. College of Southern Springs
3. Washington Univers Nevada
ty in St. Louis
El Paso, TX 1. University of Texas- | IMemphis, TN 1. University of Memphis, |Irvine, CA  |1. University of Cali-
El Paso fornia- Irvine
Portland, OR  |1. Portland State Uni- | |Louisville, KY 1. University of Louis- Madison, WI |1. University of Wis-
versity ville consin- Madison
2. University of Port-
land
3. Lewis and Clark
College
Kansas City, |1. University of Mis- Dallas, TX 1. University of Texas at | |Newark, NJ |1. Montclair State
MO souri- Kansas City Dallas University
2. University of Texas at 2. Kean University
Arlington
Laredo, TX 1. Texas A&M Interna- | |Philadelphia, PA |1. Temple University Anchorage, |1. University of Alas-
tional University 2. Drexel University AK ka- Anchorage
3. University of Pennsyl-
vania
Miami, FL 1. Florida International| |Cleveland, OH 1. Kent State University | |San Antonio, |1. University of Texas
University 2. Cleveland State Uni- | |TX San Antonio
3. University of Miami versity 2. University of the
3. Case Western Reserv: Incarnate World
University
Riverside, CA |1. University of Cali- Denver, CO 1. Metropolitan State Austin, TX |1. University of Texas
fornia- Riverside University of Denver Austin
2.University of Colorado- 2. St. Edward’s Uni-
Denver versity
3. University of Denver
Raleigh, NC 1. North Carolina State| |Seattle, WA 1. University of Washing- |Fort Worth, |1. University of Texas
University ton TX Arlington
3. Seattle University 3. Texas Christian
University
Buffalo, NY 1. University of Buffalo| |Milwaukee, WI 1. University of Wiscon- | |Baltimore, |1. Towson University
2. Buffalo State Collegg¢ sin- Milwaukee MD 2. University of Mary-
3. Canisius College 2. Marquette University land- Baltimore
3. John Hopkins
University
San Diego, CA |1. San Diego State Detroit, Ml 1. University of Michi- Oklahoma  |1. University of Cen-
University gan-Ann Arbor City, OK tral Oklahoma

2. University of Cali-
fornia- San Diego

3. University of San
Diego

2. Eastern Michigan
University
3. Wayne State Universit
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Table 9 (cont.):
City Colleges Used City CollegesUsed City Colleges Used
Tulsa, OK 1. University of Tulsa | |San Francisco, CA|1. University of Califor- | |Long 1. Cal State Long Beac
2. Rogers State Univer| nia- Berkeley Beach, CA |2. Cal State Dominguez
sity 2. San Francisco State Hills
3. Oral Roberts Univer University 3. Biola University
sity 3. University of San
Francisc
Houston, TX  |1. University of Hou- Boston, MA 1. Boston University Minneap- |1. University of Minne-
ston 2. Northeastern Universi{ |olis, MN sota-Twin Cities
2. Texas Southern ty 2. University of St.
University 3. Boston College Thomas- Minnesota
Tampa, FL 1. University of South | [New York, NY 1. New York University | |New Orle- |1. Tulane University
Florida 2. Hunter College ans, LA 2. University of New
2. University of Tampa 3. Queens College Orleans
3. Loyola University
New Orleans
Omaha, NE 1. University of Ne- Columbus, OH 1. Ohio State University | |Pittsburgh, |1. University of Pitts-
braska at Omaha PA burgh
2. Creighton University| 2. Carnegie Mellon
University
3. Duguesne University|
Lincoln, NE 1. University of Ne- Chicago, IL 1. University of lllinois at| |Lexington, |1. University of Ken-
braska- Lincoln Chicago KY tucky
2. DePaul University
3. Loyola University
Chicagc
Reno, NV 1. University of Neva- | |Honolulu, HI 1. University of Hawaii at |Cincinnati, |1. University of Cincin-
da- Reno Manoa OH nati
2. Hawaii Pacific Univer-
sity
San Jose, CA [1. San Jose State Uni-| |Oakland, CA 1. University of Califor- | |Toledo, OH|1. Bowling Green State
versity nia- Berkeley University
2. Santa Clara Univers 2. San Francisco State 2. University of Toledo
ty University
3. Mills College
Fresno, CA 1. California State Lubbock, TX 1. Texas Tech University| |Greensborgl. University of North
University- Fresno NC Carolina at Greenshorg
2. Fresno Pacific Uni- 2. Elon University
versity 3. High Point University|
Washington, DC 1. George Washington | [Nashville, TN 1. Vanderbilt University | |Orlando, |1. University of Central
University 2. Tennessee State Uni-| [FL Florida
2. Georgetown Univer- versity
sity
3. American University
Charlotte, NC  |1. University of North | |Jersey City, NJ 1. Kean University Norfolk, 1. Old Dominion Uni-
Carolina at Charlotte 2. New Jersey City Uni- | VA versity
2. Queens University 0 versity 3. Norfolk State Univer-
Charlotte sity
Phoenix, AZ 1. Arizona State Uni- | |Sacramento, CA |1. University of Califor- | |Durham, |1. University of North
versity nia- Davis NC Carolina at Chapel Hill

2. Cal State Sacramento

2. Duke University
3. North Carolina Cen-
tral University

h
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Table 9 (cont.):

City Colleges Used City Colleges Used City Colleges Used
Los Angeles, |1. UCLA Atlanta, GA 1. Georgia State Univers |Winston- 1. Wake Forest Univer-
CA 2. Cal State Northridge ty Salem, NC |sity
3. University of South- 2. Kennesaw State Uni-
ern California versity
3. Georgia Institute of
Technology
Albuquerque, |1. University of New Jacksonville, FL  |1. University of North Rochester, |1. Rochester Institute
NM Mexico Florida NY of Technology
2.University of Roch-
ester
3. St. John Fisher
College

Fort Wayne, IN |1. Purdue University- | (Indianapolis, IN 1. Purdue University-
Fort Wayne Indianapolis
2. Butler University

Source: U.S. News (Anon, 2017a)

Next up, following the work of Gamson (1975) and@arthy and Zald (1977) |
look at the role of resources in fostering largenouts. Newspaper reports on the Occu-
py movement show that it gained support from tnagiens in many of the cities in
which it carried out actions. Therefore, | use 28L0eau of Labor Statistics data (Anon,
2010) on the percentage of the workforce in eatyhwdiich is represented by unions. |
expect Occupy turnouts to be bigger in cities Watiger rates of union membership. |
also look at evidence of support from social movetneeganizations for local Occupy
groups. | use local newspaper reports to obtaimtsofor instances of support from vari-
ous local organizations for Occupy protesters.peex protests to be larger in cities
where the local Occupy movement has received mgpast from these organizations.

| also look at the role of strain and levels détige deprivation in fostering pro-
test, following the work of Snow, Cress, Downey dodes (1998) and Van Dyke and

Soule (2002). Because the Occupy movement protestgdality, these measures of
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Table 10: Descriptive statistics for variables usedhe negative binomial analysis of

differences in protest size

Mean SD. Min Max
City Level (N = 74)
Dependent Variable
Protest Turnout (count) 1347.64 5052.53 20.00 42500.00
Independent Variables
Student Population (%) 12.13 3.91 6.60 30.10
Universities (count) 5.82 6.88 .00 48.00
Average College Population (count) 19378.32 | 16308.03 .00 79192.77
Liberal College (score between 0 and 10) 7.13 1.65 .00 9.20
Academic Ranking (score between 0 and 100) 45.51 29.50 .00 98.00
African American Studies (count) 1.41 1.72 .00 9.00
Chicano Studies (count) 43 .80 .00 5.00
Women Studies (count) 1.99 1.87 .00 10.00
Cost of Tuition (in thousands of Dollars) 18.98 10.34 4.80 49.70
Rate of Pell Grants (%) 36.50 12.40 10.00 68.00
Controls
Democrat Vote (%) 56.51 13.64 27.70 90.85
Democrat Mayor (binary) 74 A4 .00 1.00
Union Strength (%) 11.03 6.23 .00 27.30
SMO Support (count) 257 575 .00 3.00
Unemployment (%) 8.72 2.08 4.00 16.50
Inequality (ratio) 466.76 28.24 413.00 545.00
Population (Metropolitan Statistical Area, in thands) 3522.16 4383.36 209.23 18897.11
Northeast (dummy) A2 .33 .00 1.00
Midwest (dummy) .20 .40 .00 1.00
West (dummy .31 A7 .0C 1.0C
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deprivation can also be considered a potential mew grievance. | use two measures
of economic deprivation. | look at the percentafythe workforce in each city which is
unemployed, with data from 2010 from the Bureauadfor Statistics. | also look at me-
dian household inequality in each city, expresseough GINI index scores on house-
hold inequality, obtained from the 2010 Americam@aunity Survey (Bureau, U.S.
Census, n.d.). This index shows the proportion hiclwvthe wealthiest 20% of the popu-
lation is wealthier than the least wealthy 20%.7Abth of these variables, | expect
greater levels of deprivation, measured in termsngmployment and inequality, to in-
crease the likelihood of larger protests.

Lastly, I look at differences in terms of the tala population of each city as well
as the regions in which the cities are locatedpket population to have a major role in
determining the size of protests in different gtiendeed, we can only learn about each
movement’s different abilities to turn more peopig if we factor the turnouts against
the population of each city. | use the populatibearh city’s Metropolitan Statistical
Area (MSA) expressed in thousands. These data olaéned from the 2010 U.S. Cen-
sus (Center for New Media and Promotion, 2009%d 8 dummy variables denoting 3 of
the 4 U.S. Census designated regions in whichiffexeht cities in my sample are locat-
ed (Northeast, Midwest and West) with South agélfierence category. All of the de-
scriptive statistics for the variables and contwlsch | have described in the previous
pages are outlined in Table 10.

2.2.4: Analytic Strategy

Having listed and described the data to be used| how focus on the strategy
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through which I will analyze said data. | analyzg dgata with Negative Binomial Re-
gression. This is the most common method when ¢pertdent variable (in this case the
Occupy protest turnouts) does not present a ndBlakcurve distribution and is also
over-distributed. This means that its variance aerthan twice its mean. | use several
tests to interpret negative binomial regressioefft@ents, probability chi square, likeli-
hood ratio chi squared, pseudo R squared, AlIC d@d BGoefficients are the main means
of interpretation of individual variables and the&how the extent to which the log of ex-
pected counts of the dependent variable increasgscoeases for each one unit increase
in the independent variable in question. Coeffitsesan be positive or negative depend-
ing on the direction of the relationship. For ex#énp coefficient of -.500 means that the
log of expected counts of the dependent variabteedsed by half a unit every time the
independent variable in question increases by aiteBy calculating the expected count
| can obtain the overall expected increase or @dserén the dependent variable each time
the independent variable under analysis increagesunit. For a coefficient of -.500, |
would expect a decrease in the dependent varighl@dd for every unit increase in the
independent variable. | interpret coefficients wathwo-tailed test of significance, in or-
der to be able to prove a negative relationshipréen two variables if needed. Probabil-
ity chi square tests for models show whether Iregect the null hypothesis (the hypothe-
sis stating that the model has no significant dvefBect on the dependent variables): a
score of 0.05 or less shows that it can be rejegthdreas with higher scores than 0.05 it
cannot be rejected. The likelihood ratio chi squast for each model estimates what

percentage of variation in the dependent variabéxplained by the model, therefore a
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higher score means that more variation can be ateddor. For example, a score of 15
in this test means that the model explains 15%aahtion in the model. The pseudo R
square is another means of estimating the percewtagariation in the dependent varia-
ble that is explained by variation in all indepemideariables in the model. Here, each
hundredth of a unit corresponds to a percentagd.geor example, a pseudo R square
score of .050 means that the independent varialéesexplaining 5% of the variation in
the dependent variable. Lastly, the AIC and BIQaspwhich stand respectively for Ai-
kake Information Criterion and Bayesian Informat{riterion, tell us how good of a fit
each model is in terms of explaining variationtie tiependent variable. A lower score
denotes a better fit. The difference between tleedeores is that AIC scores tend to re-
ward larger models with more variables, whereas 8I@res tend to reward smaller and
more parsimonious models.

Because | want to focus not on each city’s relagibidity to foster larger protests,
but rather each city’s protesters’ ability to tautt relatively larger portions of the popula-
tion (the data relative to this measure is foundlahle 11), | use population as my expo-
sure variable. | also want to always keep in acttamrole of political opportunity struc-
ture, resources and organizations, strain and megioall models. Therefore all models
will contain controls for the share of Democrate/giresence of Democrat mayor, sup-
port by allied social movement organizations, siterof unions, inequality, unemploy-
ment and the regional controls. All the correlasir@tween these controls and the inde-
pendent variables are visible in Table 12. Thisetabhows that the variable for the num-

ber of universities is highly correlated to theiahles for Black Studies and Women'’s



Table 11: Number of protesters per 1000 peoplééncities under analysis
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City or Cities Protestersper 1000 people | |City or Cities Protestersper 1000 people
Portland, OR 4.492 Buffalo, NY 176
New York, NY 2.249 Minneapolis .168
Lincoln, NE 1.655 Jacksonville, FL 163
Pittsburgh, PA 1.273 Oklahoma City, OK .160
Omaha, NE 1.098 Nashville, TN 157
Tucson, AZ 1.020 Louisville, KY .156
San Francisco, CA 923 Toledo, OH 154
Seattle, W/ .87z El Paso, T’ .15C
Denver, CO .865 Kansas City, MO 147
Greensboro, NC .829 Tampa, FL 144
Orlando, FL .820 Tulsa, OK 128
Austin, TX .816 Oakland, CA 127
Cincinnati, OH .610 Philadelphia, PA 117
Fort Wayne, IN .601 Detroit, Ml 116
Reno, N\ .58¢ Laredo, T> .09¢
Spokane, WA 531 New Orleans, LA .094
Madison, WI 528 San Antonio, TX .093
Las Vegas, NV and Indianapolis, |.512 Memphis, TN .084
IN

San Diego, CA 485 Cleveland, OH .072
Winston-Salem, NC 419 Rochester, NY .071
Albuguerque, NN .39t Columbus, Ot .06t
Los Angeles, CA .390 Dallas, TX .060
Anchorage, AK .368 Riverside, CA .059
Charlotte, NC 313 Atlanta, GA .057
Phoenix, AZ .286 Colorado Springs, CO .056
Washington, DC .269 Lexington, KY .051
Raleigh, NC .265 Houston, TX and Irvine, CA.050
Honolulu, HI .262 Baltimore, MD .046
Sacramento, CA .256 Norfolk, VA .018
Fresno, CA .236 San Jose, CA .013
Boston, MA .220 Long Beach, CA .009
Durham, NC 218 Santa Ana, CA .008
Miami, FL 21¢€ Fort Worth, Tx .00¢€
Chicago, IL 211 Jersey City, NJ .004
Lubbock, TX and Milwaukee, WI |.193 Newark, NJ .002

St. Louis, MO

178
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Studies departments, as well as slightly correltagtie variables for academic ranking
and cost of tuition. For these reasons, | wans®the independent variables for student
population and number of universities separatelferest. Therefore, | only analyze the
role in these variables in the very first modelMaodel 2 | look at the role of average
college size in each city, and | use this varia@s¢he sole independent variable. In Model
3 | focus on the reputation of colleges in termsnofe or less liberal as well as academic
rankings. Thus | have the rankings for faculty podil donations and overall academic
quality as my two independent variables. Modelcuges on institutional support for
protest by using the three independent variableswohts of African American Studies,
Chicano Studies and Women'’s Studies departmentdeMolooks at the economic con-
ditions of students by including two independentalales: average tuition costs and rate
of students who are beneficiaries of Pell Granéstlly, Model 6 is the final model which
adds together all independent variables which wigficant in past models, apart from
those contained in Model 1. | exclude those vaeslbecause | want to focus on under-
standing which substantive aspects of collegessargent populations play a role in af-
fecting mobilization size. Therefore, after provihgt the number of colleges and student

populations affect mobilization size, | have nodhezfurther test this relationship.



67

Table 12: Correlations between independent variglaled controls used in the analysis
of protest size

Student Universi- College Liberal Aca- Black Chicano | Women | Cost of
Population ties Population | College demic Studies | Studies | Studies | Tuition
Ranking

Student 1.000
Population

Universi- -.070 1.000

ties

College .068 -.315 1.000
Population

Liberal .075 163 .046 1.000

College
Academic .180 480 -.207 .050 1.000

Ranking

Black .030 787 -.137 110 .583 1.00

Studies

Chicano -.067 .257 .303 .201 31 .301] 1.00(

Studies

Women .080 .740 -.222 172 .639 .786 124 1.000

Studies

Cost of .017 .392 -.353 -.094 450 319 .030 .397 1.000
Tuition

Pell -.304 -.138 .344 -.186 -.195 -.067 .248 -192 -.447
Grants
Population -.198 811 .054 .138 .323 .632 513 .551 .082
Democr at .018 .363 -175 .230 408 425 .145 .501 377
Vote
Democrat 118 .057 -.265 -.103 .237 .103 .048 .144 .266
Mayor

Union -.007 155 .008 .218 .066 .229 .238 .198 112
Strength

SMO -.058 431 -.165 .059 .304 .309 .083 .373 .276
Support

Unem- -.240 -.091 .184 .036 -.120 .058 .300 -.06% -.120
ployment
Inequality -.037 .304 -.203 .049 .352 .324 .078 .345 .342
Northeast .012 .385 -.235 -.098 .362 420 -.099 .424 .338
Midwest .180 .067 -.169 176 .007 .097 -.148 .185 -.008
West -.078 -.196 .282 .201 -221 -.177 483 -.231 -.108
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Rateof | Popu- | Demo- | Demo- Union SMO Unem- Ine- North | Mid- West
Pell lation crat crat Strength | Support ploy- quality | east west
Grants Vote Mayor ment

Pell 1.000

Grants

Popula- .086 1.000

tion

Demo- -.093 141 1.000

crat

Vote

Demo- .055 -.106 .355 1.000

crat

Mayor

Union .027 .156 224 .012 1.000

Strength

SMO -117 .375 373 102 .160 1.000]

Support

Unem- .393 .057 .016 -.067 .246 -.063 1.00p

ploy-

ment

Inequal- .014 128 .638 .284 -.140 272 .044 1.000

ity

North- -.053 .232 317 124 .378 .267 -.13 .23 1.Joo

east

Midwest .185 -.057 .014 .066 124 -.109 -.20 -.15 -.1B8 .00Q

West -.231 -.014 -.046 -.207 .394 .056 456 -.21 -.260.339 | 1.000
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23ANALYSIS

2.3.1: The First Model and the Relationship betwlemtest Size, Student Populations

and Number of Colleges

Before | can test the hypotheses which | havarmdlin the theory section, | first
of all need to demonstrate that, overall, collemes student populations were leading
factors in fostering higher turnouts. Model 1 irblEal3 serves this purpose. As we can
see in this model, both student populations andosurof colleges have a strong and pos-
itive effect on the size of Occupy protests. Imerof the individual effect of the varia-
bles in the independent variables, every incregsedingle percentage in student popula-
tion results in a 0.074 increase in the log of exge counts for turnouts. This means that
for every percentage increase in student populatiere will be .076 more protesters per
1000 people at the local Occupy protest. In a&#tyarge as New York, this results in an
increase by about 600 protesters for every pergenterease in the student population.
In Spokane, WA, which is the smallest city of tlenple, this means that for every per-
centage increase in student population 15 moregtets show up.

As for the number of universities, each unit iesein the total count of colleges
in each city results in a 0.067 increase in thedbgxpected counts for turnouts. This
means that, for each college present in eachtbiye is an increase of about 0.07 pro-
testers per 1000 people. This can result in areass which ranges between 14 protesters
in the smallest city in the sample to 560 in thrgéat. In terms of the effect of the whole

model, the likelihood ratio chi square and the peelR square tells us that it explains
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between 2.6% and 2.9% of variation in the dependaiable The probability chi square

test shows us a score which is much lower tha® & cutoff, thus | can dismiss

Table 13: Negative binomial models estimating tifece of variables and controls on
turnouts at Occupy protests, with Metropolitan Btatal Area population as the
exposure variable (Models 1-3)

Model 1: Student Popula-
tion

Model 2: Average College
Population

Model 3: College Reputa-
tion

Coeff. SE. Coeff, SE. Coeff. SE.
Independent Variables
Student Population .074* .040 -- -- -- --
Universitie: .067** .024 - - - -
College Population - - -.015* 008 -- --
Liberal College - - -- -- .290*** .079
Academic Rankin - - - - -.009* .00t
Controls
Democrat Vote -.009 .017 .010 .017 .004 .016
Democrat Mayor .023 .293 -.209 .323 -.052 .290
Union Strength -.055* .033 -.054* .036 -.071* .034
SMO Support .385* .265 .611** .288 .B70*** .268
Unemployment .001 .070 -,.044 .071 -.048 .067
Inequality -.007 .007 -.010 .008 -.007 .007
Northeast .005 677 .668 .706 1.185** .648
Midwest .618* 414 .795** 442 .608* 413
West 1.228*** 429 1.296*** 449 .905** 440
Constant 1.369 3.091 3.782 3.127 .622 2.863
Tests
LR chi2 28.90 21.99 31.68
Prob > chi2 .002 .015 .001
Pseudo R2 .026 .020 .028
AlC 1125.783 1130.694 1123.003
BIC 1155.731 1158.34. 1152.95(

Notes: S.E. refers to robust standard errors&i@p75; **p<.05; ***p <..01 (two-tailed)

* Dummy variable. Reference category: South
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the null hypothesis and | can be confident that thodel has a significant effect on the
dependent variable. Lastly, the AIC and BIC indicatshow us that this model is the
third best fit amongst those in Table 13.

Overall, this evidence confirms that the recestecof the Occupy movement is a
demonstration that, once again, students playey adte in fostering mobilization. Not
only did larger student populations lead to lamgebilizations, but cities with more col-
leges also had greater odds of withessing largeegts. These findings are consistent
with past literature on students’ involvement irder protests, including the work by
Lipset and Altbach (1966), Scott and El Assal (%% McAdam (1982) on protests in
the U.S. in the 1960s, Altbach’s (1984) depictdistudent-led protests in the develop-
ing world, as well as Zhao’s (1998) account of gemnocracy protests in China and
Wickham-Crowley’s (2001) brief history of the Senaléuminoso in Peru. The Occupy
movement can be seen in this respect as the tatsstin a long history of broad protest
movements which have been energetically supportddrabilized by students. Howev-
er we should also be aware that there is an ea@abfzillacy in assuming that students
were a key factor in ensuring large Occupy turnolite evidence displayed in this anal-
ysis only proves that Occupy was able to mobilezge numbers in cities with a large
number of colleges and with large student poputati®@ut | cannot prove that students
were actually a larger proportion of protestersities with large student populations.
This would require systematic knowledge of the abgaristics of the protesters, which |
do not have. However the data does show that stsidem likely to have played a strong

role in the Occupy mobilization. This is plausilbde three additional reasons. First of all,
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the Occupy movement voiced grievances which weae westudents, such as denounc-
ing inequality and high rates of unemployment, a#l as protesting the spiraling rates of
tuition fee debt which have affected the finandesany recent college graduates. The
second reason as to why this is not a surprismdjrig is that Occupy protests and en-
campments often took place at college campusesxtmnple, the Seattle Times reported
that Occupy Seattle was camped for more than amair$8CCC, the city’s local com-
munity college and | participated at many protest®ccupy Albuguerque which took
place at the University of New Mexico’s main campluastly, we have plenty of evi-
dence of college student and faculty involvemer@@&tupy protest activities, ranging
from professors leading teach-ins to students hgldiformational events on how to ne-
gotiate tuition fee debt (Schneider, 2013; Gould{dfaky, 2015).

Although we know that these findings are consistéth past literature, it is
worth spending some time explaining how a large lmemof protesters per capita (shown
in Table 11) corresponds to large student populat{shown in Table 4) and number of
colleges in each city (shown in Table 5). In teohstudent populations, Table 4 shows
that these rates were especially high in mediusmtall population centers, whereas most
major cities, apart from Boston, do not have re&dyi large student populations. In par-
ticular, Lincoln, NE and Pittsburgh, PA seem towlibe strength of the relationship be-
tween college populations and protest size. Thitigs gvere two of only four cities
which had a rate higher than one protester forye¥800 people. At the same time, they
had some of the highest rates of students in timplga to be precise, both almost at 20%

with Lincoln the 4 highest and Pittsburgh th& Bighest. Thus, these cases show that
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student populations explain why relatively smalitg such as these witnessed relatively
large Occupy protests. By way of contrast, Tabdda&ws that, unlike student popula-
tions, the number of colleges in each city is namesistent with population counts, with
New York having the most colleges, followed by othmjor population centers such as
Boston, Chicago, Philadelphia and Washington. Theswumber of colleges seems to
explain high rates of protester per capita in mpgpulation centers, such as New York
City, Portland, Seattle and San Francisco. On theey this evidence shows that small
cities were able to mobilize relatively large psitethanks to large numbers of students,
whereas in larger population centers a high dewditplleges gave protesters more re-
sources, which in turn made it easier for them tiilize.

2.3.2: Hypothesis 1: The Role of College Size

Model 2 in Table 13 shows the effect of averagdkge size in each city on pro-
test size, net of controls. We can see that cokbeggehas an unexpectedly negative effect
on protest size. For every unit increase in coligggulation there is a 0.015 decrease in
the log of expected counts for Occupy protest tutsioThis means that for every increase
by a unit in the average number of students erdafieeach city’s college there is a de-
crease by 0.015 protesters per 1000 people. Thamsrthat for every increase by a unit
in the number of average students enrolled in geien each city | predict a decrease in
turnout ranging between 3 protesters in the sntatlgsin the sample to 120 protesters in
the largest city in the sample. In terms of thecdpsive statistics for the whole model,
the probability chi square score is bigger than itm&lodel 1 but still small enough that |

can reject the null hypothesis. The likelihoodaatii square and pseudo R square scores
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tell us that this model explains between 2% an&o20? variation in the dependent varia-
ble. Therefore, this model accounts for less thgoaater of total variation in turnout.
The AIC and BIC score show that this model has softlee worst goodness of fit scores
in Tables 13 and 14. On the whole, this model paréoworse than many other models.
The effect of average college size is significartweaker than other factors. When this
variable is put in the final model with all otheepiously significant variables it loses its
significance. Therefore, while there is some supfuorthe inverse relationship between
college size and protest size, this relationshipoissignificant when other important
characteristics of colleges and student populatimetuding academic ranking, the rate
of Pell Grant recipients and the political ratimgsolleges, are kept in account.

These findings lead me to reject Hypothesis 1ctvleixpected average college
size to have a positive effect on protest turnoiMisat are the reasons for this unexpected
dynamic? There is a distinct possibility that Occppotesters in cities like New York
and Boston might have benefited from the resouge@sed from having many small col-
leges distributed across the city. Indeed, becthese protests often integrated on-
campus issues and sometimes even happened on ¢cahgyusiay have well been gal-
vanized by making connections to a greater numbgmall campus communities.
Therefore, the dynamics of student protests mayebg much different in this respect
from the protests in the 1960s which, accordingttmlies by Lipset and Altbach (1966),
Scott and El Assal (1969) and, more recently, Vake1998) benefited from larger col-
lege campuses with bigger student populations. #erghotential explanation is that

campus heterogeneity which scholars of 1960s pgropeaise as conducive to a protest-
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friendly campus environment, may not have beensaatan this case. Here, protests
benefited more, or at least just as much, fromrmsupport from relatively smaller and
more homogenous campus communities. Due to theofesignificance of the variable in
the final model, these findings do mirror similasults obtained in more recent research
by Soule (1997), who found no correlation betweatege size and the likelihood of
campus protests. On the whole, these results significant changes in college student
protest dynamics since the 1960s: large colleggoass do not facilitate larger protests
and, in some cases, smaller campuses may evergreater likelihood of facilitating
protest.

2.3.3: Hypothesis 2: The Role of Liberal College/iEmnments

Model 3 contains the independent variables orrdiend academic college rank-
ing which tests the hypotheses on the role on rooless liberal college environments
and elite colleges. The variable on liberal collemygking has a significant and positive
effect on protest size, with an increase in thedbgxpected counts by 0.290 every time
there is a one unit increase in the ranking. Treams that there is an expected increase in
the number of protesters per 1000 people of 0.886\ery time that the average ranking
of local colleges in each city goes up by a pdim fanking ranges from the lowest score
which is 0 to the highest which is 9.2). Conseqlyeatery time there is an increase in
the ranking by a unit, depending on the size ofcthe | can expect a growth in turnout
ranging between 67 protesters in the smallestsdiie@almost 2700 in the largest. This
effect remains strong in the final model (Model@jhough there is a slight decrease in

the coefficient, with the log of expected countsha dependent variable decreasing by
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0.193 for every unit increase in the ranking foehal colleges. This results in an increase
of protesters per 1000 people by only 0.21 instddii336, which means that the in-
crease in number of protesters caused by an ireredBis unit is only between 42 and
almost 1700. On the whole, both Models 3 and 6 s$toeng support for a positive effect
of liberal college rankings on protest turnouts.

On the basis of this evidence, | can confirm Higgsts 2. Unsurprisingly, liberal
college campus cultures are more likely to fueltgsts by left-wing social movements
than their more conservative counterparts. Thaanlalso confirm previous insights
from Altbach and Lipset (1966) on 1960s protest ements, as well as scholarship on
more recent campus-based protests, such as tidtbiagh and Cohen (1990). Liberal
college campuses in the U.S. have shown an endcaipgcity in supporting protest
movements, especially when the latter are in tupperting cherished liberal causes,
including protesting inequality and racism, supp@LGBT rights as well as women’s
rights and environmentalism. The protest dynammsreg U.S. students still resemble
those observed here in the 1960s rather than tie paditically ambivalent student pro-
tests in the developing world described by Altbék®84). With regards to the Occupy
movement itself, we shouldn’t be surprised witls thiimding since the movement’s largest
protest centers were in cities such as Boston, YW, Detroit and Oakland which are
geographically very proximate to the most liber@lege campuses in the nation, such as
Boston College, Columbia, University of MichiganAnn Arbor and University of Cali-

fornia in Berkeley.
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2.3.4: Hypothesis 3: The Role of Elite Colleges &tadents

As mentioned before, Model 3 also demonstrates ¢batrary to expectations,
there is no positive relationship between collegg&king and protest turnout, net of con-
trols. On the contrary, this relationship is negatnd significant, with a decrease in the
log of expected counts of protest turnouts by 088y time academic rankings go up
by one unit. This means that there is a decrea®é)0P protesters per 1000 people for
every unit increase in this ranking, which rangetsveen a minimum value of 0 and a
maximum value of 98. Consequently, for every insechy a point in the ranking | can
expect a decrease in turnout ranging between &bprgtesters in the smallest city in the
sample to 72 protesters in the largest. On the eyibdel 3 contains two of the varia-
bles which have the most significant effect ondbpendent variable. Therefore this
model is, in several respects, one of the strorgggsiss the models in Tables 12 and 13.
It has the second highest likelihood ratio chi sgquand pseudo R square scores (the only
model which performs better in the final Model Gjhwthe overall effect on the depend-
ent variable estimated to be between 2.8% and 3128&0 has the second lowest proba-
bility chi square score, thus | can definitely dissithe null hypothesis in this case. Last-
ly, it has the second lowest AIC and the lowest BtGre, thus this model is a very good
fit for the dependent variable. In terms of theiafale on college ranking, its significance
is confirmed in the final Model 6, where its coefffint increases, with a decrease in the
log of expected counts in protest turnout by 0.42€ry time there is a one unit increase
in the academic ranking. This means that we caea@decrease of 0.127 protesters per

1000 people every time there is an increase bytaruthe ranking, resulting in 25 less
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protesters in the smallest city to just over 13X Iprotesters in the biggest city. There-
fore | can conclude that there is strong supparafoegative relationship between aca-
demic rankings and protest turnouts.

These findings lead me to dismiss Hypotheses R hwdxpects the presence of
elite colleges to have a positive effect on proseze. Therefore, the dynamics in this case
of student-led protest are different than thoserilesd by Lipset and Altbach (1966) in
their account of 1960s student movements as wéleaShantytown protests depicted by
Soule (1997). In the case of Occupy, elite colledjdsot take a leading role galvanizing
protests. There may be several potential explamafior this. As mentioned before,
changes in the makeup of students in elite collsges the 1960s may have resulted in a
student body with less class diversity and a ledsgree of biographical availability for
protest. In turn, these reasons may have madespraterements more unwilling to re-
cruit students from elite colleges. However, whilese reasons can adequately explain
the lack of a positive relationship, how can | agudor the existence of a negative rela-
tionship between college rankings and protest diza® attempt to explain these dynam-
ics from several angles. First of all, if tuitiamcreases are leading causes of student
grievances, we can expect students in non-eliteges, who are still paying a high price
of education, but perceive to have less careermypities than their counterparts at Har-
vard and Stanford, leading to lesser paying jolascaminished chances to pay back their
debt. Non-elite colleges may also be more gredfibceed by issues of institutional strain
described by Scott and El-Assal (1969). Studentkase colleges are more likely to pro-

test out of their frustration over an expensivecadion which they perceive to be not
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matched by appropriate educational and institutisteandards. In sum, students at these
colleges perceived that they were not getting alg@ue education for their money.
Colleges in my sample which fit this bill includerfand State University and the Uni-
versity of Portland in Portland, which, as shownTable 11, has the highest rate of pro-
testers per 1000 people in the sample, the UniyesiArizona in Tucson, which has the
6" highest rate of protesters per capita, as wallragersity of Nebraska in both Lincoln
and Omaha, which have respectively tfeaid 3" highest rate of protesters per 1000
people. Therefore, | can conclude from this findingt the greatest sources of student
discontent and protest are coming from more pergteglucational institutions rather
than the more stable and wealthy campuses at Malward and the University of Michi-
gan.

2.3.5: Hypothesis 4: Institutional Support for it

Model 4 in Table 14 contains the three variablegtv measure different forms of
institutional support for protest inside colleg&fican American Studies departments,
Chicano Studies departments and Women’s Studiesrimegnts. As we can see, only the
variable for Chicano Studies has a significant positive effect on the dependent varia-
ble, with an increase in the log of expected cotortprotest turnouts by 0.444 every
time there is a one unit increase in this indepetdariable. This means that there is an
increase by 0.559 protester per 1000 people fayeadditional Chicano Studies depart-
ment present in each city under analysis. Thiseeee ranges between 112 protesters in

the smallest city in the sample to almost 4500elargest one. This relationship is con-
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firmed in the final Model 6 where Chicano Studigsiill significant and has a coefficient
of 0.424, very similar to that observed in ModeRd.for the variables for Women'’s
Table 14: Negative binomial models estimating tifece of variables and controls on

turnouts at Occupy protests, with Metropolitan Btatal Area population as the expo-
sure variable (Models 4-6)

Model 4: Ingtitutional Model 5: Economic Factors Model 6: Final

Support

Coeff. SE. Coeff, SE. Coeff. SE.
Independent Variables
Black Studies -.002 .140 - - - -
Chicano Studie A44* .23( - - A24%* .19C
Women Studies -123 .138 - - - -
Cost of Tuition - - .006 .017 - -
Rate of Pell Gran - -- -.030** 01< -.030** .01z
College Population - - -- -- -.003 .010
Liberal College - - -- -- .193** .083
Academic Ranking - - - -- -.012%** .005
Controls
Democrat Vote .009 .017 .001 .016 -.002 .015
Democrat Mayor -.246 .335 -.058 .330 -.123 .295
Union Strength -.060** .035 -.055* .036 -.066** .030
SMO Support .683*** .286 .650** .282 B3 7H** .239
Unemploymer -.04¢ .067 .02z .07¢ .00¢ .067
Inequality -.008 .007 -.008 .008 -.006 .007
Northeast 1.088* 690 786 736 1.056* 591
Midwest 1.010%** 432 783** 425 .566* .385
West .872** 511 1.252%** 455 .538 432
Constant 2.747 3.105 3.363 3.122 1.972 2.794
Tests
LR chi2 23.90 26.00 42.72
Prob > chi; .021 .007 .00C
Pseudo R2 .021 .023 .038
AlC 1132.787 1128.682 1117.968
BIC 1165.04. 1158.63! 1154.83:

Notes: S.E. refers to robust standard errors&i@p75; **p<.05; ***p <..01 (two-tailed)

® Dummy variable. Reference category: South
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Studies and African American Studies, they havegative but non-significant effect on
the dependent variabfeModel 4 does have a small enough probability ghiase score
to reject the null hypothesis. However, when coragdo other models, Model 4 is one
of the least effective ones in Tables 13 and 1térims of explaining variation in the de-
pendent variable, because it contains two non{sgnit independent variables. Accord-
ing to likelihood ratio chi square and pseudo Rasguscores it only explains between
2.1% and 2.4% of variation in the dependent vagialts AIC and BIC scores indicate
that it has the worst goodness of fit of all model$ables 12 and 13. On the whole, these
findings show that while Chicano Studies departméad a positive effect on protest,
African American Studies and Women'’s Studies depants had no effect at all.

These findings lead me to confirm Hypothesis wi@ch states that Chicano
Studies departments have a positive effect on giretee. However, | find no support for
Hypotheses 4.1 and 4.3, which state that AfricareAcan Studies and Women'’s studies
departments will have a positive effect on prosege. Thus | find confirmation to
Rhoads’ (1998) observations on the mobilizing eftdcChicano Studies departments for
students. Yet for Women'’s Studies and African Armeemi studies departments | find no
evidence to support Rhoads’ (1998) and Rojas’ (R0@€ses on their relationship with
protest culture and potential as mobilizing researdnstead, the findings for Women'’s
Studies and African American studies confirm pdrstapvations of student protest by

Lipset and Altbach (1966), Kahn and Bowers (197@) Soule (1997) who see them as

® In unreported models, | tried merging the thregaides in order to obtain an overall measure sfiiu-

tional support, however this variable had no sigaiit effect on protest size.
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being led most often by mostly white and mostlyuaht individuals as well as not more
likely in places with institutional support for iatand ethnic minorities.

At this point it is legitimate to try to undersththe reasons behind this discon-
nect. Why are Chicano Studies departments inflakmtifostering mobilization, yet
Women'’s Studies and African American Studies depants are not? There may be mul-
tiple potential explanations for this phenomendme Tirst one is temporal. The Occupy
movement mobilized in 2011, and may have misseadoihe most recent wave of femi-
nist protests on campus, with key actions over eamape culture taking place between
2013 and 2014 at several institutions, includirgriost high profile protests at Stanford
and Columbia. A similar case may be made for Afridaerican protests: the outcry in
Ferguson, MO over the death of Michael Brown reglih protests in 2014. These even-
tually sparked a national movement, Black Livestslatdedicated to exposing discrimi-
nation by police and other government institutiagainst African Americans. Thus the
Occupy movement may have been unable to effectivedyBlack Studies and Women’s
Studies departments as key mobilization resoureeause their key constituents were
not as willing to mobilize as they were a few ydater. The second possible reason for
these differences may be geographic. As we cafr@@eour regional controls, Occupy
protests were generally larger in Western citigsctvalso tend to have relatively high
proportions of Latinos. However Western cities db lmave significantly higher rates of
women and African Americans than their counterpiartse Midwest, South and North-
east. In fact, there are higher rates of Africaneficans in Southern cities, which is

where the Occupy movement was least able to turfacye numbers. Therefore, the
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Occupy movement’s ability to use Chicano Studigsadenents as key resources may be
related to its greater success in the West of ti$e &nhd its greater ability to mobilize
Latinos who lived there as opposed to women angt&irAmericans. A third explanation
comes from the newspaper reports on the Occupy meneand may be related to the
previous reason. Newspaper reports show that inéiesities such as Las Vegas, Albu-
guergue, Phoenix and Los Angeles, Occupy protestsaalarge Latino presence and also
mobilized on issues that are dear to this ethroagyrincluding protests for immigrants’
rights and against deportations. This ability tonfaoalitions was not observed in cities
with large black populations in the East Coasthsag Baltimore, Chicago, New York
and Washington. In fact very often here the locatliia reported a lack of diversity in the
protest groups that were formed in those citiess Was a big issue since a movement
that labeled itself as representative of the 99% waable to recruit the racial groups
which make up the so-called 99%. Nevertheless, szamgon in interpreting the results
should also be exercised. Although | have someeexie from newspaper reports that
Occupy protests in the West had a large Latino amapt, these findings are not system-
atic and | do not know if, indeed, there was adalgatino component compared to
women and African Americans. In sum, | have somdance that shows that Chicano
Studies departments may have helped foster Occopylization and that Latinos as a
whole may have played a strong role in these pite®wever | do not know if the
presence of Chicano Studies departments effectdidlyranslate into more support from
Latinos, because | do not have systematic dathe@démographic components of the

Occupy protests.
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2.3.6: Hypothesis 5: Tuition Costs

Model 5 in Table 14 contains two variables whigplere the role of economic
factors of student populations in shaping protest she cost of tuition and the rate of
students who have received Pell Grants, net ofralsnt will first of all focus on the role
of tuition costs. The variable for tuition has aipee but non-significant effect on the
dependent variable, with a very small coefficielh® ®06. Therefore, | can conclude that
differences in tuition costs had no sizable effediolstering the size of protests, alt-
hough, as shown on Table 12, these variables anewbat correlated to each other, thus
to some extent the variable of the rate of Pelh@ré&s mitigating the effect of tuition
costs on protest siZe.

These findings show that Hypothesis 5, which asghat differences in tuition do
have a positive effect on turnouts, should be roletd We cannot deny that the Occupy
movement did mobilize on grievances including thghttost of tuition, in a similar vein
to the protests by students against tuition ineeabserved in the U.K. by Ibrahim
(2011) and in Chile by Bellei and Cabalin (2013pwéver this evidence shows that,
even if the high cost of tuition may have beentalgat for mobilization, higher costs of
tuition did not motivate more people to protesteiiéhare multiple potential factors which
are at play here. First, as mentioned previouss/fact that tuition costs are decided by
colleges and state governments does not lend wsdlito a concerted, nationwide mobi-
lization. Second, students may not be concernall about the cost of tuition when they

are enrolled, because they only have to pay thests back mostly after they graduate.

" However, in unreported models, tuition costs hawsignificant effect on protest size even withihet
presence of the variable for the rate of Pell Grafiherefore, the variable for tuition costs hasige
nificant effect on protest turnout in all circumstas.
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Third, even if students are highly motivated totpsb against the high cost of tuition, this
motivation may be shared across colleges with mdiffetuition costs. Tuition at state col-
leges, for example, even if relatively cheap, mdlylse perceived as too expensive. For
example, according to the College Board websitstate annual tuition for a four year
degree in 2011-12 ranged between $4100 in Wyonair$i.8,500 in New Hampshire
(Anon, 2017b). Students of low income families nbaystruggling to pay tuition regard-
less of their cost relative to the national averddeerefore, grievances over tuition costs
may be equally felt by students across college campand regardless of differences
between them, resulting in no significant effectidfferences in tuition costs on Occupy
turnouts.

2.3.7: Hypothesis 6: The Role of Student Econontnditions

Model 5 in Table 14 also contains the variabletferrate of students who are
beneficiaries of Pell Grants. This is an indicatbthe degree to which local students in
each city are economically disadvantaged. The teeshbw that there is a significant and
negative relationship between the rate of Pell Grand protest size. The coefficient
shows that for every unit increase in the rateadf Brants, the log of expected counts for
turnouts decreases by 0.030. This means that &y gercentage point increase in the
average rate of Pell Grant beneficiaries theredsaease of 0.03 protesters per capita,
ranging between an overall decrease by 6 protestéine smallest city in the sample to
240 in the largest. The variable for Pell Grantairss its significance in a negative direc-
tion in the final Model 6 (also in Table 13), wiim unchanged coefficient. As for Model

5, because it also contains the non-significanabée for tuition costs, it performs worse
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than most other models, with only the fourth best Ef six) AIC score and the fifth best
BIC score. In terms of its overall effect on vapatin the dependent variable (measured
through the likelihood ratio chi square and pseRdmuare scores) estimated to be be-
tween 2.3% and 2.6%. However the probability chiasgq score is still small enough to
dismiss the null hypothesis. However the variableHell Grants is also present in the
final Model 6, which performs much better than MidgleThis final model has the lowest
AIC score and the second lowest BIC score, whictotes that it is a better fit for the
dependent variable than almost all other modedverall effect on the dependent vari-
able, estimated at between 3.8% and 4.3% accotdliligelihood ratio chi square and
pseudo R square scores, is the highest of all mod@ikerefore, this final model explains
almost half of variation in protest turnouts. Exkaugh the initial model in which the
variable for Pell Grants rates is not among thengfest in Tables 12 and 13, this varia-
ble’s significance across this model as well aditied one leads me to conclude that
there is a negative relationship between the ecandisadvantage of students and the
likelihood of large protests.

This insight leads me to find confirmation for Hypesis 6, which states that
larger proportions of wealthy students make lapyetests more likely. In this respect,
the dynamics of this recent wave of protest resertiimise of the 1960s wave of student
protests described by Kahn and Bowers (1970), Ahl{a984) and Wallimann and Zito
(1984), as well as Altbach’s (1989) account of stiided mobilizations in the developing
world. Although in this case students were lik&yoe motivated by material rather than

non-material grievances, the most affluent studesmt® still more likely to drive turnout
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numbers up. This may seem counter-intuitive, yetdfare several potential explanations
behind the plausibility of these dynamics. Firsteg the crippling cost of tuition in con-
temporary U.S. colleges, many non-Pell Grant reciysi may still have had some strong
economic grievances. Second, economic disadvamages biographical availability
less likely. Pell Grant recipients are more likiyresort to full time or part time em-
ployment, which makes them less likely to havettime to participate in protests. Lastly,
this finding is very consistent with the observasianade by McCarthy and Zald (1977)
over the role of economic resources in protestsoagdnizations. Wealthy students are
more likely than others to have a greater rangeetforks and organizational affiliation.
These assets are crucial to help students orgefieive, successful and well attended
protests. However, | should accept this hypothsgls a caveat. | have no evidence of
whether wealthier students were actually more yikkelparticipate in Occupy protests,
because | only know that these protests were bigggties where, on average, students
were wealthier. Therefore, even though the datavshbat this hypothesis is the most
plausible, | do not know with absolute certaintyetiter these wealthier students were
actively fostering turnout numbers.

2.3.8: The Roles of Controls

Data on political opportunity structure, includitige presence of Democrat mayor
and Democrat vote, did not have a significant ¢féecprotest size. There are a couple of
possible explanations for this. First, Occupy waadacal left-wing protest, and thus this
did not automatically guarantee them that citiethwwiore Democrats in power and

amongst the population would automatically tramsiato more support. Second, because
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the cities under analysis are mostly large and Imbbkeral, the political differences be-
tween them may not be large enough for them todmuae of differences in support.

Although the political opportunity structure didtrexplain variation, sympathetic
organizations and networks played a significarg mldetermining protest size. For un-
ion strength, it was an unexpected negative cdioelaA possible explanation might be
that, because Occupy was a very non-institutioadlector, it might have been more
successful at recruiting where other more stabt@abmovements did not have a strong
presence. However my variable on support from $owtevement organizations did lead
to larger turnouts. This suggests that, when omgdioins other than unions supported the
Occupy movement, they were effective in mobilizanarge part of the population.

The control variables on strain, inclusive of updsgment and inequality indica-
tors, did not explain variation in protest size¢he case of Occupy. This tells us that, alt-
hough inequality and a lack of economic recovetgrahe recession were key grievances
of the Occupy movement, they did not explain mahtion. In a similar vein to student
tuition costs, this shows that grievances in anthemselves do not automatically result
in a greater mobilization strength. The latter rsetedbe achieved with the help of net-
works, organizations as well as other crucial emnmental factors.

Lastly, out of the regional controls, the onesthe West and Midwest usually had
a significant and positive effect on the dependaniables. This means that larger pro-
tests were significantly more likely in the Midwestd in the West than in the South. In
terms of left-wing protest, it is not surprisinggee the South lagging behind, as this re-

gion is considered more conservative than theafete U.S. Additionally, the Occupy
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movement had its biggest epicenters in New Yorly &itd in the San Francisco Bay Ar-
ea. The South is the region that is geographi¢atthest away from these metropolitan

areas. Therefore, the Occupy movement had lesstopjices to spread in the South.
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2.4 DISCUSSION

2.4.1: Non-Economic Factors

In terms of non-economic factors, larger protéske place in cities that have
colleges which are smaller, more liberal and lesstmious than the rest, and which have
Chicano Studies departments. These results pantiyadict past findings on student
protests in the 1960s by authors such as LipsefHlbdch (1966), Scott and El-Assal
(1969) and Blau and Slaughter (1971) and Van D$R88) by showing that for this time
it is smaller, not larger colleges which took thad as well as by showing that this time
there is a negative relationship between mobiliratind protest size. However we can
observe consistency with these past results imtloa¢ liberal colleges are still more
likely to draw out larger numbers. With respectrtore recent work on student mobiliza-
tions, such as the articles by Hirsch (1990) andeS@997), these results only contradict
the expected positive relationship between elitieges and mobilization. Thus, if these
results strongly contradict past findings on stuadeabilization, they do so less in terms
of more recent findings. And, as explained in thalgsis, the materialistic nature of this
protest, as opposed to the more non-material stymtetests of the 1960s and 1980s,
may provide a plausible reason for the changesaset dynamics. As Lipset and Altbach
(19666) and Wallimann and Zito (1984) observeds¢h@on-material issues were attrac-
tive grievances for students in elite colleges.réfaee, one possible explanation for this
dynamic is that the material nature of the grieesnuut forth by the Occupy movement
may have meant that, this time around, these psotesre less popular in places like

Berkeley and Ann Arbor. The local press coverag#inos this perception. Both the
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Oakland Tribune and the San Francisco Chroniclervbs that the Occupy protests in
Berkeley were much smaller and calmer than thertmecounterparts in downtown
Oakland and San Francisco.

On the whole, these results draw a mostly cohgrietire. The larger colleges in
the U.S. are usually a mixed bag when it comesdtepsing liberal values- they are usu-
ally more liberal than smaller private colleges evhfocus on subjects such as engineer-
ing, business, accounting and the hard sciencésisbally less liberal than small liberal
arts colleges. Therefore it is the latter colleggegch may have the more plausible centers
of protest, potentially driving up mobilization nbers especially in cities in which there
were many of them, such as Los Angeles, New Yotk &id Boston. However, it was
usually not the highest ranked colleges which dnambers up. In the largest cities such
as the aforementioned ones, this means that psaisthad good odds of being fairly
large because they presented a mixture of highle@ and not-so highly ranked colleg-
es. But the finding on non-elite colleges leadstoneonsider the role of college popula-
tions in cities such as Pittsburgh in Pennsylvamid Portland in Oregon, which do not
have many colleges or many small colleges, butniesiess have a large student popula-
tion which is enrolled in relatively more liberadm-elite colleges. Not all of these char-
acteristics overlapped in the cities with the Istgaobilizations. Therefore, there is no
distinct ideal-type of city or college which carrtegnly foster mobilization. However
these results show how two distinct sets of city emllege characteristics, namely cities
with many liberal arts colleges and cities witreliél but non-elite colleges, may have led

to larger mobilizations.
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2.4.2: Economic Factors

In terms of economic factors, large protests fakee in colleges where a larger
proportion of students do not come from an econaltyiclisadvantaged background, and
irrespectively of relative cost of tuition. Thessults are generally consistent with past
studies by authors such as Lipset and Altbach (1 3Gtn and Bowers (1971), Hirsch
(1990) and Soule (1997) who emphasized the greaiteplayed by students in elite col-
leges (which usually are amongst the most expenawevell as students whose parents
have high socioeconomic status. Even though tlutept was over material issues, such
as inequality and cost of tuition, having the |atggources of material grievances was not
a precondition for protest. Instead, it is far mpl&usible that differences in socioeco-
nomic condition amongst students resulted in dffiétevels of biographical availability,
with wealthier students usually being more ablsustain the cost of participation. Alt-
hough here | focus on turnouts at Occupy protés¢scities under analysis also wit-
nessed encampments, which required a great deahwhitment from activists in terms
of time and also a greater degree of risk (thesarapments were often targets of police
actions, including evictions). Students from a losecioeconomic background may have
been unwilling to front the cost of carrying ouése actions. If encampments were only
attractive to students in cities where most of ¢h&sidents were relatively wealthy, then
that might have reflected on differences in thditglof each Occupy chapter to recruit
activists for marches. On the whole, the economutars draw a clear picture of which
college students took part in Occupy marches. Lasioeconomic condition was likely

to be a barrier to participation, thus students tduk part in these marches were more
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likely to be privileged than most, but they didpapate irrespective of how much they
paid in tuition at their college. As discussedha previous chapter, although there are
large differences in the cost of tuition, this ntifgel equally unaffordable and difficult to
pay back across all colleges. Therefore, high obgiition was likely to be neither a bar-
rier nor an incentive to participation.

2.4.3: Putting it All Together

While in some respects the results for non-ecoadautors and economic factors
may be in contradiction, most of the conclusiosrfiHypotheses 1-4 sit well with each
other, and the same can be said for HypothesesSpegifically, liberal colleges are usu-
ally likely to attract relatively more affluent stents. Chicano studies departments exist
in affluent colleges as well, such as Columbia ldadvard. Affluent students are also
often drawn to small, specialized colleges. Howeités harder to conciliate the results
from Hypothesis 3 on elite colleges with those fridgpothesis 5 and 6. How can it be
possible that colleges with low rankings causeduts to be larger while tuition has no
effect and cities with higher turnouts have stugevito are economically better off than
the rest of the population? In my opinion, thesults do not contradict each other. It is,
in fact, plausible that the students who parti@dan Occupy protests were from a rela-
tively privileged background, but attended scheath lower ranking. These students
may be paying different tuition costs, dependingurether they are attending a private
or a public college, and on the state in which they Regardless of these conditions,
one possible explanation is that these studentsh@al perceiving that they are paying

an excessive cost for an education that will nodv@atically land them a well-paying
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job. These students may have been perceivingsheation as a sign of declining condi-
tion in status compared to their relatively wealfiayents. In some ways, their experience
can be seen as a microcosm of the overall decfitteeaniddle class during the last re-
cession, another issue which was pivotal for theupg movement. Therefore, we can
see the process by which students who have fue&@¢tcupy protest as one in which
these participants may have benefited from severalentional resources for student
protests, including liberal campuses and Chicandiss departments. At the same time,
part of these student participants may have alsa betivated by a new form of status
inconsistency (I borrow the term from Geschwenii®68) which may have resulted in a
high rate of participation by students from wealtamgilies in non-elite colleges.

Overall, which further insights can be gained dgking at mobilization in terms
of protest size as opposed to protest presencgihie ways, this analysis has yielded
results which are similar to the past evidence onament emergence. For example, the
role of the control for the support of social mowstorganizations as well as the varia-
bles for number of colleges and Chicano Studieadegents confirm the enduring role
of organizations in fostering protests, first highted by McCarthy and Zald (1977) and
Jenkins and Perrow (1977). Additionally, the relaship between size and the variable
for liberal colleges confirms the role of favorabpl@itical institutions in mobilization
argued by McAdam (1982) and Tilly (1978). Howewather findings of this analysis
cannot be as easily explained by the literaturemomement emergence. For example, the
fact that wealthy but non-elite college studentsg/et a strong role in bolstering turnout

does not fit well in any of the theoretical accauot mobilization, and in the previous
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paragraph, | have had to account for this findipgdmbining theoretical elements from
two theories (strain and resource mobilization)alrare most often in contradiction with
each other. Additionally, not all resources andarpmities mattered. The average wealth
of students mattered, but not the amount which gag for tuition. Support from Chica-
no Studies departments mattered, but not that Afsioan American Studies or Women'’s
Studies departments. The presence of liberal ceglegattered, but not the presence of
liberal mayors or a liberal electorate. In sumhaligh some of the results show some
support for some of the past theoretical accowrtprotest emergence, the results as a
whole do not confirm a single theory of emergerde results show that protest size is a
complex dynamic which may be influenced by mangnmiated but sometimes also con-
tradictory factors. More research needs to beeduwut before we can develop an alter-

native theoretical framework which explains vaoatin movement size.
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3.1 THEORIZING MOVEMENT DURATION

This chapter explores the reasons behind moveemehirance, or duration. | de-
fine duration as the ability of movement campaignsustain an action at a specific site
over a period of time. In sum, | define duratiortlaslength of mobilization. Conse-
guently, this definition includes all actions, iading sit-ins, boycotts and occupations,
which require the physical presence of protestecstry out an action which, depending
on the context, may require varying levels of éfdry activists in terms of cost and risk,
including liability to repression. However my defian of duration does not include
campaign or organizational duration. This is beeaaial movements might cease to
carry out an action without necessarily folding amdorganization, and because social
movement campaigns include a variety of actionsetiore the end of an action does not
necessarily signal the end of a campaign. Indeét,the case of the Occupy movement,
many local organizations carried out other typeaadions after their respective en-
campments had folded. Thus, analyses of moveménhaturation focus usually on
shorter periods of time, usually weeks and morgbgypposed to movement campaign
duration and organizational duration which are igsidver the course of many years,
sometimes even decades. In sum, movement duratemmimportant facet of mobiliza-
tion, and measuring this aspect allow us to loakeatevel of strength and support for a
social movement usually over a shorter periodraétias well as the level of dedication
of its activists to the movement’s chosen cause.

3.1.1: Duration and the role of Size

In spite of the importance of duration to undardtag a movement'’s capacity for
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mobilization over time, this aspect of protest basn the object of scarce attention.
Some scholars have devoted attention to the abflispcial movement organizations and
campaigns to last over time, yet in these analyysesole of size has been mostly over-
looked. For example, the work of Staggenborg (198&)ses on the roles of organiza-
tions in helping movements sustain campaigns ower. fThe work of Nepstad (2004,
2008) on the Plowshares Movement looks at theableadership and stable organiza-
tional structures in helping a movement campaighdaer time. However this body of
literature overlooks the potential role of onel most basic aspects of social move-
ments in determining how long it will last: sizehwhas this aspect been overlooked?
Most of the literature on movement endurance téo@xplain the duration of a single
movement or organization (Taylor, 1989; Simmons &tadk, 1993; Kousis, 1999; Ed-
wards and McCarthy, 2004; Nepstad, 2004). Whencasitfiocus on more than one
movement (Staggenborg, 1998; Nepstad, 2008; Kol8&9; Garay, 2007) they tend to
focus on groups and organizations of similar sirel compare the role of other factors in
ensuring survival or demise, including networkspangunities, resources and organiza-
tional structure. Therefore, in most studies, @z control factor, not a key variable.

If size can play a role in predicting how long rements last, what is its expected
role? The political process literature, includihg theoretical work of McCarthy and
Zald (1977) and McAdam (1982) emphasizes the stineofghnumbers as a key asset to
social movements. Large social movement organizatiend to have greater access to
resources, greater capacity for recruitment, obteore media coverage and have greater

chances of influencing key elite figures. For exlmpicAdam (1982) demonstrates how
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increasingly larger actions, protests and boyanttee early 1960s, involving increasing-
ly broader sections of the population, helped thél Rights movement sustain itself
over time and eventually achieve significant polity\anges in the 1960s. More recent
work by Everett (1992) on the professionalizatibpmtest across social movement or-
ganizations in the U.S., shows that these ass&i#t e a greater capacity for larger
movements to sustain a campaign over a prolongeaidpef time. Outside the U.S.,
Chenoweth and Stephan’s (2011) work on nonviolesistance in four developing coun-
tries shows that large movements have a greatacela success. This is because, if a
movement has broad support, it can sustain itséff aigreater variety of tactics, includ-
ing several forms of political and social non-co@en with the regime which the
movement is targeting. In sum, these authors kelileat the strength of numbers results
in more tactics, resources, opportunities and nedsyavhich help a movement succeed.

The opposing hypothesis is put forth by Staggemnb®98), and Taylor, Whittier
and Morris (1992). Staggenborg’s article looksiatdmical changes in the local women’s
movement community Bloomington, Indiana, to explainv some movements are able
to endure, and even thrive, at the end of a protede. The author demonstrates that
culture and community were most important at emgueindurance, as opposed to politi-
cal opportunities, and that movement communitidh weak ties have a hard time fos-
tering mobilization. Because smaller groups ohasts have greater chances of develop-
ing stronger ties, smaller movements have a befti@nce of sustaining mobilization. In a
similar vein, Taylor et al. (1992) analyze the depenent of collective identity in lesbian

feminist communities. They pay particular attentiorspecific issues in these communi-
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ties, including power dynamics, boundaries and tiaggon. The authors argue that small
lesbian feminist communities were most effectiveanrying forward the 1960s legacy of
radical feminism. They were successful in doinghsmks to a strong sense of communi-
ty and collective identity. These communities pd®d support for women who had been
victims of rape and abuse. They also frequentlyimptivate to discuss actions to carry
out in public. Through these strategies, the sehsellective identity in this group was
reinforced by acknowledging and emphasizing difiees between its members and the
people living outside these communities. Smalleveneents also have another crucial
advantage: as demonstrated by Earl, Soule and NMoC@003), larger movements are
more likely to face police repression. This doesman that smaller movements can al-
ways avoid repression- indeed, many small movenmealisding the Plowshares move-
ment and the Black Panther Party experienced a@xterepression. This happens in part
because of the perception on behalf of law enfoergrauthorities of the potential threat
of the movement’s ideas and actions(Davenport 1888)in part because these authori-
ties can often repress these small grouping witfeartof public outcry against their ac-
tions(Wisler and Giugni 1999). Nevertheless, largevements are more liable to repres-
sion than smaller ones, because they tend to be wsible, more disruptive and more
violent than smaller ones. Even if a large movenofitially advocates peaceful tactics
it may still encounter extensive hostility, suchirzdia’s independence movement and the
Civil Rights movement in the U.S. Davenport (19863 McAdam (1982) have shown
that repression can have a destabilizing effectamml movement campaigns. Therefore,

smaller movements are less likely to meet oppasitiom law enforcement, with all of
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its debilitating and demoralizing effects. Largeswaments, however, are more suscepti-
ble to repressive actions by law enforcement.

3.1.2: Other Explanatory Factors for Duration

We can divide the key explanatory factors of mogetrtampaign duration into
two types. The first set of factors centers on abdgnamics that are mostly external to
the movement under consideration- including the oflkey institutional actors such as
political leaders and the media, as well as represstions by law enforcement. In terms
of the role of political leaders, there is somermsty evidence in the literature on the wom-
en’s movement that suggests that movements majivsunvspite of unfavorable politi-
cal institutions and actors. In particular, Whitt{@997) and Staggenborg (1998) have
explained how the women’s movement was able torenduthe 1980s, an era in which,
with the dominance of Reaganite ideology in natign@ditics, progressive notions of
gender equality were on the defensive. Taylor (198&kes a similar argument for the
survival of the women’s movement between tfedd 2° wave of feminism. This era
corresponds to the four decades between the 1920ha 1960s when women'’s issues
were not prominent in national political debatet€de of the women’s movement litera-
ture, recent political process-oriented scholar¢égpecially the work of Rucht, 1996, as
well as Simmons and Stark, 1993 and Garay, 200¥ ytianter-argued that movements
may adapt to long term institutional characterssiad may be thus unaffected by them.
Yet, movements may benefit from short term chamgéise political environment, espe-
cially by fostering support from elected leaderd amoiding opposition from potential

opponents.
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In terms of the role of the media, Simmons andkStE993) show how an envi-
ronmental protest over toxic waste gained mediasxye and was able to endure thanks
to the public attention that the media generatexnvéVer, the women’s movement litera-
ture, in particular the work of Taylor (1989) andhiter (1997) shows how these move-
ments were able to survive while staying out of mepotlight.

In terms of the effect of law enforcement actiansluding repression, on the
duration of protests, | find contrasting perspexgiin the social movement literature.
Dapenport’s (2005) summary of the literature orrgspion demonstrates that there is a
great abundance of authors which argue that reprebas a destabilizing effect on mo-
bilization. However, just as many scholars have ertaé opposite claim, with mobiliza-
tion gaining ground in the aftermath of a repressigtion. For example, Garay’s (2007)
study of the unemployed workers movement in Argentibserves that repression, more
often than not, leads to more protests, which tledpnovement endure and obtain a bet-
ter bargaining position vis-a-vis movement oppose@thers more claim a curvilinear
effect, with a greater degree of mobilization takplace at mid-levels of repression,
whereas movements tend to be less reactive in chsggh and low levels of repression.

Lastly, some of the longer lasting social movengamhpaigns which, like Occu-
py, take place in outdoor settings, may be affebiedifferences in climate between the
geographical locations in which they take placéhéligh Staggenborg (2015) and Tilly
and Wood (2015) note that protesters will oftewideng to brave bad weather to show
up for key social movement actions, | expect défees in climate to affect the ability to

sustain protracted actions taking place in outdettings.
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The second broad category of explanatory factocemtered on internal dynam-
ics of the movement under consideration. Thesemigginclude the presence of eco-
nomic and logistic resources as well as socialiess (aka social networks), and other
aspects including leadership and internal orgaioizal structure. Since McCarthy and
Zald's (1977) seminal work on the key role of ltiged and economic resources in social
movement organizations, scholars have paid muehtaih to how resources sustain
movement emergence and development, as well akith@on of mobilization. More
recent scholarship has focused on determining wiyjodss of resources matter and why.
Whittier (2010), in her work on the women’s movemédras emphasized the role played
by logistical resources and infrastructure, inahgdiape crisis centers and abortion clin-
ics. Here the emphasis is more on resources nativee movement or organization in
guestion, and in particular a resource which graotwists the possibility to organize in a
‘safe space’ in which they do not fear repercusfiom authorities or society-at large. In
a similar vein, Nepstad (2004, 2008) emphasizesdieeof stable organizations and
community in the survival of the Plowshares moveimiepstad argues that not only are
logistical infrastructures essential for movemeatendure, but that they need to generate
strong ties between members and ensure that thememt can manage tensions and the
risk of burnout, which is likely in sustained, dgsind risky campaigns.
Other than resources, Pagnucco (1996) pointsoaedigious identity as an im-

portant factor that helps movements endure campdggrionger. In his analysis of peace
movement organizations, he demonstrates thateaekggroups generally have a greater

moral commitment to a stable set of tactics andsgdaternal unity and cohesion are also
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essential tools that help campaigns endure. Peadr(2011) research on the Palestinian
national movement shows that organizations whictewsernally cohesive were more
likely to endure. Conversely, Nepstad'’s (2011) camafive work on nonviolent civil re-
sistance shows that internal tensions during ndericampaigns in Kenya and China
contributed to their failure and demise. An effeetieadership can also play an important
role in determining campaign duration. Nepstad 800 the case of the Plowshares
movement and Pearlman (2011) in the case of tresta@hn national movement, both
demonstrate how charismatic leadership helpedisusaanpaigns and reinforce activist
commitment. Nepstad (2011) also argues that divéssamong leaders can be detrimental
to campaigns. Lastly, we should give some consimer#o factors which are especially
relevant in long term and high risk campaigns sagthe one undertaken by the Occupy
movement. In the case of the Freedom Summer campésgdam (1990) demonstrates
the importance of biographical availability in d@béning the likelihood of activists be-
ing committed to participating in a high risk cangpa This means that movements seek-
ing activists for these campaigns need to findviadials who are relatively free of pro-
fessional and family commitments. High risk campaiglso depend on a strong amount
of logistical support from key allies and leadéisr example, Sandoval (1998) credits
trade unions with lending key logistical supporptotest actions against the military
dictatorship in Brazil. Any group of activists whiseeks to carry out a successful social
movement campaign needs to be knowledgeable at®lkel obstacles which they will
face, and also understand when to deploy the nagesessources to deal with these ob-

stacles.
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In sum, | seek to put to test my argument thatenmnt size has an inverse effect
on action duration. In demonstrating the importasicgize, | also aim at considering the
role of repression, elite support and oppositioadia coverage, and resources in shaping
movement duration. My expectation is that largewements will last for a shorter peri-
od of time, even when accounting for these factdysargument is that small move-
ments are better equipped to sustain a long tetionathan larger ones, for three reasons.
First, smaller movements develop better network@imong activists, leading to a greater
sense of community and cohesion. Second, this sérggeater community and cohesion
means that activists develop a better consensgsala and tactics. Third, smaller
movements are less likely to experience repressibith may have a destabilizing effect
on their campaigns. Repression might be an impboféator in shaping the dynamics of
duration, therefore its role in affecting the lat@d its relationship to protest size will be
the object of considerable attention throughowd g@per. Although other factors may be
contingent on duration, such as media coverage, @dposition, resources and weather, |
expect movement size to have a negative effectmrement action duration net of all of

these factors.
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3.2DATAAND METHODS

This chapter looks at Occupy encampments in 74bitlte 100 largest U.S. cit-
ies. Within these 74 cities, my units of observatioe the days in which the local Occupy
movement is encamped. Because | want to includethetstart and the end date of the
encampment in the analysis, the number of obsernafor each city is n+1 where n is
the distance in days between the day in which €udupy chapter set up the encamp-
ment and the day in which the encampment was digeaaror example, an encamp-
ment that lasted between Octobefafid October 22would be made up of 4 observa-
tions. The aforementioned Table 2 shows the numbebservations for each city in the
sample.

3.2.1: Dependent Variables: Time and Failure Term

As stated previously, | define duration in termgled ability of a movement ac-
tion to last over time. | am considering the encarapts set up by Occupy activists as
the set of actions under analysis. The overalltturaf each Occupy encampment in the
analysis is shown in Table 2. To explore factolateel to variation in encampment dura-
tion, | employ two dependent variables. The firgfasures the distance in time, in days,
in relation to the start of the encampment, stgriiom 1 for the day encampment starts.
The second is the presence of the failure evenhjsncase the day in each city in which
the local encampment was disbanded. This measthrerisfore binary (0= no disband-
ment 1=encampment disbanded). Because the end ehttampment corresponds with
the end of the period of observation, the obsemmatin which this variable has a score of

1 will always be the final observations (temporapeaking) for each city. | obtained the
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data for encampment length, and the dates in wthielencampments start and end, from
local newspaper coverage and my survey of locau@gchapters. | used the newspaper
coverage as the main source because reporting wasprecise, in that the newspaper
reports are always dated, and activists in theesungually approximated the length of
each encampment and did not have to report prdeies. However, in 7 cities the local
media did not report the end of the encampmernhease cases, | use the survey answers
to provide an estimate.

3.2.2: Independent Variable: Protest Size

| measure movement size by looking at turnoutsaoupy marches in the cities
under analysis. Protest turnouts are an effectigasure of the size and strength of
movements because they show how many people thenment can mobilize in one giv-
en action. | am looking at turnouts across a natilong period of time, spanning, in
most cases, several months. Therefore | want suteeto capture the largest marches for
each Occupy chapter even if they did not happeineatame time to demonstrate which
chapters were able to mobilize numbers over sewvecasions.

| obtain my data for turnouts from local newspagorts. | use a cumulative
count measure. In a cumulative count measure, @asdrvation is a count of how many
people have showed up to every present and pasispad each Occupy chapter up until
that point in time. | chose this measure becawsgéct larger turnouts to have a lasting
effect and impact on local protest chapters. Treams, for example, that if 1000 people
turn out for a protest on the observation for daf 8n encampment, each observation

after day 3 will have a score of 1000 plus the autrof any subsequent protests. | em-
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ployed this measure to get a better understandittgedong term effects of large and
potentially disruptive protests. This measure alfectively captures increases in turn-
outs over time.

3.2.3: Controls

| focus on six sets of external movement factbas tmay have an impact on the
length of Occupy protests: media coverage, itgacteon with political opportunity
structure, repression, weather, population andredvly first objective is to see how
news coverage affects the length of encampmente two measurdsTo start, | look at
media criticism, or dissonance, as defined by Koaps(2004, 2005). My measure of
dissonance is derived from counts of articlesaritng the movement's goals and objec-
tives (for example, by criticizing their attacks corporations and elected leaders) to-
gether with counts of articles which report thetai<Occupy protests and encampments
to the taxpayer (usually such observations constita powerful argument in the local
press for calling for the encampment to be disbdjpdes well as articles which contain
personal attacks on protesters (including callirggsters ‘dirty’, ‘bums’ and ‘crimi-
nals’). In general, | only considered articles wiieere critical in an argumentative fash-
ion, and did not consider articles reporting movetnwolence and property damage as
critical. However | did consider articles to betical in cases where information as well

as praise for the movement were also stated. Neatvarage is made up of articles that

8 In unreported models | also looked at the effegtasitive coverage (or consonance) of the moventent.
counted articles which praised and described tla¢sguf local Occupy protests (therefore, any pgetaf
the ideas put forth by the movement that was unvegaily expressed in a positive light) as well aiclkes
that humanized protesters (by telling their indidtistruggles and life stories) as positive coverainfor-
tunately, this form of coverage has no significeffect and had a high level of correlation to nalutover-
age, therefore | did not include this variable ipfinal set of models. Likewise, | considered tbkerof
overall coverage, measured in number of overdtilag per day covering local movement activitieew-
ever this variable was also non-significant andligorrelated to neutral coverage.
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are neither positive nor negative (for a definitafrpositive coverage, see footnote 8).
These are both non-cumulative count variables, usscthey show respectively the num-
ber of instances of negative coverage per dayl@dumber of articles containing no
positive and no negative coverage per day. My ored®r elected leader criticism at-
tempts to capture the effects of the hostility leteed leaders as reported in the press.
Here, | define this variable in terms of instanpesday in which the press reports criti-
cism of local Occupy activities by a local electeader. These leaders can include
mayors, city council members, county commissiors&ege legislators, governors and
national congressmen and congresswomen represéotalglistricts. My measure ech-
oes one of the four aspects of political opporgusitucture as outlined by McAdam
(1996) by using clear cases of elite hostilityite movement as evidence of diminishing
opportunities. This variable is also a hon-cumutatiount variable, which measures the
number of instances per day in the local pressad#llelected leader criticism of local
Occupy protest.

My measure for repression focuses on more vidtants, defined as police use
of tear gas, rubber bullets, pepper spraying ahdrdorms of violence against protesters
which took place during the days in which each @gathapter was encamp&l.
counted each instance of each different form ofevice as a separate repressive episode.

These data were collected through local newspaperts in the form of a count varia-

° In unreported models | also used a measure of ébeeted leader praise, however this variablendid
have a significant effect on the dependent varjahkrefore | did not include it in my final setmbdels. |
also used measures of criticism by other key letitds, including police, businesses and acaderriog/-
ever, they did not have a significant effect ondbpendent variable, therefore they also werenubtded

in the final set of models.

9 In unreported models | also used a measure fesrwhich considered the number of police arfsts
protesters for each day in which the local Occumpter was encamped. However, this measure had no
significant effect on the dependent variable, tfogeel did not include it in my final model.
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ble. Therefore, | gave each observation an extitaruthis measure for every single in-
stance of law enforcement use of one of the lawreefment tactics listed above.

In terms of internal factors, | focus chiefly asources, but | do not consider the
role of religious identity, internal cohesion andty, and leadership. In terms of religious
identity, | do not expect this to matter in a predicantly secular movement. Unity and
leadership are difficult to measure on a systeni&sss in a new and informal movement
which | observe during a relatively short periodiofe. As for resources, | identify three
types of logistical assets that have helped Ocemgampments endure: information
booths, food stalls and libraries. Information lsotvere an essential logistical center
found in all but the most modest of encampmentsivsts could use them to make non-
participants aware of the ideas of the movemenmt they were also used for internal
communication and as a logistical ‘center’ of enparants. Food stalls were essential to
help encampments store and serve food. Encampmeatted them in order to endure
for longer than a few days. Lastly, libraries sedraesimilar function to information
booths because they also allowed information aedsdo be spread across the encamped
community. They also were a form of entertainmentctivists who were constantly
present at the encampment. | collected data o tthese forms of infrastructure from
activist responses to the aforementioned survé&ycolipy activists. | merged the
measures for library and food stall into a singl@irmal variable (with possible scores of
0, 1 and 2) because of multicollinearity issuesgmhs the variable for information booth

is binary (0, 1). | obtained the bulk of this datam my survey of the Occupy movement.
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When data was missing because of local Occupy ehegpresentatives’ failure to reply,
| used data from the news coverage of the relesacampment.

| also use a measure for climate. | focus on arenerage temperatures in each
city. Because these encampments took place in outdeas, it follows that camping in
milder climates in cities such as Miami, Fresno BEletholulu might be easier to sustain
for activists than in the colder areas of the coymtspecially cities in the Northeast and
Midwest that witness harsh winters. | use annuatlhmonthly temperatures because
monthly measures can become skewed by the fadlliffertent encampments lasted dif-
ferent periods of time. For example, if an encampmeedisbanded in January-February,
monthly temperatures are usually much lower comgpare&ncampments in similar cli-
mates which are able to last into the warmer spaimdysummer months. My measure for
temperature is therefore a non-time varying comtirsuvariable, reported in Fahrenheit
and obtained from U.S. Climate Data (Data, U.Sm@te, 2016).

Lastly, | use four demographic control variablesdity population and region,
both obtained from the 2010 U.S. Census (Centevextia and Production, 2009). The
first variable is made up of each city’s populatard is expressed in hundreds of thou-
sands, whereas the three regional variables aaeybi@ut of the 4 Census U.S. regions
(Northeast, Midwest, South, West) | use South ageference category in my analysis,
whereas the remaining three make up the threemabitummy variables. Although re-
gional variation is somewhat correlated with weagtties is not a strong correlation, be-
cause there is considerable climatic variation withese four regions. For example,

Honolulu and Seattle have vastly different avertegeperatures even though they are
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Table 15: Summary statistics for variables usethesurvival analysis of Occupy en-
campment duration

Mean SD. Min Max
City Level (N = 7584)
Dependent Variables
Encampment Disbanded .01 .01 .00 1.00
Time from Start of Encampment 96.78 110.01 1.00 657.00
Independent Variable
Protest Size (Turnout, in hundreds, Cumulativeescor 10.49 17.44 .00 135.50
Controls
Neutral Coverage (Instances per day) .08 31 .00 6.00
Negative Coverage (Instances per day) .03 .20 .00 4.00
Violent Repression (Instances per day) .01 .06 .00 3.00
Library & Food Stall (Ordinal) 1.79 51 .00 2.00
Info Booth (Binary) .99 11 .00 1.00
Elected Leader Criticism (Instances per day) .01 .13 .00 2.00
Average Annual Temperature (Fahrenheit) 60.77 9.50 37.00 77.60
Population (tens of thousands) 65.44 84.80 20.89 817.5
Northeast (dummy) .10 .30 .00 1.00
Midwest (dummy) .23 42 .00 1.00
West (dummy) 31 .46 .00 1.00

both in the West. All of the descriptive statistios the variables and controls which |
have outlined in the previous pages are found bieTa5. | also provide all of the corre-
lations between variables on Table 16. This tabtevs that there are no major multicol-

linearity issues between the main independent bigriand the controls.
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3.2.4: Analytic Strategy

Having outlined the data to be used in the anglywill now describe the strate-
gy which | will use to analyze it. | control forédlrole of weather and differences in re-
gion and population in all models. Then | compaeeaffect of size, net of the aforemen-
tioned controls, with other explanatory factorglunling media coverage, repression,
resources and elected leader opposition. Therdftesje a total of 6 models. Model 1
includes only size, weather, population and reg\dodel 2 has media coverage plus
size, weather, population and region. Model 3 ésshme as the previous one but replac-
es media coverage with repression. Model 4 hasiress as well as size, weather, popu-
lation and region. Model 5 is the same as the presvbut replaces resources with elected
leader opposition. Lastly, Model 6 is the final rebdnd includes all variables and con-
trols. For interpreting coefficients, | use hazeatios that show how likely it is that the
censuring event (in this case the disbanding ohemenents) takes place for every in-
crease of one unit in the independent variable wooiesideration. Hazard ratios are al-
ways positive; however when the score is less timenthey indicate a decrease in likeli-
hood of the censuring event, whereas when the seonere than one they indicate an
increase in likelihood of the censuring event. &mmple, a score of 0.5 means a 50%
decrease in the hazard ratio, meaning that foryamerease in a unit in the independent
variable, the censoring event will be half as kel happen. However, a score of 1.5
means a 50% increase in the likelihood of the cemg@vent, meaning that for every
unit increase in the independent variable, the a@mg event will be 1.5 times more like-

ly to happen.
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Table 16: Correlations between independent variglaled controls used to analyze
movement duration

Pro- Neu- Nega- Violent | Li- Info Elect | Aver- | Popu- | North | Mid- West
test tral tive Repres | brary | Booth | ed age lation | east west
Size Cov- Cover- | pres & Lead | An-
erage | age sion Food er nual
Stall Criti- | Tem-
cism pera-
ture
Protest 1.000
Size
Neutral .196 1.000
Cover-
age
Negative | .198 .006 1.000
Cover-
age
Violent .073 .076 .096 1.000
Repres-
sion
Library | .156 .029 .026 .010 1.000
& Food
Stall
Info .062 .001 .004 .005 .058 1.000
Booth
Elected 135 279 .256 .059 .021 .013 1.000
L eader
Criti-
cism
Average | -.081 -.062 -.023 -.007 167 -.106 -.033 1.000
Annual
Temper-
ature
Popula- .555 142 .069 .054 113 .052 109 -.022 1.000
tion
North- 155 .063 .035 .007 -.125 .006 .07¢ -.295 .16p a.qo
east
Midwest | -.052 -.049 -.057 -.024 .022 .063 -.049 -.547 -.014-.181 1.000
West 119 .024 .064 .030 .089 .035 .013 .369 -.047 -.2117.367 1.000
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Table 17: Exponential Survival Analysis estimating effect of protest turnout and con-
trols on the length, in days, of Occupy encampm@3584) (Models 1-3)

Model 1: Turnout & Con-
trols

Model 2: Turnout & Media

Repression

Model 3: Turnout &

Hazard Ratio ‘S.E.

Hazard Ratio ’S.E.

Hazard Ratio'S.E.

Independent Variable

Protest Turnout Lo16 | 0006 |1.011* | 0006/ [1.016% | 0.006
Controls

Neutral Coverage 1.672** .360

Negative Coverage 1.529 A79

Violent Repressic .001 0.00¢
Average Annual Temperature [.969* .016 971 .016 .969* .016
Population 0.999 .001 1.000 .001 0.999 .001
Northeast' .720 317 731 324 717 .316
Midwest 53¢ .20¢ .581 .22¢€ .53¢ .207
West .830 252 .823 .251 .831 0.253
Constant .072** 077 .060*** .065 .072%* .853
Tests

Log Likelihooc -98.67( -96.05¢ -98.41¢

LR chi2 12.05 17.28 12.56

Prob > chi2 .061 .027 .084

Notes: S.E. refers to robust standard errors<Qr5; **p<.05; ***p <.01 (two-tailed)

3.3.1: Model 1: Protest size only

This first model in Table 17 shows the effect adtpst size, net of controls for

weather, population and region. We can see thatt&g a significant effect, with a haz-

ard ratio of 1.6%. This means that for every 100emwotesters that show up at a local

protest, eviction is 1.6% more likely. For everyd@more protesters, the odds of eviction

are 16% greater. Out of the controls, average driengperature has a significant effect

on the dependent variable, with a negative haztedaf 3.1%. This means that for every

1 Dummy variable. Reference category: South
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Fahrenheit degree increase in annual temperatiotioa is 3.1% less likely. This model
has less variables than all subsequent modelgftnerl find a fairly low log likelihood
score. The likelihood ratio chi square shows thit inodel explains about 12% of varia-
tion in the dependent variable. The likelihoodoatni square test is slightly higher than
the 0.05 cutoff, therefore here | cannot rejectrtbi hypothesis, although | am unable to
do so by a small margin.

3.3.2: Model 2: Neutral Coverage, Negative Cove&ddne Case of Jacksonville, FL

Compared to the first model, Model 2 in Table Adludes all of the previous
model’s variables and adds two variables, whichsuesathe impact of critical newspa-
per coverage and neutral coverage on each otheredraf controls. Model 2 omits the
variable for violent repression but includes thaalae for turnout. The variable for size
is still significant, although its effect is smallavith a hazard ratio of 1.1% for every 100
people increase in cumulative turnout. Therefdr&)00 more protesters show up for a
march, in this model eviction will only be 11% mditeely. Of the two new variables,
neutral coverage has a significant effect with zain@ ratio which registers a 67.2% in-
crease for every unit increase in neutral coverdis means that with every neutral arti-
cle on the local Occupy movement, there is a 674rR¥ease in likelihood for the local
encampment to end. The two variables also havedsatireg effect on the effect of size
on duration, with a decrease in the hazard ratipfotest turnout by 0.005, or 0.5%
compared to Model 1. The log likelihood and chiaguprobability scores show us that
this model is a better fit than the previous orfee $core for the latter test is lower than

the 0.05 cutoff, therefore in this model | can ceplae null hypothesis. Consequently, the
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likelihood ratio chi square shows a greater efté¢che model on variation in the depend-
ent variables, which is up by five percentage moaumpared to Model 1, to 17%.

This trend is especially observable in cities wtiad a low level of neutral
newspaper coverage. This factor, in most casesrilooted to the presence of encamp-
ments in these cities for relatively long periofisime. For example, the Occupy en-
campment in Jacksonville, FL lasted for 5 month@mnfthe start of November 2011 to
the beginning of April 2012, and received only 2iinal articles. Because this encamp-
ment started later than most, when the Occupy mewehmad lost its novelty value to the
press, coverage was scant. Indeed, the local npesphe Florida Times-Union, com-
pletely ignores local Occupy activity between midvdmber 2011 and mid-February
2012. This case shows that, in order to surviveaepments benefited from lack of me-
dia attention rather than publicity. Media attentaften fueled public demands to end
encampments. However, when encampments were ablaytout of the public eye, they
had better chances to avoid these demands andecioddonger. In terms of the theory,
this pattern partially confirms expectations bagegrevious observations by Whittier
(2010) and Taylor (1997) on the women’s movemehesk authors show that social
movements are able to survive without media coverbigre, | find that Occupy move-
ment chapters did more than just endure in spitaabf of media attention. They were in
fact able to survive in part thanks to instance®wfcoverage. The findings unequivocal-
ly contradict expectations set by Simmons and $t4t/093) article about local envi-
ronmental protest. Here coverage was a setbadnftampments and not an asset. Last-

ly, the findings show that media coverage has aatiad effect on size, meaning that it



118
diminishes the effect of size on duration. This nsetinat smaller protests also last for
longer because they are less likely to generatativegor neutral media attention, which,
as we have seen, are detrimental for the odds afi@ycchapters to survive over time.

3.3.3: Model 3: Violent Repression and the CasBalfland, CA

Model 3, also in Table 17, includes the main inaelemt variable for size along-
side repression and the aforementioned controlefoperature, population and region.
We can see that the effect of size here is unclthogmpared to the first model, with the
Hazard Ratio at 1.6%.. Repression has no effeth®won the likelihood of encampments
to endure. This variable does not mediate the edfeprotest turnout on duration, be-
cause the hazard ratio for protest size in thisehmthe same as in Model 1. Repression
does still have a direct effect on encampment carat size is removed from the equa-
tion, but all of its effect on the dependent valgatan be otherwise explained by looking
at movement siz& As for the statistics for the whole model, the stpiiared probability
shows that this model isn't a better fit than thevious two models. This model fares
slightly better in terms of its log likelihood akikelihood ratio chi square scores, which
show it as a slightly better fit than Model 1, ktitl worse than Model 2. However with
the chi square the score is higher than the cofd¥05, therefore here | cannot reject the
null hypothesis.

The case of Occupy Oakland is very well known twsthwho followed current
events during the rise of Occupy Wall Street toamatl prominence. The local protest
gained traction rapidly in October 2011, resultimg large encampment which was

deemed a threat to public safety to Mayor Jean @Bander, Johnson, Maher, Burt and

2 |n unreported models | found repression to hasigificant effect on duration if size is absent
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Woodall, 2011). This resulted in a violent evictiointhe encampment, which took place
on October 28, and caused a public outcry, most notably forféloe that a protester,
Scott Olsen, an Iraq War veteran, was put in a doyraeing hit by the police with a tear
gas canister.

The press coverage of this episode turned theiewictto a public relations dis-
aster for the mayor, who tolerated a return ofaheampment in the following days. The
protesters called for a general strike on Novergferand although the protesters suc-
cessfully closed Oakland’s port on that day, viblnfrontations took place in the fol-
lowing hours. Subsequent clashes between the emsantpesidents and local authori-
ties ensured that the movement stayed in the lghelntil the final eviction of the en-
campment in Oakland on November?21

The short history of the encampment in Oaklar@hes marred by large scale pro-
tests, violence and several confrontations witliceahnd elected leaders. While police
violence, protester disruption and media attentiere greater here than elsewhere, this
protest followed a pattern similar to other disruptprotests in other large cities, such as
Portland, Seattle and Denver. In Oakland, we cartls#, while repression may lead in
some cases to a positive reaction by protestetis,gmeater levels of mobilization, as
previously argued by Garay (2007), if applied oseveral occasions, it ultimately un-
dermines protest, by increasing its cost and &askl, by radicalizing the few that are will-
ing to face the negative incentives. Yet, accordathe model, repression does not seem
to destabilize protest, as previously argued by$ir{1996) and Rucht (1996). This dy-

namic was observed even when the observationsgkia@d were removed from the
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analysis. Therefore, this pattern is generalizablgrotests with features similar to those
of Occupy Oakland. Therefore, in most places thstat@lizing effect of repression is just
part of the range of collateral effects that angseal by movement size.

How can | explain the hollow effect of repressioithe model? My argument is
that repression is an important factor in the pssdérough which some encampments
are weakened and disbanded; however it is notltimeatie factor. Repression is the
product of large protests which are met by hogtdit behalf of the authorities, including
media, political leaders and law enforcement. thesmain means through which these
institutions are able to cut short the life of greampment, but not the only means: in
other cities, such as Seattle, authorities neguatiatith protesters to bring encampments
to an end. And in all places, hostile elected lemaded police tried to turn the local media
against protesters. But repression did not, indntself, cause encampments to last less.
When it did so, it was in combination with othectfas, including media and political
leader hostility and large and disruptive proteBtese findings contradict the aforemen-
tioned literature on social movement repressiois: factor does not bring significant
advantages or disadvantages to Occupy chapters.

3.3.4: Model 4: Resources

Compared to Model 3, Model 4 in Table 18 replabesvariable for repression
with two variables, which detect the presencelwhlies, information booths and food
stalls in encampments. Here we can see that tharei&atio for protest turnout increas-
es by 0.3% thanks to the inclusion of these twaabées. These two new variables also

have a negative effect on the Hazard Ratio, whielama that they make encampments
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more likely to last. For the variable for libraria@sd information booths, the Hazard Ratio
is 33.9%. The hazard ratio is even higher for tweable for information booths:

Table 18: Exponential Survival Analysis estimating effect of protest turnout and con-
trols on the length, in days, of Occupy encampm@3584) (Models 4-6)

Model 4: Turnout & Con- Model 5: Turnout & Media Model 6: Turnout &

trols Repression

Hazard Ratio ‘S.E. Hazard Ratio ’S.E. Hazard Ratio'S.E.
Independent Variable

1 T

Protest Turnout 1019 |0.006 | [1.013~ 0.006 | [Lo1s  |1o197
Controls
Library & Food Stall .661** 0.128 - -- 657 0.128
Info Booth .160*** .079 - -- .164%* 0.082
Elected Leader Criticis - - 3.103*** 1.172 2.682** 1.32¢
Neutral Coverage - - -- -- 1.378 0.330
Negative Coverage - - -- -- 1.088 0.413
Violent Repression - - - -- 0.001 0.003
Average Annual Temperature |.968* .017 .970* .016 0.971 0.018
Population .999 .001 .999 .001 0.999 0.001
Northeast .612 .281 722 .319 0.616 0.283
Midwest .581 231 573 222 0.638 0.256
West .849 .260 .831 .253 0.856 0.263
Constant .845 1.070 .064** .070 0.688 0.886
Tests
Log Likelihood -91.021 -95.664 -86.647
LR chi2 27.3¢ 18.0¢ 36.1(
Prob > chi2 .001 .012 0.000

Notes: S.E. refers to robust standard errorsgi@p75; **p<.05; ***p <.01 (two-tailed)

here, encampments are 84% more likely to lasey tave this resource. This model also
fares well in terms of its overall descriptive &hts: the log likelihood score and proba-

bility chi square score tell us that this moded isetter fit than all previous ones. Here,

13 Dummy variable. Reference category: South
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the probability chi square score is lower than QOtB&refore | can reject the null hypothe-
sis. According to the likelihood ratio chi squagstt this model explains slightly more
than a quarter of all variation in the dependemniades.

Table 19: Length of encampment for Occupy chaptessing one or more resources

City Resour ce(s) lacked by encampment L ocal encampment length (days)
Jersey City, NJ All 3 Resources 8
Sacramento, CA All 3 Resources 13
Winston-Salem, NC All 3 Resources 2
Durham, NC Food Stall, Library 3
Fort Worth, TX Food Stall, Library 59
Long Beach, CA Food Stall, Library 94
Rochester, NY Food Stall, Library 141
Santa Ana, CA Food Stall, Library 46
Laredo, TX Info Booth 73
Spokane, WA Info Booth 3
Albuquerque, NM Library 25
Cleveland, OH Library 122
Greensboro, NC Library 23
Lexington, KY Library 114
Louisville, KY Library 191
Milwaukee, WI Library 121
Minneapolis, MN Library 56
New Orleans, LA Library 86
Norfolk, VA Library 32
Oklahoma City, OK Library 66
Toledo, OH Library 43
Overall Mean: N/A 62.9

Sources: Occupy Survey, Local Newspaper Reports
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What explains this very strong effect of resourde&s%e can see in Table 19, re-
sources matter especially because encampments lablckthem last for a shorter time.
The encampment in Norfolk, Virginia, exemplifiesstidynamic. It lasted for about a
month, much less than the sample average. It was@ithe smaller encampments in the
sample and had a food stall and an informationtbaatile lacking a library. Here, occu-
piers applied for a permit, were able to renewatelly for about a month and were
promptly evicted once this expired. Norfolk’s enganent was not the most resource-
poor of the encampments which lacked one or m@eurees, shown in Table 17. It
wasn’t even amongst the shortest- many foldedss flean two weeks, and some lasted
as little as 2-3 days. The trajectory of this engarant follows a common pattern among
resource-poor encampments: they tend to have sumadluts, are met with little confron-
tation on behalf of elected leaders and police,theg attempt to negotiate with them. If
negotiations result in these camps’ inability @ysput overnight, they tend to be dis-
banded either spontaneously or with mild coercamd definitely no backlash on behalf
of protesters. These local Occupy chapters arsr@il and resource-poor to fight back,
and often gain little media attention after they @acted.

These findings confirm the importance of logisticdources, emphasized by
Nepstad (2004, 2008) and Whittier (2010). The fhaat food stalls, information booths
and libraries created a logistical space for ptetesgo meet and bolstered the chances of
the encampment to last is especially very simdatvhittier’s observations on the wom-
en’s movement and the importance of logistical ueses. Yet, in some ways, the conclu-

sion that emerges from the findings on resourcats a slight departure from Nepstad
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and Whittier’s work. On one hand, these authorsadestnate that, through a strong set of
resources, some movements were able to endurethamr®thers. |, on the other hand,
demonstrate that through a weak set of resouroas snovements were able to endure
less than others. The resources | account forezketmost ubiquitously among larger
Occupy chapters. While lacking them was detrimeii@/ing them was not enough to
guarantee survival. Therefore, my findings dematstthe negative effect of lack of re-
sources, but in no way do they show the positifecebf being resource-rich.

3.3.5: Model 5: Elected leader criticism

Model 5 in Table 18 includes the main independaniable for movement size,
the aforementioned controls as well as the varifdvlelected leader criticism. Here, we
can see the effect of the main independent var@abl@ovement size dropping back
down to 1.3%, yet still significant. The variabte Elected leader criticism is also signifi-
cant, and its hazard ratio tells us that an encaenpms slightly more than twice as likely
to end sooner when a local elected leader criscilae local Occupy protest compared to
when the leader does not. The log likelihood aricsghare probability scores tell us that
this model is a better fit than all previous modetsept for Model 4, and the null hy-
pothesis can be rejected. The likelihood ratioscjuare score tells us that this model ex-
plains 18% of variation in the dependent variables.

The clashes between protesters and both policgalitctal leaders in Denver did
not make national headlines like the ones in Nevk md Oakland. Due to protesters’
decision to camp on the state capitol grounds, tioeyronted two forms of political au-

thority: first, they faced off with Governor Johnddenlooper, then, they attempted and
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failed to negotiate with Mayor Michael Hancock. kbolooper was a first hour opponent
of the Occupy movement, who called for the encanmirtzebe disbanded as early as
October 18. He quickly persuaded the city to collaboratevictethe protesters from the
capitol grounds four days later.

The International Day of Rage march, taking pleeday after the eviction on
October 18, galvanized protesters who managed to bring 2@@ple to that march.
That same day Occupy activists tried to retakestage capitol grounds but were met
with resistance from the police, resulting in dazeharrests. During the following
weeks, the encampment slowly reappeared, butoaktemained tense and during a
protest on October 80the police pepper sprayed protesters and made@gts Unsur-
prisingly, on November 1% the police cleared the encampment again. Bugticeamp-
ment reappeared once again in the coming dayswasanly evicted definitively on
December 18.

In spite of these repeated attempts to re-encmenver encampment still
lasted only 76 days, considerably below the avechgey sample of 103 days. Here, the
opposition from key political figures such as thayor and the governor was uncom-
promising and unambiguous from the very start efgtotest. This opposition preceded
the repressive acts that resulted in three sepanampment evictions, only the last of
them final. It also preceded any direct criticisionfi the Denver Post.

Therefore the case of Denver shows that mayorothat elected figures had a
key role to play in determining the duration of @gg encampments, and more so than

the media itself, even though the media was the weticle for expressing mayors’ op-
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position to encampments. While the case of Denas wnique in the degree to which
the unrelenting opposition between protesters afitigal authorities produced a very
confrontational outcome, Table 20 shows that, mnaait all cases, sustained opposition by
elected figures in the press produces shorter gmweemts. The 10 cities in which there
were 5 or more instances of elected leader cmtigistnessed an average encampment of
65 days, 38 days less than the sample average.

Therefore | can conclude that this analysis cordithe importance emphasized
by Rucht (1996) and Garay (2007) on short term gban the political environment:
where these changes resulted in unrelenting glpesition to Occupy protests, their
encampments were cut short. Wherever elites dichtervene as energetically, Occupy

Table 20: Length of encampment for Occupy chapbepgriencing 6 or more instances
of local elected criticism in the local media

City Total number of instances L ocal encampment length (days)
Boston, MA 8 72
New York, NY 8 60
Los Angeles, CA 7 61
Nashville, TN 7 154
Philadelphia, PA 7 56
San Francisco, CA 7 75
Oakland, CA 6 43
Portland, OR 6 38
Atlanta, GA 5 20
Denver, CO 5 76
Overall Mean 6.6 65.5

Sources: Occupy Survey, Local Newspaper Reports
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encampments were allowed to endure for longer.d dgaamics also contradict expecta-
tions set forth by Taylor (1997), Staggenborg ()28& Whittier (2010) who demon-
strated how movements can endure in spite of palithanges. Here, | find that changes
in the positions of elected leaders with regardfiéar opinion of and attitude towards the
Occupy movement matter decisively in terms of tlewv@ement’s hopes to prolong the life
of its encampment.

3.3.6: Model 6: All Variables, the role of Sizedathe case of Boston

Model 6 in Table 18 includes all variables previgussed, adding up to a total of
12. This model shows that size has a significdiecebn encampment length, even when
controlling for all other factors. The hazard rdto the variable for protest turnout is of
1.5%, therefore it is very much the same as itiwdle previous 5 models- in fact even
higher than its hazard ratio in 2 of these pastet®d his hazard ratio means that for
every 100 more protesters that show up at a maechkelihood of eviction will be 1.5%
more likely. As for the key controls, we can seat theutral coverage loses the significant
effect that it had on the dependent variables id®l@. The variables for negative cover-
age and violent repression stay non-significantwveicer, the variables for elected leader
criticism, information booth, library and food dtslay significant. On one hand, the var-
iables for information booth, library and food fdlave very similar hazard ratios to the
ones that they presented in Model 4. On the otard helected leader criticism loses
some of X% of its hazard ratio compared to Modelrbterms of the descriptive statis-
tics for the whole model, both the log likelihoatbee and the chi square probability

score show us that this model is a better fit thlaprevious models, and here too | can
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reject the null hypothesis because the chi squargapility score is much lower than the
0.05 cutoff. The likelihood ratio chi square shawat here the independent variables
affect a little more than a third of all variationthe dependent variables.

Why does size matter so much in terms of predidtiegduration of Occupy en-
campments? The Occupy Boston’s encampment in D8gagre provides some useful
insights. This encampment started on SeptemB2rZI11 and was one of the first ones
to emerge after the original Occupy encampmenuiccatti Park. It was also one of the
last encampments amongst the larger Occupy chaptbesevicted, as protesters were
moved out by the police on Decembel"10ccupy Boston took place in one of the most
liberal cities in the U.S. Unsurprisingly, relatgowith local political authorities remained
amicable here, in spite of a few scuffles, mosahlytthe one that took place the day
after the encampment started and in which 140 stete were arrested as the police pre-
vented Occupy Boston from expanding its encampraenturther.

However, there was no violent repression or viotamtfrontations on the scale of
what was observed in Oakland, New York City or DeEm@lthough some local officials
criticized the encampment, the press reported arghy cordial tone in the relations
between local political figures and the protesté#hen the encampment was evicted,
Mayor Tom Menino thanked the protesters for hawiogrageously brought forth their
message in the previous months (McGrory, 2011).

As the case of Boston shows, when protests are,larfgny encampments could
not in most cases hope to last more than 3 moaghshown in Table 21. When they did

(as in the cases of Chicago and Philadelphia), dietyot exceed the sample mean of 73
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days by more than 17 days. Therefore, the majofigncampments with a cumulative
turnout of 3000 or under usually lasted for a pénwuch shorter than the sample mean.
In Boston, amicable relations with local politi¢gures (including, besides Menino,
soon-to-be U.S. senator Elizabeth Warren), an epoant which attracted less contro-
versy and less repression than others organized|bally large Occupy chapters, and a
movement which attempted to negotiate with loc#éharties on several occasions, could
not stop the encampment from being evicted. The caBoston shows that large protest
encampments cannot last regardless of the bestios of protesters and local authori-
ties.

This case and my overall findings with regardghrole of size in movement
duration run contrary to the expectations of McAda®82), McCarthy and Zald (1977),
Everett (1992) and Chenoweth and Stephan (201%pitae of all the alleged advantages

Table 21: Length of encampment for Occupy chaptéiscumulative turnouts of 3000
or more

City

Total turnout in all Occupy marches

L ocal encampment length (days)

New York, NY

56050

60

Oakland, CA

13440

43

Chicago, IL

8450

120

Portland, OR

8300

38

Los Angeles, CA

8250

61

Seattle, WA

6810

71

Denver, CO

5810

76

San Francisco, CA

5009

75

Pittsburgh, PA

3900

117

Boston, MA

3760

72

Overall Mean:

7727.9

73.3

Sources: Occupy Survey, Local Newspaper Reports
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of large numbers described by the authors, angita ef the protesters’ valiant attempts
to establish friendly relations with key politidagures, in this case movement size is a
setback. Eventually, the cities’ low tolerance dgrermanent protest was much more in-
fluential than any advantages these large progested in terms of resources, networks
and opportunities. My findings do confirm Earl, $and McCarthy’s (2003) analysis of
protest in the U.S. between 1960 and 1986. TheaaSecupy Wall Street shows that
once protests grow large, they cause a level ofipi®n and controversy which cannot
be tolerated by political and law enforcement arities. Larger movements have a lim-
ited life even when local authorities sympathizéwthe message and protesters attempt
to negotiate, as they did in Boston. | also findfamation in Staggenborg (1998) and
Nepstad’s (2004) expectations of smaller movemasitsiore cohesive units with greater
internal ties. The case of Boston shows that pratesn larger movements may strive to
achieve these features. They may even achieveraalefjsuccess in doing so. However
they are not able to do so to an extent that allbvm to sustain their encampment.

3.3.7: The role of Region, Population and Tempeeatimd the case of Honolulu

Now that | have discussed the role of key contaold of the main independent
variable, | move on to accounting for the rolela# tontrols for region, population and
temperature. The controls for region did not hagegaificant effect on the dependent
variable. | also find no significant effect of pdation on encampment duration. Alt-
hough the longest lasting encampments didn’t tertdke place in the largest of U.S.

cities, small size was no guarantee of durationtf@rcontrary, some, but not all of the
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smallest cities of the sample, such as Greensbitnd Spokane, WA witnessed some
of the smallest encampments.

Temperature however did have an effect on encampimegth and | will try and
account for the reasons behind this pattern. Taigble is significant in 4 out of the 6
models. In these 4 models, the hazard ratio istivegand of between 3% and 3.2%,
meaning that every Fahrenheit degree increasenpdrature makes the encampment
about 3% more likely to survive. The case of thepy encampment in Honolulu can
help me explain the reasons for this effect. lhdsaout because it is the longest encamp-
ment in my sample, lasting for almost two yearsveeh the start of November 2011
until the end of August 2013, more than twice #egth of Occupy Columbus, the sec-
ond most enduring encampment in my sample. Thengmeeent was very small in size,
numbering no more than a few dozen protestershandfited from the city’s year round

mild climate and unique island culture, as notedh®ylocal press:

“Generations of tolerance by Hawaii law enforcetnamd government officials toward sit-ins and
occupations on public lands and in government gkl have meant that some protests have lasted for

weeks and months in high profile, public locatio(iakaso, 2012)

This seems to indicate that local culture playggdeater role here than mild tem-
peratures. | should also note that if we take Halnobut of our model, the variable for
temperature is no longer significant. Thereforenfra statistical perspective, mild
weather may have played a role in facilitatingragltasting encampment here, but | can-
not make the same case for the other 73 citiesimmodel. Indeed, among cities in our
sample with a comparably mild climate, | find aualgnumber of cities which had long

lasting encampments, such as Tampa and Memphisigaslwith encampments which
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lasted the same or less than the overall averag@3tlays, such as Miami, Phoenix and
Laredo.

Furthermore, this city may just be fertile grododprotest encampments due to
the local culture, thus in a way that is not gelieahle to other cities in the sample.
Therefore, the effect of weather on the modelss &cilitated by this factor, since
Honolulu seems to drive much of the variation cdusgweather. In conclusion, and in
spite of the significance in variation shown in grevious chapter, weather is not a cru-
cial factor in determining why some encampmentsltager than others. Too much of
the variation is driven by a single observationnblalu, and in this city this exceptional
encampment length may have just as easily beereshét of a tolerant local culture as it

may have been due to the mild weather.
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3.4 DISCUSSION

3.4.1: Overview of Theoretical Implications of Finds

The inverse relationship between protest sizedamdtion that has been estab-
lished in the previous pages confirms the obsesmatput forth by Staggenborg (1998)
on the women’s movement and Taylor et al. (1992shian feminist communities. The
results also contradict past observations by McCA@E®92) and Chenoweth and Stephan
(2011) who argue that larger movements tend tddadonger. These findings show that
the main advantage of smaller movements is thgtfster a greater sense of communi-
ty and stronger networks between their activisebablowever, small movements do not
present an advantage due to their ability to avedession, as previously shown by Earl,
Soule and McCarthy (2003). Repression does ndtisncase play a significant role in
either helping the movement last longer or contiitguto its early demise. Repression
here happens in movements that are both largeraalll 3herefore, size has no bearing
on the likelihood of a movement facing represslarturn, repression has no conse-
guences for duration.

The results also show that neutral media covenagea negative effect on dura-
tion, and also partly mediates the effect of sizduvation. This means that movements
which are smaller are less likely to receive thetof media coverage. Because this cov-
erage has a negative effect on duration, movenwdnith are smaller tend to survive for
longer in part also thanks to the fact that theyidveceiving this type of media attention.
This dynamic is similar to previous observationglewomen’s movement by Taylor

(1989) and Whittier (1989), where this movement afale to survive while not receiving
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media attention. This dynamic also follows an ojegsattern to the environmental pro-
test observed by Simmons and Stark (1993), whoedrthuat extensive media coverage
helped this campaign last for longer.

In terms of the relationship between size, resssiend duration, the results show
that small movements need to be resourceful tavaifar longer. This is a necessary but
not sufficient condition: large movements which é&dats of resources still tend to falil,
and so do small movements which do not have dh@hecessary logistical infrastruc-
ture. These results are similar to those of pasties by Nepstad (2004) on the Plow-
shares movement and Whittier (2010) on the wommogement. Resources are just as
important as size in affecting the odds of a movarnte survive.

Lastly, the relationship between political oppairty structure, size and duration
is the only one which presents a markedly diffepaitern from that observed by past
work on the women’s movement, including Taylor (2P&nd Whittier (1997). These
authors emphasized the ability of this movememrnidure in spite of unfavorable oppor-
tunities. However, the results here show that umfable opportunities are likely to lead
to an early demise of Occupy encampments. In &spect, these results are more similar
to those on the short term relationship betweenilmabon and political opportunity
structure, put forth by Tilly (1978), McAdam (198X)itschelt (1986) and Della Porta
(1995).

3.4.2: The Benefits of Action Duration Analysis

Now that | have summarized the results, | disthisgheoretical contribution of

this paper. Specifically, | want to address théofeing: what advantage has been gained
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in terms of insight by looking at movement actiamation as opposed to movement
campaign duration and organizational duration2tms of the relationship between size
and duration, as mentioned before my results aonpast observations by authors who
focused on organizational duration. However, myifigs give these past findings a new
dimension, it is not just small organizations whask more likely to last a long period of
time, but also actions by a small number of pecfaehistorical observers of social
movement actions, this should not come as a complieprise, and there is some past
evidence for this dynamic. For example, 2 montlglbanger strikes by a small group
Irish Republican prisoners in 1981 resulted in egitee media attention and coverage for
this action and radicalized Irish Republican paditiAdditionally, the sit-ins in Greensbo-
ro in 1960, initiated by a group of 4 activists,revdighly successful and resulted in
widespread support for the cause and, eventualypassing of the Civil Rights act.

Additionally, social movement actions usually sézkain attention to further
their cause. But these results show that mediataiteis more of a hindrance than an
asset. Again, there is evidence of similar dynaratqdace in terms of the prospects of
survival of social movement organizations, butieims of social movement actions, this
is more of a novel finding. However, the findingstbe relationship between resources
and action duration are less novel, since thesenisar-universal consensus in the social
movement literature with regards to the role obteses in enabling movements to both
carry out actions and be able to survive in theglmmms. Lastly, the relationship between
the findings on political opportunity structure ghthat social movement action duration

does present some significantly different dynamm®ipared to campaign duration and
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organizational duration. Specifically, while thétém two tend to be immune to changes in
political alliances and elite sympathy, social moeat action duration is dependent on,
at the very least, the lack of opposition from lcglacted leaders. What explains these
differing dynamics? Because these actions haverestduration compared to that of
organizations and campaigns, and because theyeguuysical presence of activists,

their duration is more contingent on the potergbosition of local elites.
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CHAPTER 4: REPRESSION AND THE ROLE OF MEDIA CRITI-

CIsM
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41 THEORY AND HYPOTHESES

4.1.1: Repression and its Causes

This chapter focuses on the causes of repressiectetl toward the Occupy
movement. In particular, | look at how media cogerand elite perception of the threat
posed by protesters combine to produce represBibn(1978) defines repression as
“any action by another group that raises the cotde's cost of collective action” (Tilly
1978:100). As such, repression is a common featumgany contentious actions by pro-
testers. Jennifer Earl (2003) outlines three keyetlisions of repression. The first is the
identity of the repressive agent. Repression cacebéed out by three types of actors:
state agents tightly connected with national glisesh as military units and military gov-
ernments; state agents loosely connected withmetfmolitical elites, including local law
enforcement agents; lastly, private agents, inolgidounter-movement participants. The
second dimension outlined by Earl is the charaafténe repressive action. Here the au-
thor distinguishes between coercive forms of repogsinvolving use of violence (in-
cluding tear gas, rubber bullets and pepper spgayind channeling (including legal re-
strictions for protests and social movements asase$urveillance). Earl’s third and final
distinction is the extent to which the repressigeis observable. Observable acts include
actions widely reported by the media (such as itlhads of protesters at Kent State and
at Tienanmen Square), whereas unobserved represslodes covert actions such as
COINTELPRO in the 1960s and, more recently, NSAsiliance. In Western democra-
cies, cases of repression by local law enforcerageants are far more common than mili-

tary actions against insurgents and counter-movereenession. Furthermore, Earl notes
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that most work on this process focuses on moret,oaed often violent forms of repres-
sion. These actions are often observable and tftenbject of extensive media attention
and controversy in the public sphere, as showrbework of Della Porta (1995), Wisler
and Kriesi (1998) and McPhail, Schweingruber andCiiithy (1998). Therefore, |
choose to focus on coercive and observable formspséssion carried out by local gov-
ernment agents.

Studies of social movement repression focus ugoalleither the effect of repres-
sion on mobilization or the causes behind repressiomany well known cases of re-
pression, such as the U.S. government actions stgaim Black Panthers or the Chinese
government’s repression of pro-democracy protestefeenanmen Square, repression
has a stifling effect on mobilization. Yet manylauts also focus on repression’s galva-
nizing effect on protests, such as Garrow’s (1%18ly of the Civil Rights movement
and Kurzman’s (1996) analysis of the Iranian Retiolu As for the causes of repression,
scholars focus on the role of movement characiesgjshcluding elite perception of the
threat posed by protesters, weakness, the interasétween the previous two factors,
and the role of institutions including law enforeamhand political institutions. This pa-
per looks at the correlates of repression. Theegfarthe last part of this sub-section, |
provide a brief summary of leading theories whigplain the presence, or lack thereof,
of repression.

First of all, I will look at the role of social mement characteristics in making
repression more likely. Of all causal dynamics hdhepression, elite perception of the

threat posed by protesters is the most popular saitiolars. McAdam (1982) defines
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threat in terms of radical goals and use of contéiional and innovative tactics. The au-
thor argues that government agents will be moehtiko act against a movement if the
latter’s actions and ideas constitute more of eahto the established order. Later studies
by Wisler and Giugni (1999) and Earl, Soule and ity (2003) argue that large pro-
tests, due to their frequently disruptive and umdomted nature, can be also seen as
threatening and thus elicit repressive action liji@uties. Other studies of repression,
such as those by Gamson (1975) and Wisler and G(Lg89) focus on the role of
weakness. Their idea is that governments will beenfikely to target weaker move-
ments. They define weakness in terms of the pearepf the repressive agent of the
overall strength of a movement, including its cagydor mobilization and its ability to
deploy resources. Additionally, Stockdill (2002yaes that presence of ethnic and sexual
minorities, as was the case with the LGBT movemeant,contribute to the perceived
weakness of the movement. Piven and Cloward (18@d)Stockdill (2002) also focus on
the role of the interaction between threat and wesa&. These authors argue that authori-
ties are likely to repress activists when they enter a movement which is confronta-
tional, radical and composed of the poorer andriessurceful members of society.

Social movement repression authors also focus®@nale of the institutions
which determine and implement repressive actianpatticular, Tarrow (1989), Della
Porta (1995) and Wisler and Kriesi (1998) looke tole of openness of political institu-
tions to protest and their role in mitigating reggien in ‘civil rights’ regimes, or in mak-
ing it more likely in ‘law and order’ regimes. lnm, these authors argue that political

institutions and political change are the maindaat making repression more or less
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likely. Lastly, McPhail, Schweingruber and McCarii@98), Earl and Soule (2006) and
Soule and Davenport (2009) focus on the role ofdaforcement agencies in making
repression more or less likely. These authors attgatepolice forces will be more or less
likely to carry out repression depending on thelative degree of openness to protest,
prior history of brutality and level of preparation

4.1.2: Linking Threat and Media Coverage to Repoess

In spite of all of these insights the literatussmot focused enough on the role of
media coverage of movements. While media coverageall effect on movements,
including tactics, framing and opportunities hasrbsubject of much attention (see
Gitlin, 1980; Baylor, 1996; Oliver and Maney, 20B0hlinger, 2006; Sobieraj, 2004;
Rohlinger , Kail, Taylor and Conn, 2012; Amentay@eer, Tierney, Yerena and Elliott,
2012; Kutz-Flanenbaum, Staggenborg and Duncan,)2@32 authors have devoted their
attention to understanding and evaluating the sbleedia coverage in repression in its
entirety, apart from Wisler and Giugni (1999) angbiimans (2004, 2005).

Most works on repression do consider the role edlimin facilitating repression,
yet they usually argue that media characteristiesreerely a function of one of the theo-
ries listed in the previous paragraphs, and netfastor to be analyzed in its own terms.
In particular, political opportunity structure thests such as Della Porta (1995) and
Wisler and Kriesi (1998) cite media coverage asdaitrtbe factors that determine the ex-
istence of tolerant or intolerant political climdite protesters. Gamson (1975) and Earl,
Soule and McCarthy (2003) consider media coveradeeta resource, therefore they

state that low levels of press attention to pretast functions of weakness. Wisler and
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Giugni (1999) link media coverage to threat, howekey find that this coverage has a
negative effect on repression net of threat, thas evidence also links repression to
movement weakness.

My objective is to look at the pattern through efhthreat and media coverage
combine to produce repression. Even though pasarels has seldom tested the relation-
ship between threat, media coverage and represbeng, is some evidence for this dy-
namic in the literature. Gitlin’s (1980) book on diee coverage of left-wing protests in
the mid and late 1960s provides insights on keyeissand aspects of these dynamics
such as framing, tactics, tensions and organizationparticular, the author focuses on
how the Fourth Estate’s coverage of protests inftes the response of authorities to ac-
tivist disruption. An example of this is the Dematic Convention in Chicago in 1968,
where the press exaggerated the impact of themwtational tactics used by the protest-
ers, thereby providing the police with sufficieagitimacy to carry out extensive violent
actions. In a similar fashion, Garrow (1978) dentiatss the role of sympathetic cover-
age in legitimizing Civil Rights protesters in tearly 1960s and, conversely, media criti-
cism’s instrumentality in facilitating the repressiof anti-war protests that happened
later in that decade. In more recent years, DalléaRand Fillieule (2004) have pointed
out the role of public discourse, inclusive of TMlanewspaper coverage, in shaping po-
lice response to protest. However they also contletehis coverage is shaped by the
nature of violent and confrontational interactitmetween law enforcement and the pro-

testers. Oliver (2008) adds that public perceptibarime can help shape ‘'law and order
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policing regimes, which in turn can facilitate gréminalization and repression of pro-
testers, especially when they are carrying outlegal action.

In sum, while several authors have linked diff¢@atterns of media coverage to
several repression dynamics, the literature untlerates the role of threat in shaping
this coverage. My argument is that threat playsang role in shaping media coverage
and that, in turn, this coverage plays a role mpshg the likelihood of the movement in
encountering a violent response from the stateleW@snd Giugni (1999) look at data on
repression of protests in Switzerland are the anlyrors who have carried out an empiri-
cally testable analysis of how the media servesagdiating factor between threat and
repression. In particular, the authors demonstheate if protests receive relatively small
amounts of coverage, repression is likely to ineedaecause law enforcement agencies
will be less afraid of a public backlash for pautarly violent repressive acts.

Therefore, an analysis of media effects on repasshould first of all consider
the nature of the relationship between threat aediancharacteristics, net of controls for
institutional characteristics (including politicahd police institutions). Then, once | es-
tablish the nature of the relationship betweenahamd media, | can test for the relation-
ship between media and repression, net of corfiokhireat and institutional characteris-
tics. In this way, | can calculate the extent tachithe media reacts to large protest turn-
outs and instances of violent behavior. After thagn show how much the media con-
tributes to the likelihood of the movement's repi@s while accounting for the propor-

tion of that causation which is independently thudraven and institutionally driven.
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4.1.3: Conceptualizing Threat

The role of the perceived threat levels posedrbtegters in instigating repression
has been the object of abundant attention on beh#ie social movements literature.
Tilly (1978) conceptualizes threat in terms of H#ueeptability of a group and its actions
to government elites, McAdam (1982) defines thinea¢rms of tactical innovation and
radical goals. Most accounts consider confrontafiand disruptive tactics in general
(Piven and Cloward, 1977; McAdam, 1982; Davend®#85, 2000; Earl, Soule and
McCarthy, 2003; Barkan, 2006) and violence in gatér (Della Porta, 1995, 1998; Dav-
enport, 1995; Wisler and Giugni, 1999) as formghoéatening behavior. Several more
works have emphasized the role of radical goalspatitical and cultural identity of the
group involved (Tilly, 1998; Bromley and Shupe, 398ella Porta, 1995, 1998; Wisler
and Giugni, 1999; Davenport, 2000; Earl, Soule ie€arthy, 2003; Barkan, 2006).
Others focus on the role of class identities (DBlbata, 1998) as well as racial and sexual
identities (Stockdill, 2002). Lastly, Wisler andu@ni (1999), Davenport (2000) and Earl,
Soule and McCarthy (2003) have treated large tumand protest sizes as forms of
threat, due to the disruption that they can cause.

The role of these different factors in shaping emaent outcomes, including its
public image and liability to repression, requicaseful consideration. While protester
violence as well as certain types of confrontatidaetics may shape a movement's im-
age in an unequivocally negative fashion, otheesypf confrontational tactics may not
be seen by the media in a negative way. Large tisnzan signal the legitimacy of the

protesters. And radicalism may be welcomed in squaaters (for the radical left, San
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Francisco or New York) while met with hostility ather cities (such as Oklahoma City
and Salt Lake City). Therefore, a nuanced anabyfsike interaction of threat and media
coverage and their role in producing repressiomsiée distinguish between the different
types of threat posed by protesters and what coesegs each one of them will have for
different dimensions of media coverage. Specificédlllowing Earl, Soule and McCar-
thy (2003) violent forms of threat, including prster violence against people and proper-
ty, should be defined as police threat, becausspiecially has an impact on the behavior
of law enforcement agents patrolling the protesitd3t turnouts should be considered
political elite threat, because they especiallyehan impact on the way elected leaders
react to protest.

4.1.4: Conceptualizing Media Coverage

Koopmans (2004, 2005) looks at media coveragadital right-wing protest
activity in Germany, and sets out to understandeketionship between this coverage
and repression of activists. In doing so, the aupnovides three dimensions of media
coverage: visibility, resonance (composed in ite€livo sub-elements: consonance and
dissonance) and legitimacy. The author definebwisi as the “number of communica-
tive channels by which a message is included amgitbhminence of such inclusion”
(Koopmans 2005:163), thus this indicates the olvarabunt of coverage received by the
movement as well as the overall number of commtine@hannels through which this
coverage was received.

Next up, we can define resonance as the levelgdat that a movement mes-

sage receives across communicative channels. tipgog can go in either of two direc-
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tions: it can be present in the form of favoraldebal statements, called consonance.
However, resonance can also take the form of condéan and criticism, defined as
dissonance. Lastly, there is legitimacy, unders®bteing composed of comments from
3rd parties in the media. Legitimacy is distincinfrresonance in that it includes only
statements from significant institutional actorstsas the police and elected officials,
while resonance covers statement by the mediatetklemselves. Therefore, while legit-
imacy ties in elements of police and elected dfioiteractions with protesters in the
media, resonance reflects the opinion of the méwligependently of how salient local
authorities and institutions may perceive socialements.

Out of these three dimensions, the role of vigibih repression has been tested
most often in the literature (see Wisler and Giu@0R9; Earl, Soule and McCarthy,
2003; Earl and Soule, 2006). However, outside dipdnans (2004, 2005), the past liter-
ature does not dedicated extensive attention toelagonship that media praise and crit-
icism (or, in technical terms, consonance and digsoe) have with repression, and no
past authors test for threat’s effect on positivé aegative coverage. Therefore, | will
outline hypotheses based on the expected effébtedit on overall coverage (or visibil-
ity), positive coverage (or consonance) and negatbverage (or dissonance), and the
expected effect of visibility, consonance and disswe on repression.

4.1.5: Hypotheses

What relationships can we expect between diffefi@nts of threat and visibility?
Wisler and Giugni (1999) show the positive effeicience and turnouts have on overall

coverage. Yet the past literature has not teste@xpected relationship between confron-
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tational tactics, radical goals and visibility. Tefore, my analysis is distinct from that of
Wisler and Giugni in that | explore this relatioipsbetween confrontational tactics, radi-
cal goals, visibility, consonance, dissonance,aowl these factors interact to produce
repression. In terms of visibility, the media isnamdikely to cover events when they have
more participants, and more controversial or padépntcontroversial aspects, as shown
by Gitlin's (1980) and Gans' (1979) analyses onianealverage of 1960s social move-
ments. Therefore, we can expect all measures @tho have a positive effect on overall
media coverage.

Hypothesis 1: All forms of threat have a positiffe& on overall coverage

While Wisler and Giugni (1999) demonstrate theefiof threat on visibility, un-
fortunately no past authors have tested the effieitireat on consonance and dissonance
on repression. However Garrow (1978) and GitlirB@3uggest that movements that
are more confrontational and more radical are rfikeéy to receive more critical cover-
age and less sympathetic coverage. These hypothesés more plausible than the op-
posite. In the vast majority of circumstances,itteglia has less reasons to praise a
movement and many more reasons to criticize ittivests partake in violent and disrup-
tive behavior.
Hypothesis 2: Violence and property damage havesitipe effect on negative coverage
Hypothesis 3: Violence and property damage havegative effect on positive coverage

With respect to turnout, the evidence is more ihi¥e Della Porta (1995) and
Koopmans (1993) have pointed out, threat as meadyréurnout signals legitimacy. If a

movement has broad support from society, the medilely to join it. Therefore turn-



148
outs could have a positive effect on positive cagerand a negative effect on negative
coverage. However, large turnouts can also bemliseiand make repression more like-
ly, as Wisler and Giugni (1999), Davenport (2000 &arl, Soule and McCarthy (2003)
have pointed out. Therefore it is equally plaustbi turnouts make criticism more like-
ly and praise less likely. Given the weight of mre@cevidence of U.S. police and elite re-
actions to large protest events, it is more likabt large turnouts will generate opposi-
tion from the media rather than support.

Hypothesis 4: Large turnouts have a positive efbechegative coverage
Hypothesis 5: Large turnouts have a negative effagtositive coverage

In recent years, scholars have often tested thgaeship between overall cover-
age and repression. Wisler and Giugni (1999) fimchaerse relationship. This is be-
cause, according to the authors, the police is mili@g to carry out more violent and
potentially controversial actions when they areendag less attention and, potentially,
less public scrutiny. Yet Earl, Soule and McCartP§03) and Earl and Soule (2006) test
for this same relationship, and find no significaffect. On balance, there is more recent
evidence from protest cases in the U.S. which sapploe thesis that visibility has no
meaningful effect on repression.
Hypothesis 6: Overall coverage has no effect otemiarepression

The last 3 hypotheses test the effect of pos#ive negative coverage on repres-
sion, as well as media coverage’s ability to medihe effect of threat on repression,
pushing research on media effects on repressioonidetyne scope of past analyses by

Wisler and Giugni (1999) and Koopmans (2004, 20B&rause of this, they are the most
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important hypotheses of the paper and testing tleeeals the unique dynamics which
are uncovered by this analysis. | expect criticalerage to increase the odds of a move-
ment facing repression. Koopmans (2005) speculastghis relationship may be nega-
tive or positive. A positive relationship would shdow media criticism can have a nega-
tive impact on social movements, whereas a negeglagionship would give confirma-
tion to the dictum 'all publicity is good publicityHowever it is far more plausible that, as
Garrow (1978) and Gitlin (1980) suggest, criticaverage of movement activities ampli-
fies the public's perception of the protest's ¢isom, and in turn makes repression more
likely. This is because negative views of a protafitmake law enforcement authorities
feel that a backlash is less likely if they reprassinpopular movement.

Hypothesis 7: Negative coverage has a positivetedie violent repression

In terms of the relationship between positive cage and repression, Koopmans
(2005) expected a negative relationship, explaitiag media rhetoric which favored the
movement would increase the movement's chancesirng Buccessful and avoiding re-
pression. Political opportunity structure theoristduding Della Porta (1995) and Wisler
and Kriesi (1998) add that a sympathetic mediarenment is synonymous with sympa-
thetic elites, and thus should make repressionliledy. Furthermore, if negative cover-
age provides law enforcement with the legitimacgaay out repression because of less-
ening fear of a backlash, more positive coveragailshin turn give them less repressive
legitimacy. However, we have little reason to thprkise would have a plausible positive
correlation to repression. Yet there is a thirdggaity: if negative feelings and connota-

tions drive behavior and willingness to take actis Jasper (2011) indicates, is it possi-
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ble that positive feelings and connotations havemmact on the behavior of authorities?
If this is the case, positive coverage should haveffect on repression. Yet, on the
whole, | find it more plausible that positive coage has a mitigating effect on repres-
sion.

Hypothesis 8: Positive coverage has a negativetedie violent repression

Lastly, | want to investigate the relationshipvibetn threat and repression, first in
its own terms, and second while different aspetisexlia coverage are controlled (or
held constant). Following the work of Della Pori&95, 1998), Davenport (1995, 2000),
Wisler and Giugni (1999), Earl, Soule and McCart?§03) and Earl and Soule (2006) |
expect radical goals, disruptive and confrontatidaetics including violence and turn-
outs to all have a positive effect on repressiamweler, once media variables are ac-
counted for, there are two possible outcomes. Thme&ators could retain their strength
and significance in explaining repression, and destrate that law enforcement reacts
primarily to threats posed by the protesters. Btita effect of threat is mediated by the
media variables, this would demonstrate the indégetnrole of public media discourse
in shaping the likelihood of a movement to facerespion. On the basis of the recent
lack of attention given by scholars to the rolensfdia coverage on threat, | expect the
latter scenario to be the most plausible.
Hypothesis 9: Media coverage variables mediateakeof threat variables in explain-
ing violent repression

In conclusion, this chapter summarizes the diffecausal dynamics that have

been linked to social movement repression in tist [garature, including threat, weak-



151
ness, threat and weakness, political opportuniticgire and police characteristics. |
have also discussed the relationship between nobdiacteristics and these theories, and
have argued that the past literature underestintla¢eiole of threat in shaping repression
through the medium of media coverage. Then, | ls@t®ut three dimensions of media
characteristics to be tested: visibility, or ovecalverage; consonance, or positive cover-
age; and dissonance, or negative coverage. | leaishypotheses linked to my expec-
tations on how different dimensions of threat wikdict these characteristics. Conse-
guently | have also set out hypotheses based aectatpns of the patterns through
which these media characteristics and threat itolis@ombine to produce movement
repression. In the next chapter, | will summartze data that will be used in this analysis

and the methods through which the data will beyaeal.
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4.2 DATAAND METHODS

4.2.1: Media Variables

| use three measures of media coverage. Follooapmans (2004, 2005) | de-
fine overall coverage, or visibility, in term of esall articles written about Occupy by
main local newspaper in each city under analyssgénize these counts into an ordinal
variable with 6 different possible scores (1=veny lcoverage, 2 articles or less; 2=low
coverage, 3 or 4 articles; 3=medium-low coveragar, 6 articles; 4=medium-high cov-
erage, between 7 and 10 articles; 5=high covetsge/een 11 and 17 articles; 6=very
high coverage, 18 articles or more). Next, | defiositive coverage, or consonance, in
terms of articles which praise and describe theennt's goals and objectives, together
with counts of articles which humanize the movenimntlescribing Occupy participants
and talking about their lives. | included in thigasure articles which also criticized Oc-
cupy movement activities, as long as a signifigeart of the article, at least one para-
graph, included positive statements and/or lengéscriptions of movement activities in
a positive light. These are the two main ways imncilthe local press described the
movement in a positive light. These two measuresallected into a single ordinal vari-
able (O=no positive coverage, 1=one form of positieverage, 2=both forms of positive
coverage)

My measure of dissonance is derived from articlé@gizing the movement's
goals and objectives, together with articles whiggbort the cost of Occupy protests and
encampments to the taxpayer. While the first fofrariicism is a direct opposite of one

of the aforementioned forms of praise, the secoreveas a prominent form of media
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criticism as the media formulated demands for ewicdf Occupy encampments to elect-
ed leaders and police authorities. Again, criticisas counted as such even in articles
which also included positive statements on the Pgenovement. However | did not
count press reports of acts of protester violemcepoperty damage as forms of critical
coverage. The two types of media criticism werdectéd into a single ordinal variable
(0=no negative coverage 1=one form of negative ama2=both forms of negative cov-
erage). All media variables were obtained from loeavspaper coverage of local Occu-
py protests between September 17th (the first @iftyeoprotests) and October 31st (the
full list of newspapers is shown in Table 3).

4.2.2: Threat Variable

| measure threat in terms of episodes of protestégnce and property damage as
well as protest turnouts which occurred on or keefoctober 31st. | define protester vio-
lence in terms of violent acts carried out by pstees against external actors. Examples
of such violent acts include physical attacks aft@sters against members of the public
at Occupy Atlanta and Occupy Oakland protesterbngurocks and bottles at police dur-
ing the general strike at the Port of Oaklandehmis of property damage, | include any
visible damage to public property, including grafiit Occupy Boston, broken windows
of buildings during Occupy Oakland protests and ajgento park benches during the Oc-
cupy Cincinnati encampment. These indicators agd by recent studies on threat-driven
repression (Davenport, 1995; Earl, 2003; Earl, Sanld McCarthy, 2003). These authors
also use measures on radical protest goals asat thdicator. However, because this

paper analyzes variation within one movement, aod with uniform levels of radical-
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ism, this measure makes less sense for my ana¥ggjssiolent and disruptive behavior
by protesters is a clear threat to safety, in fes @f both elites and the general public,
and there are significant differences in the extenthich different Occupy chapters
were violent and/or disruptive. There were alsgdadifferences in turnouts, with larger
gatherings causing more disruption to the publidemaller Occupy protests went on
relatively unnoticed by bystanders.

Following Earl and Soule (2003), | consider thisens of threat to have different
implications for the analysis: on one hand, viokeaad property damage are considered
police threat, because they are considered ad¢hniag behavior especially by law en-
forcement. On the other hand, large turnouts areamsidered a direct threat to police,
as also noted by Della Porta (1995), but politficalres may fear them as a threat to their
legitimacy. Therefore turnouts are political esstirhent threats.

My measures for violence and property damage aite liinary variables (0=no
violence/property damage, 1=violence/property dahadnereas turnouts were counts of
how many hundreds of people showed up at eachgprated they were organized in a 5
way ordinal variable (1=very low, 110 protesterdess; 2=low, between 120 and 220
protesters; 3=medium, between 250 and 380 progsegtehigh, between 500 and 950
protesters; 5=very high, 1000 protesters or mdregse data were obtained mostly from
newspaper coverage of local Occupy protests ifTdhaties in the sample. However,
when local newspapers did not provide data on s d used data from the Occupy
survey. Because my main data source here was wspaper coverage of Occupy activi-

ties, acts of violence and property damage weresicgly to be reported in cities where
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the local movement received more coverage. Howtineeresults show that this isn’t
always the case, and in cities with relatively lewels of coverage such as Atlanta and
Cincinnati the local press still reported theserfeof threatening behavior.

4.2.3: Repression Variable

This paper analyzes instances of violent reprassiefined as police use of tear
gas, rubber bullets, pepper spraying and otherdarinwviolence against protesters which
took place between November 1st and 30th. Thesevdate collected through local
newspaper reports in the form of a binary varigbteno violent repression, 1=violent
repression). Although arrests were the most comimion of repression in the Occupy
mobilization, | do not focus on them. My first reasfor taking this decision is that | seek
to focus on exclusively violent forms of repressi@rrests are usually not violent,
whereas the forms of repression listed above alenti by definition. My second reason
is that arrests took place in almost every cityohhwitnessed Occupy protests, and were
usually not seen as controversial by the presdaad elites. By way of contrast, these
other forms of repression were less common butyvthey happened, they often spurred
outrage in the media. Amongst the most notableioh €pisodes there is the September
30th pepper spraying incident in New York Cityvedl as the 1st eviction of Occupy
Oakland at the end of October, in which Irag Waeken Scott Olsen was hit by
a tear gas canister and fell in a coma. Other wickglorted incidents of such nature in-
clude the pepper spraying of students at an Ocpuggest at UC Davis by campus police
in late November and the pepper-spraying of ane&t gld woman at an Occupy Seattle

bank protest on December 1st.
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These instances, which can be seen in Table 2% 8tat these forms of repres-
sion made authorities liable to controversy. Theneefve should not be surprised to see
that, even during the month (November) in whiclrespion was at its peak and the na-
tion's largest Occupy encampments in Oakland, Liagefes, Portland and New York
City were evicted, only 13 of the 74 cities of nangple encountered these forms of re-
pression.
4.2.4: Controls

| use two measures of political opportunity stauet The first is the mean per-
centage of votes obtained by the Democratic Partlgg 2004 and 2008 Presidential
Elections. The second is the presence of a Dempwagobr in the city under analysis.
Therefore this is a binary variable (1=Democrat ata9§=no Democrat mayor). The
source for both variables is the U.S. Election &{laeip, 1999). | expect cities that have

Table 22: List of instances of violent repressid®ocupy protesters in November 2011

City Type of Har sh Repression Date(s)
Portland, OR Tear gas, pepper spraying, batons and other fofrms o |[November 13th & 17th
violence
Riverside, CA Other forms of violence November 7th
Tulsa, OK Pepper spraying November 2nd
Phoenix, AZ Pepper spraying November 30th
Los Angeles, CA Batons November 30th
Dallas, Tx Other forms of violenc November 12t}
Philadelphia, PA Batons and other forms of violence November 30th
Denver, CO Pepper spraying and other forms of violence November 13th
Seattle, W/ Pepper sprayir November 2nc
San Francisco, CA Batons November 16th
New York, NY Batons November 17th & 21st
Oakland, CA Tear gas, batons, rubber bullets and other form®ef |November 3rd
lence
Oklahoma City, OK Other Forms of Violence November 25th

Source: Local Newspaper Reports
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more politically progressive populations to be meympathetic to the movement. There-
fore these factors should inhibit repression. Téleyuld also have an effect on media
coverage: more liberal cities are more likely teegihe Occupy movement more atten-
tion and to sympathize with its causes, and l&sdyiito criticize its actions.

| also use two law enforcement characteristicssuess to capture the type of
policing environment that confronts protesters. fiist measure is the percentage of the
city budget spent on police, obtained from cityrmaldata on budgets for 2010 and the
2007 Law Enforcement Management Survey (Anon, 20@y)second measure is the
number of police shootings of civilians which hapge in the 8 months preceding the
protest (between January and August 2011), obtdmedthe Deadspin Blog (Wagner,
2014) and measured as an ordinal variable (O=notistys, 1= 1 shooting, 2=2 or more
shootings). According to McPhail and McCarthy (2PDpélice forces with larger budgets
are more prepared to confront protesters and asdilely to resort to more violent
forms of repression. Additionally, conventional dasn suggests that police forces which
are more prone to violence against the public areertikely to carry out violent acts
against protests.

Lastly, | use demographic controls for city popigatand region, both obtained
from the 2010 U.S. Census (Center for Media andnBtmn, 2009). The population data
are in hundreds of thousands, whereas regionalhasg are binary. Out of the 4 Census
U.S. regions (Northeast, Midwest, South, West)d 8suth as the reference category in
my analysis, and use a combined variable of MidwasdtNortheast (Mid-

west+Northeast) because there were no cases ehvi@pression in the Midwest.
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Table 23: Descriptive statistics for variables agistic regression models predicting me-
dia coverage

‘Mean ‘S.D. ‘Min ’Max
City Level (N = 74)
Dependent Variables
Overall Coverage (ordinal) 3.32 1.65 1.00 6.00
Positive Coverage (ordinal) 1.43 .60 .00 2.00
Negative Coverage (ordinal) 49 71 .00 2.00
Independent Variables
Violence(binary; .0t .23 .0C 1.0C
Property Damage (binary) .08 27 .00 1.00
Turnout (ordinal) 3.03 1.40 1.00 5.00
Control Variables
Democrat Vote (%) 56.51 13.64 27.70 90.85
Democrat Mayor (binary) 74 A4 .00 1.00
Police Shootings (ordinal) .89 .84 .00 2.00
Police Budget/City Budget (%) 20.96 11.44 3.71 68.01
Population (in hundreds of thousands) 7.12 10.48 2.09 81.75
West (binary) 31 A7 .00 1.00
Midwest+ Northeast (binary) 31 A7 .00 1.00

Therefore this variable could not be used indepethglen the analysis.

4.2.5: Analytic Strategy

My first three models will show the effects ofehat on two different dimensions
of media coverage (overall, positive and negatowecage) net of controls for political
opportunity structure, police characteristics, gapan and region. All of the indicators
for media coverage are ordinal. Therefore | usénatdegression to analyze all depend-
ent variables in this first set of models. The ables used for these models are shown on
Table 23. Additionally, | provide correlations fibre independent variables and controls
in these models on Table 24. This table showstligae are no major issues of multicol-

linearity between the independent variables fozdhas well as between these variables
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Table 24: Correlations between independent variglaled controls used in analyses of
media coverage and repression

Overall Positive Negative Violence Property Turnout Democrat
Coverage Coverage Coverage Damage Vote
Overall Cover- | 1.000
age
Positive Cov- .564 1.000
erage
Negative Cov- .698 402 1.000
erage
Violence .354 .228 430 1.000
Property 425 .200 429 .148 1.000
Damage
Turnout 499 426 456 .210 .207 1.000
Democrat Vote | .424 .216 334 337 212 .213 1.000
Democrat .287 .323 .143 141 75 -.011 .355
Mayor
Police Shoot- 224 231 391 247 277 .306 176
ings
Police Budget/ | -.154 -.017 -.099 .001 -.115 .082 -.242
City Budget
Population .318 .187 .254 -.036 112 .298 141
West .099 .052 .325 227 .228 175 -.046
Northeast+ .010 .003 -.133 -.161 .015 113 .208
Midwest

and the controls used in these models.

My fourth, fifth and sixth models explore the effet threat and media coverage
on repression net of controls for population, ragolitical opportunity structure and
police characteristics. Specifically, my fourth nedbdiill look at the effect of threat on
repression net of controls, whereas my fifth modéllook at the effect of overall cover-
age and threat on repression net of controls. M sind last model will look at the ef-
fect of threat, positive and negative coverageemmassion net of controls. Because in
these last three models my dependent variablegssijon, is binary, | use simple logit
regression in these last three models. The vasalsed for these models are visible on

Table 25. The correlations for the independentaddeis and controls these models are on
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Table 24. This table shows that there are no nmjdticollinearity problems between the
variables for media coverage and the threat vasaa$ well as the controls.

Table 24 (cont.):

Democrat Police Shoot- Police Budget/ | Population West Northeast+
Mayor ings City Budget Midwest
Democrat 1.000
Mayor
Police Shoot- -.039 1.000
ings
Police Budget/ | -.154 .029 1.000
City Budget
Population -.106 .330 .225 1.000
West -.207 228 -.11(C -.014 1.00(
Northeast+ 127 -.018 246 117 -.451 1.000
Midwest

Table 25: Descriptive statistics for variables agistic regression models predicting re-
pression

‘Mean ‘S.D. ‘Min ’Max
City Level (N =74)
Dependent Variable
Violent Repression ‘.18 ‘.38 ‘.OO ’1.00
Independent Variables
Overall Coverage 3.32 1.65 .00 6.00
Positive Coverage 1.43 .60 .00 2.00
Negative Coverage 49 71 .00 2.00
Violence .05 .23 .00 1.00
Property Damage .08 .27 .00 1.00
Turnou 3.0¢ 1.4C -2.4¢ 5.2¢
Control Variables
Police Shootings .89 .84 .00 2.00
Police Budget/City Budget 20.96 11.44 3.71 68.01
Democrat Vote 56.51 13.64 27.70 90.85
Democrat Mayor 74 44 .00 1.00
Population 7.12 10.48 2.09 81.75
West 31 A7 .00 1.00
Midwest+ Northeast 31 A7 .00 1.00
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4.3.1: Unpacking Media Coverage

Before carrying out the regression analysis ofdé&, | show some general pat-
terns of media coverage of Occupy protests. FiratloOccupy protesters were praised
much more often than they were criticized. As shanrfigure 1, between September
17th 2011 and October 31st there were 366 instavfa@edia praise in the 74 cities in
my sample, as opposed to merely 56 instancestafiem. Furthermore, 70 out of these
74 cities witnessed praise of local Occupy protegt®reas only 27 cities witnessed crit-
icism. So not only were instances of praise maquent, they were also observed in
many more cases.

Figure 1: Overall counts of instances of positivelanegative coverage
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Figure 2: Proportion (in percentage) of positivecanegative coverage across period
preceding repression
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Second, there are significant differences in hagdently these forms of cover-
age took place across different time periods. EEgushows relative occurrences of posi-
tive and negative coverage first on or before Cetdi®th (the early phase of the protests,
in which most local chapters had only just caroetitheir first march or were about to
do so0), between October 11th and 20th (this indude biggest mobilization on the
weekend of October 15th) and between October 2itkBast (the last period in the me-
dia coverage data in which we witness the first &asgampment evictions in Oakland
and Atlanta). As we can see, positive coveragéeaspeak in the middle of October and
slightly lower before and after, but overall itmre or less constant throughout the

month. In contrast, negative coverage takes plaxstlynat the end of October but is al-
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most non-existent at the start of the month. Myobasion from these observations is
that negative and positive coverage are radicdfigrént in terms of the frequency in
which they happen as well as in terms of how widesp they are. They also present
significant differences in how they are distributenioss time, and a discussion of their
causes and effects should take these factors amsigeration.

4.3.2: Models 1, 2 &3: Effects of Threat on MedmiBe and Criticism

As discussed in the previous chapter, Model 1Maodel 2 analyze the role of
threat on overall coverage (or visibility), poséicoverage (or consonance) and negative
coverage (or dissonance), net of political oppatwstructure, police characteristics,
population and regional controls. Because of thallsnumber of variables (only 74) |
have used a one-tailed test of significance.

In these two models, shown on Table 26, we cantsgeall types of threat play a
strong and significant role in predicting overaiblanegative coverage, whereas only
larger turnouts make positive coverage more likslth other forms of threat having no
effect. For each act of violence and property damaygerall coverage was 3 times more
likely to go up by one unit in the ordinal categasrfor this variable, whereas critical cov-
erage was 2 times more likely to go up by one uig.for turnout, for every 400 more
protesters showing up, it was twice more likelyt tlatypes of coverage would go up by
one unit. In terms of the extent of the effectshef significant variables on the dependent

variable, violence caused around 6-7% of variaitiooverall and negative coverage.
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Table 26: Ordinal logit regression models estimgtéffects of threat (Septembef"17
October 3% 2011) and controls on media coverage of localUpgoechapters (September
17"-October 3% 2011) by local newspapers (N=74)

Model 1: Overall Coverage” | [Model 2: Positive Cover age™ Model 3: Negative Cover-

age'®

Independent Variables

Police Threat

B SE. |Eta-Sq.| |b SE. Eta-Sq.‘ B S.E. |Eta-Sq.

Violence 3.563* 1577 |.065 16.037 2782.311 |.008 ‘ 2.378* [1.610 |.072

Property Damage 3.698** 1141 |.105 .669 1.346 .001 2.017** |1.051 |.077

Political Establishment Threat

Turnout ‘.612*** ‘.186 ’.178 ”.675*** ‘.219 ’.138 \’.537*** ‘.231 ‘.095

Controls

Democrat Vote .025 021 |.018 -.001 024 .001 ‘ .017 .028 |.011

Democrat Mayor .936* 575  |.049 1.841%+ | 728 116 ‘.918 814 |[.012

Police Shooting -.34¢ 302 |.014 .14¢€ .357 .007 \ 422 .38C  |.01¢

Police Budget/ City Budget -.003* 002 |.033 -.001 .003 .000 ‘-.003 .003 |.004

Population .001** 001 |.100 .001 .001 011 \ .001 .001 [.031

West’ -.191 599 |.003 -.009 .694 .000 ‘ .598 743 |.019

Northeast+ Midwestl -272 576 |.006 -.360 .668 .006 -.858 813 |.014

Cutl 1.434 1.396 |- -.107 1.552 - ‘ 4.250 |2.069 |--

Cut2 2.830 1.399 |- 3.692 1.628 - 6.726  |2.195 |--

Cut3 3.976 1431 |- - - - ‘ - - -

Cut 4 5.39] 1.50% |- - - - \ - - -

Cut5 7.349 1.670 |- - - - ‘ - - -

Tests

Eta Squared for Model 541 .323 497

Prob>chi2 .000 .001 \ .000

Pseudo R2 231 .230 \ 313

Notes: S.E. refers to robust standard errors; EtpfSefers to effect sizes for linear modelss.§75; **p<.05; ***p <..01 (one-tailed)

14 1=Very low coverage 2=low coverage 3=medium-lowarage 4=medium-high coverage 5=high cover-
age 6=very high coverage

15 0=No positive coverage 1=either praise or humaitiaaf protesters 2=praise and humanization of
protesters

16 0=No negative coverage 1=either criticism or répbrcost of protest 2=criticism and report of cobt
protest

1" Reference Category: South
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Property damage had a greater effect on overa#rage, with more than 10%, whereas
for negative coverage the effect was only 7.7%ndut had the strongest effect in all
models, ranging between the 9.5% effect on negativerage to the 17.8% effect on
overall coverage.

The Adjusted R Square score tells us that these tinodels explain between
23% and 31% of variation in the respective dependarables. However, and partly due
to small sample size, most controls did not hasigaificant effect, with a few excep-
tions: cities with Democrat mayors and larger papahs were more likely to witness
greater coverage, whereas cities with larger pdligtgets as a proportion of the city
budget witnessed less coverage. Cities with Demogagors also withessed more posi-
tive coverage.

On the whole, these models lead me to confirm khgsis 1: all forms of threat
did have a positive effect on overall coveragef@ghe role of violence and property
damage in affecting negative and positive covertigefindings confirm Hypothesis 2
because these forms of disruptive behavior do makeism more likely. However | find
no confirmation for Hypothesis 3, because violesice property damage have no effect
on positive coverage, instead of my expectatioa négative effect. My results for turn-
out are similar: |1 can confirm Hypothesis 4, whetpects a positive effect of large turn-
outs on negative coverage. Yet the results fortjpestoverage are surprising: turnouts
have a positive and not a negative effect on timsifof media attention. Therefore | can

dismiss Hypothesis 5.
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Table 27: Ordinal logit regression models estimgtéffects of threat (Septembef"17
October 18, 2011) and controls on media coverage of localupgcchapters (October
16" -31% 2011) by local newspapers (N=74)

Model 1: Overall Cover- Model 2: Positive Coverage® | [Model 3: Negative Cover-

age'® age®
Independent Variables
Police Threat

B S.E. Eta-Sq. | |B S.E. Eta-Sq.| |B S.E. Eta-Sq.
Violence & Property Damage |2.300** 1.347 |.022 -.602 1.175 .004 439 1.360 .022
Political Establishment Threat
Turmout 5377|166 |188 | |627%* |193  |158 |[492% [244 |48
Controls
Democrat Vot .021 .01¢ .02: -.00z .021 .00C .053** |.02¢ .05t
Democrat Mayor 1.081** 544  |.058 1.557** |.638 .093 1.963* |1.021 .032
Police Shootings -121 311 .004 -.854*** | 346 .090 781 |.444 .037
Police Budget/ City Budg -.00 .00z .017 -.00z .00z .00€ .001 .00z .00z
Population .001** .001 |.058 .001** .001 .039 .001 .001 .000
West! .663 568 |.013 -.114 .627 .000 1.567** |.823 .061
Northeast+ Midwestf® -.284 570  |.006 -737 616 017 -299  |.884 .010
Cut1 .90¢ 1.25¢ |- .20¢ 1.31¢ -- 8.71¢ 2.36¢ --
Cut2 2.003 1.238 |-- 3.155 1.383 -- 10.711 |2.542 --
Cut3 2.912 1.238 |-- - - - - -- -
Cut4 3.981 1.271 |- - - - - -- -
Cut £ 5.01% 1.34F |- - - - - -- -
Cut 6 6.306 435 |-
Tests
Eta Sgared for Model 443 .316 .384
Prob>chi2 .000 .002 .000
Pseudo R2 152 174 .303

Notes: S.E. refers to robust standard errors; EtpSefers to effect sizes for linear modelst.§75;
**p <.05; **p <..01 (one-tailed)

18 0=No coverage 1=Very low coverage 2=low coveragmé&dium-low coverage 4=medium-high cover-
age 5=high coverage 6=very high coverage

90=No positive coverage 1=either praise or humaitiaaf protesters 2=praise and humanization of
protesters

%0 0=No negative coverage 1=either criticism or répbcost of protest 2=criticism and report of cost
protest

! Reference Category: South

%2 Reference Category: South
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However there is a timing issue with these modéigy test for the role of threat charac-
teristics, which were measured in September-Oct®0&t, to explain media praise and
criticism, which took place at the same time. Thizdel can more effectively capture the
immediate reaction to threatening events in thet fironth of existence of the movement.
The main disadvantage, however, is that, | do notAkwhether the coverage precedes or
follows the threatening behavior. However, it isff@ore likely that the media reacts to
threatening behavior by protesters than the otlasravound. Therefore | am still confi-
dent of the direction of the correlation between ¢lvents.

In another set of models, found in Table 27, lhkoked at the role of threaten-
ing behavior by Occupy activists before Octobéf itexplaining media praise and crit-
icism between October T@&nd 31st. Due to the low number of cases of vimeand
property damage, in this set of models these twiabkes had to be merged together. The
results are similar to the ones reported in thgiwai set of models, with one exception:
violence and property damage have no significdetebn negative coverage. However |
am convinced that this model is more problematitlass effective in my analysis for
two reasons. First, by only analyzing media coveriadate October, this model fails to
capture the media's immediate reaction to threageevents that took place more than 1-
2 days before the October 20th cut-off. Second, tiwdel explains only part of the me-
dia coverage that is analyzed in the second sebdkls (the coverage between October

16" and 3%, and only part of the threat (only the threatgrations which took place
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Table 28: Simple logit regression models estimagifigcts of media coverage (September
17"-October 3% 2011), threat (September®®Dctober 31 2011) and controls on re-
pression (November430th, 2011) of Occupy movement (N=74)

Model 4 | [Model 5 | [Model 6

Independent Variables

Police Threat

b S.E. Eta-Sg. | |B S.E. Eta-Sqg. | |b S.E. Eta-Sq.
Violence 3.347* 1939 |[.103 3.098* 1.942 1.095 3.118* 1.954 .064
Property Damag .63¢ 1547 |.01z .361 1.61¢ |.01C 11¢ 1.70¢ .001

Political Establishment Threat

Turnout 402 ‘.319 ’.020 H.321 ’.354 ‘.015 H.oge ’.405 ‘.002

Media Characteristics

Overall Coverage |- - - .210 .398  |.000 - -- -
Positive Coverage |-- - - - - - .558 1.074 .000
Negative Coverage |-- -- -- -- -- -- 1.663** .816 .078
Controls

Democrat Vote -.040 .045 .009 -.050 .050 .009 -.090 .064 .016
Democrat Mayor .806 1.162 |.006 722 1.189 |.005 742 1.421 .002
Police Shootings  |-.143 571 .001 -.065 596 |.000 -.328 .644 .004
Police Budget/ City |-.006 .005 .017 -.006 .005 .015 -.008 .006 .013
Budget

Population .001** .001 .165 .001** .001 147 .001** .001 139
West? 1.180 1.012 [.030 1.205 1.020 |.030 .990 1.147  .019
Northeast+ Mid- -.760 1.396 |.003 -.70 1.413 |.003 -.162 1.607 .000
westl

Constant -1.759 2.647 |- -1.715 2.647 |- -.322 3.129 -
Tests

Prob>chi2 .003 .005 .002

Pseudo R Squared |.382 .386 462

Eta Sqared for Mode.381 .382 431

AlC 64.492 66.209 63.024

BIC 89.837 93.857 92.977

Notes: S.E. refers to robust standard errors; EtpSefers to effect sizes for linear modelsz.§Y5;
**p <.05; **p <..01 (one-tailed)

% Reference Category: South
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before October 2). Therefore this new model does not account farge part of varia-
tion in the three main independent variables.

4.3.3: Models 3-4: Effects of Threat, Media Cr#iti and Praise in Repression

In the next set of Models (4, 5 & 6) found on T&BB, | analyze the role of threat,
media praise and media criticism in predicting esgron. Here, my dependent variable is
binary, therefore | use simple logistic regressioall of these models. Once again, the
test for significance is one-tailed due to the $mainber of variables.

In Model 4, we can observe that violence has mifsignt and positive effect on
repression, yet the other two forms of threat do Tioe coefficient shows us that for eve-
ry violent act by protesters, violent repressiof tanes more likely. According to Eta-
Squared scores, violence accounts for just over dD%riation in the dependent varia-
ble, whereas the whole model explains about 38%rdotg to both Eta Squared and
Pseudo R Squared scores.

In Model 5 | retain my measures of threat, whddiag my measure for overall
coverage. Overall coverage does not have a signifieffect on violent repression and,
consequently, Model 5 isn’t very different from Msdl: protester violence still has a
strong effect while other independent variablesidp and the overall effect of the whole
model is very similar to that of the previous ohbke Eta Squared and Pseudo R Squared
scores for Model 5 are only marginally better thiaose of Model 4. The AIC and BIC
scores, which tell us how good of a fit the moddbir explaining variation in the de-

pendent variable, are worse for Model 5 than fodat.
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In Model 6 | add the measures for positive andatieg coverage while removing
the measure for overall coverage, because of mllitiearity between overall and posi-
tive coverage. We can see that the significante@iéprotester violence is mostly un-
changed: this form of violence makes violent repigs still about 3 times more likely,
although the overall effect on the dependent végighbdown to 6.4%. Other forms of
threat still have no significant effect on the degent variable. In this model we can see
that positive coverage has no significant effectviatent repression, however negative
coverage does. For every time in which the ordinehsure for negative coverage goes
up by a unit, violent repression is 1.5 times nide&ly. Negative coverage also contrib-
utes to almost 8% of all variation in the depende@miable. The whole model’s Eta
Squared score shows us that it explains about 58é wagiation than the previous two.
This model has also a better AIC score than theique two. However, the BIC score,
which tends to reward smaller models, is betteModel 4 than Model 5. On the balance
of evidence, Model 6 seems to give us better ewelefh causation of repression than the
previous two.

On the whole, these findings confirm expectatimom the literature on the effect
of overall and negative coverage on repressioanltberefore confirm Hypothesis 6,
which states that overall coverage has no effecepression. | can also confirm Hypoth-
esis 7, which states that negative coverage hasitie effect on repression. Yet positive
coverage has no effect on repression. Therefaan dismiss Hypothesis 8, which states
that positive coverage has a negative effect oresspn. Lastly, my findings confirm

Hypothesis 9, which states that media variableg l@amediating effect on the role of
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threat in repression. The data show that, alth@mijtwo of my three media variables
were significant, they did mediate the effect aktt on repression by reducing the effect

size and coefficient of protester violence.
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4.4 DI SCUSSION

4.4.1: Explaining the Effect of Threat on Mediatieism and Praise

. All forms of threat, including violence, propgdamage and turnout, have a
positive effect on overall coverage, confirming tfasdings by Gitlin (1980), Wisler and
Giugni (1999) and Gans (1979). My findings on ttieesole in media criticism also con-
firm the expectation of scholars including Garra®78) and Gitlin (1980). Threat does
have a positive effect on negative coverage. Aeebgul by the previous literature, larger
turnouts, violence and property damage do makiearitoverage more likely.

Yet threat has a positive effect and not a negaiive on media praise. This means
that more threatening movements are receiving rsyrgathy, whereas less threatening
movements are receiving less support from the madid not more. Yet not all types of
threat are significant: violence and property daenagve no effect on media praise, but
turnout does. This finding contradicts expectatioh&arrow (1978) and Gitlin (1980)
who would expect positive coverage to have a negatrrelation to violence and prop-
erty damage. However they also confirm expectatadraithors such as Della Porta
(1995) and Koopmans (1993) who saw large protesisae legitimate and therefore as
a more likely object of praise. We also should ta&te of the fact that the Occupy pro-
tests didn't receive extensive attention in thiest few weeks. Therefore, it is likely that
many chapters managed to finally get attentio) possitive and negative, in October
2011 by means of carrying out disruptive actions.

There is also another dynamic that helps explasgattern of media reaction to

threat. It is a process first explained by Michapkky. He observed that “reporters de-
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mand newsworthiness of their subjects in the stuortbut also require reliability and
verifiability in the longer run” meaning that “mespapers at first may be attracted to sen-
sationalism, and later demand verifiability in theerests of community harmony”
(Lipsky, 1968:1152). This process is similar to th@nges in positive and negative cov-
erage which | observed in Figure 2: at the stathefOccupy protests, the coverage was
almost completely sympathetic and attempted toa@mpb the public the ideas of the
Occupy movement in a sensationalistic manner. Whitetype of coverage went into
only slight decline by late October, the sharp iiseegative coverage in this period co-
incides with what Lipsky refers to as the mediatsagng demand for verifiability in the
interests of community harmony. In this case, tleaving problems at encampments and
the burden they caused to taxpayers in terms @igotyp damage and cost of 24 hour pa-
trolling by law enforcement spurred that late Oetotirive towards more verifiability.
Seen in this light, this positive effect of threatboth positive coverage and negative
coverage feels more plausible. The media reactpdotester threat first by praising it
and informing the public of its goals. As time war its sympathy slightly waned, but
its criticism mounted.

4.4.2: Explaining the Effect of Threat, Media Peagsd Criticism on Repression

Next up, | discuss the role of media praise aitetism in violent repression. My
first consideration is that protester violencehis only form of threat to have an effect on
violent repression. This shows that the directaftd threat is not very strong in this
model, and that it is mostly police threat, asmidi by Earl, Soule and McCarthy (2003)

rather than political establishment threat, to makifference. Violence against people as
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opposed to violence against property is a moréksind more controversial threat to
public safety. Therefore we shouldn’t be surpriged the former is more likely to invite
repression than the latter. As for turnouts, asfeal out previously by Della Porta
(1995), the police generally does not feel threadidoy large protests, as long as they are
peaceful. This explains why, for example, the policd not carry out violent repression
against large but mostly peaceful Occupy protesBaston and Chicago. Furthermore,
the list of the local Occupy protests affected é&gression includes large ones in cities
like New York, Los Angeles and Oakland, but aldatreely small ones in Dallas, Okla-
homa City and Riverside. Therefore, turnout, fa mhost part, cannot explain violent
repression.

Next, and contrary to what scholars such as Kooen(2005), Garrow (1978)

and Gitlin (1980) would have expected, positivearage does not have a significant
effect on repression. Therefore, even if media@uitibs are expressing positive opinions
about a movement, as Della Porta (1995) and WasidrKriesi (1998) suggest, other
elites, including law enforcement and politicaltaarities are not responsive to these
opinions. They will be just as likely to represscines where the local movement was the
object of much praise as in cities in which thealanovement received less positive cov-
erage. For example, in large cities with very lddéocal newspapers, such as Seattle,
New York City and San Francisco, the local Occumtgsts received abundant praise.
However this praise did not in any way prevent arties from carrying out repressive
actions. Positive coverage does not make elitesaf@ablic backlash against their re-

pressive actions.
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Yet Garrow (1978) and Gitlin (1980) are correcexpecting negative coverage to
increase the chances of repression. This eff&ttasg enough to be significant net of
threat. These findings can be linked to Jaspef@4XPobservation on emotions in social
movements. Here, | find that repressive forcesatse more reactive to negative connota-
tions and feelings than to positive ones. Thesatnegconnotations play a crucial role in
persuading law enforcement and elected leadeek&ouviolent action against a move-
ment. Indeed, in cities such as Denver and Oaklsustained opposition to the local Oc-
cupy movement by the local press included pleadisctl authorities to act to remove
the local encampment. An additional explanatiortiiese dynamics can be provided by
observing differences in the likelihood of negatarel positive coverage: while positive
coverage occurs in 70 out of 74 cities in the sanipt almost 95%), negative coverage
takes place in only 27 cities (or 36%). Negativearage has a greater impact because it
is also less ubiquitous, and thus negative comnaetsore likely to stand out.

What are the implications of these findings? Fafstll, they reject past notions,
put forth by Koopmans (2005) and weakness explanativhich assume that movements
should seek to receive all the publicity they cahfgopm mass media outlets. Not all pub-
licity is good publicity, and in fact this case gl®that the contrary is true: certain types
of bad publicity can lead to a higher likelihoodpobtesters encountering violent re-
sponses by law enforcement authorities. Bad puplibus provides law enforcement
authorities with the legitimacy to carry out remigs action, whereas good publicity does

not do much to increase or decrease it.
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The second major implication is that past workepression has underestimated
the role of threat, in the sense that it has nobvacted for the media’s role in amplifying
it. Threat here is causally linked to negative cage and this type of coverage, in turn,
increases the likelihood of repression net of thrElaerefore, although the direct effect of
threat on repression is still visible, negativea@ge seems to drive repression even in
some cases where threat levels are medium to lomexample, criticism drives repres-
sion even in cities like Philadelphia and Seattieclv experienced relatively large but
non-violent protests, as well as cities like OklataoCity which experienced relatively
small and non-violent protests.

The last implication of these findings is perh#dps most far-reaching. The media
affects the likelihood of repression independenflthreat and the newspaper coverage
variables are uncorrelated to political opportusiyicture indicators. Therefore we
should start thinking of the media as an indepengelitical actor, which is responsive
to threat but also behaves independently of it. d¢t®ns of the media cannot be predict-
ed on the basis of political alignments in each ditdeed, the media opposed Occupy
protesters in liberal New York, San Francisco and Angeles as much as in not-so-
liberal Tulsa and Dallas. Therefore the news medan independent institution which
can shape the outcome of protest independentlyedbéhavior of other salient city insti-

tutions.
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CHAPTER 5: CONCLUSION
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5.1 SUMMARY OF FINDINGS

5.1.1: Summary of findings on differences in soamvement size

The 2" part of this dissertation focused on the caushmbalifferences in pro-
test size in the Occupy movement. An initial anslylemonstrated that students and col-
leges played a pivotal role in increasing protesidut. Given the pivotal role which stu-
dents have played in recent and not-so-recentgisotinis finding wasn't particularly
surprising or groundbreaking, and led me to foaqusvhich characteristics of student
populations make larger turnouts more likely. Tinelihgs partly confirmed and partly
contradicted the literature on student activisnrgegorotests were more likely in cities
with more liberal campuses, with wealthier studemtd with the institutional support
from Chicano studies departments.

These dynamics are very similar to those in theD$3@ave of student protests
observed by Lipset and Altbach (1966), Kahn and &sw1970), Altbach (1984) and
Wallimann and Zito (1984) as well as scholarshiprmre recent cases such as the works
by Altbach and Cohen (1990), Rhoads (1998). Howeherstudents who aided the Oc-
cupy movement are different from their counterparthe 1960s protests and the more
recent 1980s protests against Apartheid in two whaiyst of all, they tend to increase
protest size in cities where there is a larger nremalb smaller colleges, which contradicts
past findings by Lipset and Altbach (1966), Blad &taughter (1971) and Van Dyke
(1998). | argue that smaller colleges were an adgnto student mobilization in this
case because they are more integrated and bettesrked communities, and the amount

of direct contact in these colleges between stigdamdl administrators means that the
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former may be able to rapidly mobilize more resesarthrough the colleges. The second
contradictory finding was that students from noiteatolleges were more likely to in-
crease turnouts than students from non-elite cedlem direct contradiction with past
studies by Lipset and Altbach (1966) and Soule 7)1.92ho observed the opposite dy-
namic in student protests. My hypothesis in thipeet is that relatively wealthy students
from non-elite colleges were motivated by a perioepdf status inconsistency. This in-
consistency was due to the fact that these stu#tepts that they would not find a good
job at the end of their studies due to the reldtick of reputation of their colleges and be
able to replicate their parents’ socioeconomiaustat

On the whole, this part has furthered our undedstenof the relationship be-
tween mobilization and student protest in two défe ways. First of all, it has informed
us on how student protest dynamics have changirib.S. between the 1960s and the
21% century. Second, it has shown how student popuistian influence not only the
likelihood of protest presence and social movemsemtrgence, but also differences in
protest size. However, we should also acknowledgedther factors may have shaped
these results. First of all, even though we knoat thany students partook in these pro-
tests, we have no way of knowing if their charastemis match the features of student
populations which | have analyzed. Second, begsfltesontrols for which | have ac-
counted, other factors (which | was not able tosnes) might have been highly influen-
tial in shaping turnouts, such as the networks Wwpiotest organizers could tap into. the
tactics which they used to reach out to otherselsas the presence or absence of ten-

sions in activist networks at the point in timeathich the Occupy protests took place.
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5.1.2: Summary of findings on differences in soomvement duration

In the 3 part of this dissertation | demonstrated how mbseze is crucial in de-
termining the likelihood of movement campaignsastl The case of Occupy encamp-
ments has shown that larger protests tend todast$s whereas smaller protests tend to
endure for a longer period of time. These findiogstradict the expectation of authors
such as McAdam (1982) and Everett (1992) who s&eas an asset, and argue that larg-
er movements tend to accumulate more resourcesgoriet and opportunities, which in
turn help the protest endure. However this waghmotase. Instead, the most plausible
dynamic was that argued previously by Nepstad (8Ad Staggenborg (1998): smaller
movements have a greater sense of community, gegidensity of internal networks and
a better capacity to manage tensions and burnalgiitidnally, as argued by Earl, Soule
and McCarthy (2003) smaller movements are moréylilceavoid repression and the
setbacks associated with it. On the whole, thits gfathe dissertation has demonstrated
that movement size is a key disadvantage to movesntieait aim at carrying forward
long-lasting campaigns. Furthermore, | have fugbesur understanding of the dynamics
behind movement campaign duration. | have doneosomly by demonstrating the role
of size, but also by showing that movements carthasks to the acquisition of material
resources and the avoidance of criticism by lotedted leaders. Not receiving large
amounts of coverage may help in some cases. Yt thalso a great degree of uncer-
tainty on whether repression is an advantage @atdantage. That said, also in this
case, some unmeasured factors may have been idluarshaping these outcomes. For

example, the tactics, strategy and networks chbgehe activists at encampments may



181
have affected the availability of resources whinhl#ed them to continue their protests.
Newspapers also reported shifts in the presenberokless people in encampments, but
there is no precise data on how many of them wesgept at the various locations in
which Occupy protesters were camped. Thereforanhat establish whether this factor
might have played a crucial role.

5.1.3: Summary of findings on social movement rggiGgn

In the 4" section of this dissertation, | analyzed variaiioniolent repression of
Occupy Wall Street protests in November 2011. Mgisis highlights the importance of
distinguishing between positive and negative cayefahat Koopmans, 2004 & 2005,
calls consonance and dissonance) and uses a twpssigess which first considers the
role of threat (including turnouts, violence andgerty damage) in affecting the likeli-
hood of positive and negative coverage, and thesiders the role of positive coverage,
negative coverage and threat in affecting reprasénodoing this, | test the expectations
of authors including Garrow (1978), Gitlin (198®daKoopmans (2004, 2005) who ob-
served that the threatening behavior of protesteises positive coverage less likely and
negative coverage more likely, and that positiveecage makes repression less likely
whereas negative coverage makes repression mehg My findings partly confirm and
partly contradict the expectations of the previlitesature on social movement repres-
sion and media dynamics. On one hand, negativeragealoes seem to have a positive
relationship with threat and it does seem to affeptession. On the other hand, the me-
dia also respond to some forms of threatening hehavamely turnout, with more

praise, and this positive coverage has no effecepression. The most plausible expla-
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nation for this is that movements need to be tlereag in order to gather attention, both
positive and negative. Yet different types of thiead to different types of reaction by
established institutions. Violent behavior is métwnostly negative coverage, and will
make repressive actions more likely. However, langeouts will elicit mixed (both posi-
tive and negative) coverage and do not have atddfesct on violent repression. The
findings can also be explained by looking at tharig of positive and negative coverage
and the different ways in which newspapers respgoradmovement's emergence and con-
tinued presence. Specifically, newspapers tenddotito a new movement initially with
praise and support. In spite of this, once moveraetibns unfold, negative coverage
becomes more prominent. That said, these resuifistihave been affected by other fac-
tors which were not measured. For instance, thene@nd nature of the media coverage
of Occupy might have been influenced by the extemthich each local community’s
economy suffered during the recession. The politezmings of the journalists who cov-
ered the movement might also have affected theragee Lastly, some movement char-
acteristics, such as the relative levels of weathnic background and appearance of the
protesters may have also affected the likelihooldwfenforcement to use violence
against them. My analysis extensively covered raspects of social movements and
their context which tends to shape repressionthisittoverage was not completely ex-
haustive.

5.1.4: Overall summary of findings

Having summarized the conclusions from each datteodissertation, | now set

out to understand the relationship between theee tets of findings, as well as the con-
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sequences of these relationships for our understgiod social movements. In terms of
the relationship between my findings on size araladonovement duration, my first con-
sideration is that there is an overarching rolggdbby various types of resources and
opportunities for Occupy protesters. In the sectinrsize, they include the support from
social movement organizations, large numbers oflsrobege campuses, the presence of
students who are relatively more well off than ¢lverall population and the institutional
support of Chicano studies departments. In theaeon duration, they include the
avoidance of elected leader criticism in the pegs$ encampment resources including
libraries, food stalls and information booths.Histrespect, these results are consistent
with most social movement scholarship in the last lecades (most notably McCarthy
and Zald, 1977; Tilly; 1978; McAdam, 1982), whiamghasizes strong role played by
resources, networks and opportunities.

My second major consideration regarding thesdtsepaints out to a clear con-
tradiction between the two sections which predeat If protest size is analyzed and
considered to be an asset in the first sectioheflissertation, then why do the results in
the third section of the paper (and partly in thied) show that this same feature is a clear
setback for movement duration? From a theoretteaidpoint, this shows that we
shouldn’t see either size or duration as an akagge movements can attract more atten-
tion and have a greater hope of influencing pati@erd elites. However they also tend to
be more disruptive, more likely to be the objectotroversy and criticism and more
susceptible to repression. Small movements cardager and encounter very little re-

sistance from elites including the media and lafoement. However they are also
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more likely to be seen as irrelevant or ineffectiviimately, it all depends on how we
measure social movement success. In the case op§@adatwe consider giving exposure
to new issues and grievances and gaining mediatiatteas a form of success, we should
consider the movement’s chapters in New York @tgkland and Los Angeles as the
movement’s strongest chapters. But if we measuweess in terms of campaign duration
and avoiding repression, then we might see thel<bealpy protests in Columbus, OH,
Honolulu and Memphis as the most thriving iterasiof the movement.

My third consideration is that the prominent rofestudents in larger chapters
may have played a role in the rapid demise of tkesampments. Students were among
the youngest of Occupy participants. As such, thay have not been the most apt at
negotiating and compromising with authorities a#l a& establishing a sustainable en-
campment community in which all participants arecamtable to each other. Therefore, |
argue that large Occupy encampments, which wergdfouwostly in cities with large stu-
dent populations, may have had young participahis were less equipped to negotiate
with authorities and develop a sustainable commuwiithin the encampment. This,
alongside the common features of relatively lange small encampments described in
the 3% section of this dissertation, may have contributethe more rapid demise of
some of the largest Occupy encampments, such as thd@ortland, OR and New York
City. These dynamics are similar to historical pgtons (see Gitlin, 1980) of student
protests in the late 1960s against the Viethama&/dreing more disruptive and less or-

ganized compared to the Civil Rights movement @itsten the early 1960s.
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When we consider the relationship between thdteom the 4' chapter of this
dissertation and those from the previous 2, we atsy state a similar hypothesis with
regards to the role of students in repression.e$tisdplayed a prominent role in bolster-
ing turnout, which in turn had an indirect effeatr@pression by making negative media
coverage more likely. Yet why would the press beentiely to criticize protesters in
places where students played a more prominent 8ilgfents are more likely to be ideal-
istic, and to brush off the media and other insts as elites whose support the move-
ment didn’t need to court. Furthermore, due tortileung age, students may be less like-
ly to have had experience in interacting with thedra in the capacity of a social move-
ment representative. This may have led to more miisxstandings and negative interac-
tions in cities where student numbers bolsteredu@gturnouts. In turn, these misunder-
standings and negative interactions led to negativerage, which gave law enforce-
ment the legitimacy to carry out repressive actidgsin, these dynamics resemble past
historical perceptions of protests in the late X96@ich witnessed fierce repression es-
pecially during two episodes of student-led prat@stthe Democratic Convention in
Chicago in 1968 and at Kent State in 1970.

Because my explanation for duration leans on $iseraption that size matters
because larger movements are more likely to beesspd, as argued by Earl, Soule and
McCarthy (2003), and because this perception isitoed by the chapter on repression,
the fact that repression does not seem to influahed the likelihood of an eviction is a
clear logical issue. If repression does not seematter for campaign size, why should

avoiding repression be considered a strategic adgarfor survival for smaller move-
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ments? There are two possible explanations for Tis first is that repression did hurt
the Occupy movement. However it also galvanizeant these two effects are difficult
to distinguish from each other. If this is truetlbof the opposing dynamics argued in the
literature on repression, and summarized by Dawerip005) would apply. The events at
Occupy Oakland definitely point towards this hypestis. The second possible explana-
tion is that smaller movements avoided other foom®pression that were less visible
and harder to measure, such as police surveillalesreal of camping and protest permits,
and that this gave them an advantage over largeements.

The final consideration which emerges from commaresults from the"4chap-
ter of this project with the rest of it pertainstbe following question: if size decreases
the likelihood of movement campaigns to last andirectly, increases the likelihood of
repression, why does media criticism only affepression and not duration? The expla-
nation here lies with our knowledge of the relagx¢ent of media coverage received by
Occupy chapters over time. Although the media gastensive attention to Occupy chap-
ters in their first month to two months of existenm the vast majority of cases media
attention waned after roughly two months from ttaetsof the local chapter. Therefore, if
the media played a role in the demise of someethortest Occupy chapters, it was

marginally influential for the majority of the onediich lasted more than a month.
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5.2LIMITATIONSAND IMPLICATIONS FOR FUTURE RESEARCH

5.2.1: Limitations

There are four sets of limitations to this reskgnmject. The first pertains to the
project in general, and the other three are relatele limitations for each of the empiri-
cal chapters. The first limitation concerning thesdrtation in general is that the Occupy
movement, during the period under analysis, hadgesn formed and was very informal
in nature. Therefore the analysis may not adequastgiture the logistical advantages that
are enjoyed by large and formalized social moveroggdnizations. Consequently, these
results may not be generalizable to more formabsomovements. Second, this study
covers a social movement in the developed world, stable democracy, in a context of
relatively low repression compared to states thatess democratic in nature. Therefore
my analysis may not apply to social movements webging countries and non-
democracies.

With regards to the limitations pertinent to timalysis of differences in protest
size, first of all, although we know that studeintgeneral played a prominent role in the
Occupy protests, we have no evidence that studeally did participate at greater rates
in cities with larger protest turnouts. Howevee tthapters with larger turnouts also usu-
ally generated extensive media coverage. This egeewas fairly unanimous in ac-
knowledging the widespread participation of studemherefore, even though we have
no hard evidence that students actually bolstenetbuts, we know that they were a sig-
nificant factor. The second limitation for this gher is that most of the data on college

and student population characteristics assumesnbsit of the students in each city are
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studying at the closest possible local collegegrdtore, my data do not account for stu-
dents who are engaged in long distance learninglitges located far from their home
town, or students who are commuting distances grélaan 10 miles. These commutes
are not unheard of in the largest metropolitansacédhe U.S., such as the Bay Area, the
greater Los Angeles area and the New York City-hamt New Jersey metropolitan area.
However, since most college students are basedtatihstitutions, the data are repre-
sentative of the majority of students in the |caaa.

In terms of the limitations for the chapter onation, my indicator for size which
was the main explanatory variable focuses on cumalarotest size. However there was
no significant correlation between encampment tut®and campaign duration. There-
fore, the findings only apply to size as a measfitbe overall number of people which a
movement can mobilize, but not size understooth@sner circle’ of activists who are
actually involved in managing the encampment asdaty to day business. However, the
former measure of size is the most widely useaesinmeasures the movement’s capaci-
ty to turn out protesters as opposed to merelydta size of its highly involved activist
‘core’. There were also doubts in determining weanampments started and ended, due
to inconsistencies between media and activist tepand ambiguities in the way the me-
dia defined the end of encampments. In some cases,though the movement ended the
encampment in its official capacity, some protesttayed in the encampment. To deal
with these issues, | always assumed that, in tefrtise inconsistencies, the truth usually

lay halfway between the media’s version of factd ene protesters’ version of facts. And
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| considered an encampment as ended when the mayemés official capacity, left its
encampment, regardless of the decision of a fetegters to remain after the event.

In terms of the limitations pertinent to the sewton repression, | make the fol-
lowing considerations. First, most of the movem@émien data in this analysis are taken
from media sources themselves. Therefore this arsatipes not evade elite bias. The
difficulties encountered in collecting systematitiaomparable data directly from the
protesters mean that researchers have to mosglpmahformation from external
sources. Yet, due to the lack of alternative dataces, there is little that can be done to
avoid this form of bias. Second, only newspapeecage was used, not television cover-
age, social media or web coverage. Thereforel] dstinot know if the findings apply to
these other prominent forms of media. Yet, duénbitdtions of time and parsimony, it is
hard to envisage an analysis that can create authagitabases for more than one type of
media. Third, there were some timing issues witjards to the first part of this analysis.
Due to the fast paced course of events coveretlédgrialysis, difficulties were encoun-
tered in reconstructing a completely infallible rebdf temporal causation. My Table 24
attempts to provide an analytical solution to ftrigblem, yet it cannot fully account for
the full temporal interspersion of protests, epesodf disruptive behavior on behalf of
protesters, media criticism and praise, and refmess

5.2.2: Implications for future research

Future research should attempt to link my quantgdindings to the past and
mostly qualitative findings, by way of a mixed medls project. This type of research

would also have the ability to determine whethadshts were more of a prominent
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presence in the Occupy movement in cities whichlaage student population. With this
approach | could also demonstrate what charaat=rist large protest movements makes
them more vulnerable over time than smaller onesyedl as which resources really mat-
ter for movement duration and why. Qualitative amged methods work could also help
gain further insight on whether the local medidlyedid influence the decisions made by
law enforcement and elected leaders about repreasio eviction of Occupy encamp-
ments. Furthermore, future work should try anddpeithe gap between the findings on
duration of institutionalized and non-institutiozald movement forms. In this way we
can understand whether students are more likghitanore non-institutionalized
movements, such as the anti-Vietham war protestshenOccupy movement, or whether
students participate just as much in more instihglized protest actions. This type of
research could also focus on patterns of duratiohrepression in a heterogeneous sam-
ple of movements which includes more formalizedaonovement organizations as
well as more informal groupings such as Occupy Waket. Lastly, future work should
try and analyze how marches and actions by protesements, resources, media cover-
age, repression and campaign duration interaatotuge different outcomes, while tak-
ing in consideration the considerable contenti@t #&xists over what constitutes move-

ment success and failure.
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5.3 LESSONSFOR AND FROM THE OCCUPY MOVEMENT

5.3.1: How can this project inform Occupy activists

This project could not be complete without sonmalficonsiderations on its rela-
tionship with the social movement which it has gede Consequently, | will first of all
explore the ways in which this project can inforrocQpy activists. Then | will conclude
this dissertation by stating some of the main agdmmments of the Occupy movement.
On the whole, this project informs activists on tlypamics affecting three outcomes
which are often cherished by protesters: mobilizarge numbers, lasting longer periods
of time and avoiding repression.

If activists seek to mobilize large numbers, tirigject confirms that some of the
most popular strategies described in the pasttiteg are also effective here, such as
targeting students and college campuses and retyirige help of other social movement
organizations. My project also gives useful inssghto which campuses and which stu-
dent populations might be more fertile groundsrémruitment. Campuses with relatively
more affluent student populations have students wgually have the biographical avail-
ability to participate to protests. However, etitdlege students may not be receptive to
movements which seek to protest social and econmmguiality. Although tuition may
be a key grievance, students who are paying vdstgrent sums for their education may
be equally good targets for recruitment. Chicandists departments may provide strong
institutional support for protest, however Africamerican studies and Women'’s studies
departments might be less influential. Lastly, lddeollege campuses may be more re-

ceptive to left-wing protest.
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In terms of the long term survival of informal nesaent organizations such as
Occupy, this project shows that size is not antagéerefore social movementshould
concentrate on establishing a small nucleus of cittesiactivists to keep the movement
and its cause alive over time. Other factors mag bk important, such as avoiding criti-
cism by salient local political leaders and retagnkey logistical resources. However,
size matters the most in making duration over tinost likely. This result may seem
puzzling to activists, many of whom are convindeat it is in a movement’s best interest
to recruit as many activists as possible. | dodsoty that large movements can be useful,
especially in terms of gaining media attention arfldiencing political outcomes. How-
ever, large levels of participation can come andey quickly. In the long term, move-
ments need a small but committed core of actiwstsder to survive periods of time in
which they are not able to mobilize large numbers.

My contribution in terms of the strategies whicbhwements should adopt in order
to avoid repression is that movements should taeflaiosts to avoid media criticism.
Activists need to be very careful about the way tb@mmunicate with the press. The
press will not hesitate to portray activists inegative light if they engage in violence
against people and property. However movementbadne to be criticized even if they
do not commit those acts. In these cases, actsistsld be careful about framing their
goals and objectives in ways that do not elicii@am from the press. They should also
be careful about their impact in terms of the afgirotests to taxpayers. Established
authorities generally tolerate expressions of gmees. However, if this expression ends

up costing the city in terms of cleaning and pobeertime, the media and law enforce-
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ment may withdraw their support and sympathy. astitivists should not see the gain-
ing of extensive media coverage as a factor thihshield them from future criticism or
future repression. Media sympathy and attentiorgarerally easy to obtain, but are also
equally easy to lose.

5.3.2: What have we learned from the Occupy movéPnen

The Occupy Movement has been widely criticizeapgonents and allies alike.
Most notably, the movement’s insistence on usingnéormal organizational structure
with no clear membership or established hierarchnesdivisions of roles among activ-
ists has meant that Occupy has failed to mobilimegain attention after its peak mobili-
zation in late 2011 (Dong, 2012). Furthermore, maintye anti-austerity movements in
Europe have made a significant impact on theirgetdge political systems, either by
giving birth to a new political party (in Spaindignados activists formed the Podemos
political party, which has been moderately sucegssflocal and national elections) or
by lending support to an existing political forneeti(in Greece, support from anti-
austerity protests helped the left-wing SYRIZA gagain power in 2015 and in the U.S.
the Tea Party galvanized the Republican party aoddht the election of many Tea Party
friendly candidates). However the Occupy movemastiot formed a viable national
political movement. Furthermore, while some ofait$ivists support the Democratic par-
ty, this support has not resulted in electoral eases, with Democrats losing control of
both chambers of congress in 2014 and losing thé POesidential election to Donald

Trump.
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This criticism should be taken seriously. In spitéts ability to mobilize and gal-
vanize activists as well as gaining lots of mediardion, it is hard to deny that it has had
a limited ability to conserve its momentum aftex treak of mobilization. Political re-
turns have also been limited, compared both timreign and domestic counterparts. Yet
the movement can still claim some important contidns to activist culture as well as
political discourse and political institutions. fisst and most notable contribution has
been to raise awareness about social and econoedgjoality in a society which has his-
torically had a limited awareness of these issfitsough economic differences have
been a feature of U.S. society from its incepttbe,gap between the wealthy and the
poor has been constantly climbing since the 198@s@ached historically high levels at
the peak of the financial crisis (Stone, Trisi, @h@ and Horton, 2016). In this respect,
the Occupy movement has been a controversial lmgissary messenger for an inconven-
ient truth.

The Occupy movement’s myriad of local actions atepeased awareness of sali-
ent issues in the communities where they took pl@ceupy Sandy helped boost com-
munity-based relief efforts in New York and News#gr after Hurricane Sandy. This was
a welcome effort for people who were not able ttawbrelief and help from government
agencies. Occupy activists also protested agaarst foreclosures of homes and raised
awareness of this issue in many cities, includitigita, New York and Oakland. Lastly,
Occupy activists have also participated and leppstt to strike actions by hotel work-

ers’ unions in Los Angeles and nurses and teaché&lhicago.
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The third contribution of this movement is thainks to its lack of goals, it has
provided a platform for left-wing activists of déffent persuasions to engage in a fruitful
conversation with each other. In a society increglgidominated by single-issue move-
ments and grievances, the Occupy movement trisdrtamarize all of the different de-
mands and ideologies of the American left in algisgcial force, in spite of all the is-
sues of incoherence and lack of cohesiveness dina avith this effort. This process
within this movement, in all likelihood, has proeutla political springboard for later
movements in the American left, including Black ésvMatters and other movements
against police brutality, the protests againstiNbeth Dakota Access Pipeline and the
recent protests against Donald Trump.

My last argument is that the movement’s impacAorerican politics, however
smaller than that of its counterparts in the Urfgl abroad, should not be underestimated.
A part of the movement is committed to supporteftring Democratic candidates, and
has voiced important support for successful catdgdsuch as Bill De Blasio, who was
elected mayor of New York City in 2015 and Elizab®tarren, who has been represent-
ing Massachusetts in the U.S. Senate since 2018gK2016). However the biggest sign
of the impact of the Occupy movement on the Dentacparty has been Bernie Sanders’
unsuccessful bid to be the party's candidate fer2B16 Presidential elections. Although
Sanders eventually lost the primaries to Hilaryn€@in, he was far more successful in the
primaries than any other recent radical-left presicl candidate with a strong message
of economic inequality, like Dennis Kucinich in 2D8nd 2008 and Mike Gravel in 2008.

Although the Democratic party still is in many ways organization which supports cor-
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porate interests, the success of Sanders makesdsiua greater economic justice and
equality harder to ignore. Only time will tell usether these ideas, first championed by
Occupy, will eventually gain an opportunity to bpréority for plans to reform American

society.



198

CHAPTER 6: APPENDI X



199

6.1 BIBLIOGRAPHY

Altbach, Philip G. 1984. “Student politics in thertd world.” Higher Education

13(6):635-655.

Altbach, Philip G. 1989. “Perspectives on Studesiitieal Activism.” Comparative Edu

cation25(1):97-110.

Altbach, Philip G. and Robert Cohen. 1990. “Ameni&tudent Activism: The Post-Six-

ties Transformation.The Journal of Higher Educatiosil(1):32-49.

Amenta, Edwin, Beth Gharrity Gardner, Amber Celliney, Anaid Yerenalhomas

Anon.

Anon.

Anon.

Anon.

Anon.

Anon.

Anon.

Allan Elliott. 2012. "A Story-Centered Approachttee Newspaper Coverage
of High-Profile SMOs." FroResearch in Social Movements, Conflicts and
Change 33(1): 83-107.

2007. “Bureau of Justice Statistics Home gaBareau of Justice Statistics (BJS)
Retrieved December 12, 2014
(http://www.bjs.gov/index.cfm?ty=dcdetail&iid=248)

2010. “Union MembershiplJ.S. Bureau of Labor StatisticRetrieved October
14, 2016 (https://www.bls.gov/news.release/unitme2htm).

2015. “U.S. Business Cycle Expansions andii@ptions.”The National Bureau
of Economic ResearcRetrieved April 10, 2015 (http://www.nber.org/cy
cles.html).

2017a. “The Best Colleges in America, RankedS. News & World ReporRe-
trieved January 10, 2017 (https://www.usnews.cestHoolleges).

2017b. “Tuition and Fees by Sector and Staer Time.Tuition and Fees by Sec-
tor and State over Time - Trends in Higher Edurati The College BoardRe-
trieved January 10, 2017 (https://trends.collegetborg/college-pricing/figures-
tables/tuition-fees-sector-state-over-time).

n.d.a “How liberal or conservative is youivarsity?” Crowdpac Retrieved Janu-
ary 10, 2017 (https://www.crowdpac.com/games/I@dkniversities).

n.d.b “Rate Limited.Rate LimitedRetrieved January 10, 2017 (http://www.start
class.com/).

Barkan, Steven. 2006. “Criminal prosecution anel lggal control of protestMobiliza-

tion: An International Quarterly11(2):181-194.



200

Baylor, Tim. 1996. “Media Framing of Movement PitelThe Case of American Indian
Protest.” Social Science Journal3:241-255.

Bellei, Cristian and Cristian Caballin. 2013. “Gran Student Movements: Sustained
struggle to transform a market-oriented educatieystem.“Current Issues in
Comparative Educatioh5(2):108-123

Bender, Kristin J, Scott Johnson, Sean Maher, €&t and Angela Woodall. “Ousted
protesters marching back to Frank Ogawa Pla@aKland Tribung10/25/2011).

Bernhagen, Patrick and Michael Marsh. 2007. “\gtand protesting. Explaining citizen
participation in the old and new European demaesatDemocratisation
14(1):44-72.

Blau, Peter M. and Ellen L. Slaughter. 1971. “Ingtonal conditions and student
demonstrations.Social Problemd.8(4):475-487.

Bromley, David G. and Anson D. Shupe. 1983. “Resiesand the decline of social
movements: the case of new religions.” Pp. 335#3&bcial Movements of the
Sixties and Seventies

Bureau, U.S. Census. n.d. “American Community Su(#eCS).” Census.gavRetrieved
February 28, 201%{tps://www.census.gov/programs-surveysjacs/

Castells, Manuel. 201Xetworks of Outrage and Hope: Social Movementkennter
net AgeCambridge, UK: Polity.

Center for New Media and Promotions(C2P0O). 2009S:\Census Bureau 2010
Census.” Visit Census.gov. Retrieved&nber 30, 2012 (http://www. Cen
sus.gov/2010census/data/).

Chenoweth, Erica and Maria J. Stephan. 2By Civil Resistance works: The Strategic
Logic of Nonviolent Conflict. New YorKY: Columbia University Press.

Chomsky, Noam. 20120ccupyNew York, NY :Zuccotti Park Press.

Collins, Randall. “Social movements and the foofigemotional attention.Passionate
Politics: Emotions and Social Moveme(2601):27-44.

Data, U. S. Climate. 2016. “Temperature - Predijgite- Sunshine - SnowfallClimate
Retrieved February 10, 2016 (http://www.usclimataccom/).



201

Davenport, Christian. 1995. “Multi-dimensional &at perception and state repression:
An inquiry into why states apply negative sancéidrimerican Journal of
Political Science9(3):683-713.

Davenport, Christian. 200@aths to State Repression. Human Rights Violatows
Contentious Politicslanham, MD: Rowman & Littlefield Publishers.

Davenport, Christian. 2005. “Introduction. Repiliessand mobilization: Insights from
political science and sociology.” Pp. vii-xli Repression and Mobilization.

de Volo, Lorraine Bayard. 2006. “The nonmater@id-term benefits of collective
action: Empowerment and social capital in a Nigaes women’s organization.”
Comparative Politic88(2): 149-167.

Della Porta, Donatella. 199S0ocial Movements, Political Violence, and the State
Comparative Analysis of Italy and GermaNgw York, NY: Cambridge Univer-
sity Press.

Della Porta, Donatella. 1998. “Police Knowledgealdfrotest Policing: Some Reflections
on the Italian Case.” Pp. 228-252Rwlicing Protest: The Control of Mass
Demonstrations in Western Democracies.

Della Porta, Donatella and Oliver Fillieule. 200Rolicing social protest.” Pp. 217-241
in The Blackwell companion to social movements.

Dong, Kathy. 2012. “Why the Occupy Movement iswrking.” The Huffington Post.
Retrieved April 3, 2016hftp://www.huffingtonpost.com/kathy-dong/why-occupywall-
street-is_b_1720886.html)

Dunlap, Riley. 1970. “A Comment on “Multiversity)niversity Size, University Quality
and Student Protest: An Empirical StudyAtnerican Sociological Review
35(3):525-528.

Earl, Jennifer. 2003. “Tanks, Tear Gas, and Takeward a Theory of Movement
Repression.Sociological Theory1:44-68.

Earl, Jennifer, Andrew Martin, John D. McCarthyda&arah A. Soule. 2004. “The Use
of Newspaper Data in the Study of Collective AsticAnnual Review of Sociol-
ogy 30:65-80.

Earl, Jennifer and Sarah A. Soule. 2006. "Seeing:B\ Police-Centered Explanation of
Protest Policing.Mobilization: An International Quarterlg1(2): 145-164.

Earl, Jennifer, Sarah A. Soule and John D. McCag&8§3. “Protest under fire? Ex-
plaining the policing of protestAmerican Sociological Revie®8(4): 581- 606.



202

Edwards, Bob, and John D. McCarthy. "Strategy msitiEhe contingent value of social
capital in the survival of local social movemerganizations.'Social Forces
83(2):621-651.

Eisinger, Peter K. 1973. “The conditions of prdteshavior in American citiesAmeri-
can Political Science Revied7(1):11-28.

Everett, Kevin Djo. 1992 "Professionalization amdtpst: Changes in the social move-
ment sector, 1961-1983bcial Force0(4): 957-975.

Fisher, Dana R., Kevin Stanley, David Berman anmb®ieff. 2005. “How do Organiza-
tions Matter? Mobilization and Support for Papgts at Five Globalization
Protests.Social Problem$&2(1):102-121.

Gamson, William A. 1975The Strategy of Social Protestomewood, IL: Dorsey Press.

Gans, Herbert J. 197Beciding What's News: A Study of CBS Evening NBBS;
Nightly News, Newsweek, and TireRganston, IL: Northwestern University Press.

Garay, Candelaria. 2007. "Social policy and coiecaction: Unemployed workers,
community associations, and protest in ArgentiRalitics & Society35(2):301-
328.

Garrow, David J. 1978Protest at Selma: Martin Luther King Jr. and theikg Rights
Act of 1965New Haven, CT: Yale University Press.

Geschwender, James A. 1968. “"Explorations in tieoty of social movements and revo-
lutions.” Social Force€7(2):127-135.

Gitlin, Todd. 1980.The Whole World is Watching: Mass Media in the iMgland Un
making of the New LefBerkeley, CA: University of California Press.

Gitlin, Todd. 20120ccupy Nation: The Roots, the Spirit, and the Rserof Occupy
Wall StreetNew York, NY: Harper-Collins.

Giugni, Marco. 1998. “Was it worth the effort? Thatcomes and consequences of social
movements. Annual Review of Sociolo@#(1):371-393.

Gould-Wartofsky, MichaelThe Occupiers: The Making of the 99 Percent Movémen
New York, NY: Oxford University Press, 2015.

Grusky, David, Doug McAdam, Robert Reich and Debatz. 20130ccupy the Future.
Cambridge, MA: MIT Press, 2013.



203

Hirsch, Eric L. 1990. “Sacrifice for the cause:dap processes, recruitment, and com-
mitment in a student social movemenirherican Sociological Review
55(2):243-254.

Ibrahim, Joseph. 2011. “The new toll on higher emtion and the UK student revolts of
2010-2011."Social Movement Studié(4):415-421.

International Monetary Forum. 2009. "World Econo@utlook- April 2009." Retrieved
April 7, 2015 Gttp://www.imf.org/external/pubs/ft/iweo/2009/01/fzdkt.pd}.

Jasper, James M. 2011. "Emotions and Social Montsmé&wenty Years of Theory and
Research.Annual Review of Sociolo@y:285-303.

Kahn, Roger M. and William J. Bowers. 1970. “Theeml context of the rank-and-file
student activist: A test of four hypotheseSdciology of Educatiod3(1):38-55.

Kitschelt, Herbert P. 1986. “Political opportunigyructures and political protest: Anti-
nuclear movements in four democracieBritish Journal of Political Science
16(1): 57-85.

Koopmans, Ruud. 1993. “The dynamics of protestegawWest Germany, 1965 to
1989.” American Sociological Revie®8(5): 637-658.

Koopmans, Ruud. 2004. “Movements and media: Selegirocesses and evolutionary
dynamics in the public sphereTheory and Society3(3-4): 367-391.

Koopmans, Ruud. 2005. "Repression and the publiere: Discursive opportunities for
repression against the extreme right in Germanlyeri990s.Repression and
Mobilization21: 58-81.

Kousis, Maria. 1999 "Sustaining local environmemtabilisations: Groups, actions and
claims in Southern EuropeEhvironmental Politic8(1):172-198.

Krieg, Gregory. 2016. “Occupy Wall Street risesfop SandersCNN.Retrieved April
39 2016. (http://www.cnn.com/2016/04/13/politics/apg-wall-street-bernie-
sanders-new- york-primary/).

Kriesi, Hanspeter. 1996. “The organizational stawe of new social movements in a po-
litical context.” Pp.152-184 iComparative Perspectives on Social Movements:
Political Opportunities, Mobilizing Structures, @Cultural Framings.

Kurzman, Charles. 1996. “Structural Opportunitydderceived Opportunity in Social-
Movement Theory: The Iranian Revolution of 1978rherican Sociological Re
view61(1): 153-170.



204

Kutz-Flanenbaum, Rachel V., Suzanne Staggenbor@atidny J. Duncan. 2012. "Me-
dia Framing of the Pittsburgh G-20 ProtesdRe%earch in Social Movements,
Conflicts and Change33(1):109-135.

Leip, David. 1999. “Dave Leip's Atlas of U.S. Pasitial Elections.Dave Leip's Atlas
of U.S. Presidential ElectionRetrieved November 30, 2012 (http://www.uselec
tionatlas.org/).

Lipset, Seymour Martin and Philip G. Altbach. 1966tudent politics and higher educa-
tion in the United StatesComparative Education Revield(2):320-349.

Lipsky, Michael. 1968. “Protest as a Political Bexe.”American Political Science Re
view62(4): 1144-1158.

McAdam, Doug. 1982Political Process and the Development of the Blaskirgency
Chicago, IL: Chicago University Press.

McAdam, Doug. 1986. “Recruitment to high-risk at$im: The case of freedom sum
-mer.” American Journal of Sociolod2(1):64-90.

McAdam, Doug. 1990Freedom SummeNew York, NY: Oxford University Press.

McAdam, Doug. 2013. "The Politics of Occupy: Nomdd_ooking Ahead." Pp. 169-82 in
Occupy the Future.

McCarthy, John D., and Mayer N. Zald. 1977. "Reseunobilization and social move-
ments: A partial theory American Journal of Sociolog2(6):1212-1241.

McClintock, Cynthia. 2001. “Peru’s Sendero Lumind3ebellion: Origins and Trajec-
-tory.” Pp.61-101 inPower and Popular Protest: Latin American Socialudeo
ments.

McGrory, Brian. 2011. “For Menino, police, a 99rpent success.Boston Globe
(12/11/2011).

McPhail, Clark and John D. McCarthy. 2005. “Prate®bilization, Protest Repression
and their Interaction.” Pp.3-32 iRepression and Mobilization

McPhail, Clark, David Schweingruber, and John DQdrhy. 1998. "Policing Protest
in the United States: 1960-1995." Pp. 49-6Patlicing Protest. The Control of
Mass Demonstrations in Western Democracies.



205

Meyer, David S. and Nancy Whittier. 1994. “Soaiabvement spillover.’Social Prob-
lems41(2):277-298.

Milkman, Ruth, Mohammed A. Bamyeh, William Juliusl¥gn, Dana Williams and
Julius B. Gould. 2012. "Understanding 'Occupgytntextsl1(2): 12-21.

Mitchell, Travis. 2015. “Chart: See 20 Years oftian Growth at National Universi-
ties.”U.S. News & World ReporRetrieved January 11, 2017 (https://www.us
news.com/education/best-colleges/paying-for-cellagicles/2015/07/29/chart-
see-20-years-of-tuition-growth-at-national-univees).

Myers, Daniel J., and Beth Schaefer Caniglia. 2084 the Rioting That'’s Fit to Print:
Selection Effects in National Newspaper Coverddgéiwal Disorders, 1968-
1969.” American Sociological Revie$9(4):519-543.

Nakaso, Dan. 2012. “Unique island culture allowstpst to linger."Honolulu Star Ad-
vertiser(3/25/2012).

Nepstad, Sharon Erickson. 2004. "Persistent resistalCommitment and community in
the Plowshares movemengbcial Problem$1(1):43-60.

Nepstad, Sharon Erickson. 20@&ligion and War: Resistance in the Plowshares Move
ment Cambridge, UK: Cambridge University Press.

Nepstad, Sharon Erickson. 20Nonviolent Revolutions: Civil Resistance in the 126"
Century New York, NY: Oxford University Press.

New York General Assembly. 2011. "Declaration Bfahifesto of Occupy Wall Street
Movement." Retrieved on April 7, 2015  httf:/usliberals.about.com/od/socialsecu
rity/a/Declaration-Manifesto-Of-Occupy-Wall-Stredbvement.htn).

Oliver, Pamela. 2008. “ Repression and crime aanWhy social movement scholars
should pay attention to mass incarceration asm & repression.Mobilization:
An International Quarterly13(1):1-24.

Oliver, Pamela and Gregory M. Maney. 2000. "Rwditprocesses and Local Newspaper
Coverage of Protest Events: From Selection Bidsitalic Interactions."Ameri-
can Journal of Sociolog¥06(2): 463-505.

Oliver, Pamela and Daniel J. Myers. 1999. “How BEtgeEnter the Public Sphere: Con-
flict, Location, and Sponsorship in Local Newspapeverage of Public Events.”
American Journal of Sociology05(1):38-87.



206

Ortiz, David G., Daniel J. Myers, N. Eugene Wadisd Maria-Elena D. Diaz. 2005.
“Where do we stand with newspaper datd®3bilization: An International
Quarterly10(3):397-419.

Pagnucco, Ron. 1996. “A comparison of the politima@havior of faith-based and secular
peace groups.” Pp. 205-222sruptive Religion: The Force of Faith in Social
Movement Activism

Pearlman, Wendy. 201Violence, Nonviolence, and the Palestinian Natidviaement
Cambridge, UK: Cambridge University Press..

Piven, Frances Fox, and Richard A. Cloward. 1%6ar People's Movements: Why They
Succeed, How They Falllew York, NY: Vintage Books.

Rhoads, Robert A. 1998. “Student protest and rouiliral reform: Making sense of
campus unrest in the 19903.he Journal of Higher Educatio9(6):621-646.

Rohlinger, Deana A. 2006. “Friends and Foes: Md@d@itics, and Tactics in the Abor-
tion War.” Social Problem$3(4):537-561.

Rohlinger, Deana, Ben Kail, Miles Taylor and Sar@dnn. 2012. "Outside the Main
stream: Social Movement Media Coverage in Maiastrand Partisan News Out
-lets."Research in Social Movements, Conflicts and Ch&3g#):51-80.

Rojas, Fabio. 2006. “Social movement tactics, aigational change and the spread of
African-American studies.Social Forces84(4):2147-2166.

Rucht, Dieter. 1996. "The impact of national cotdéeon social movement structures: A
cross-movement and cross-national comparison.1&8»204 inComparative
Perspectives on Social Movements: Political Opjaittes, Mobilizing Struc-
tures, and Cultural Framings.

Sandoval, Salvador A.M.. 1998. “Social Movements ®emocratization: The Case of
Brazil and the Latin Countries.” Pp. 169-201Arom Contention to Democracy

Schneider, Nathan. 201Bhank you, Anarchy: Notes from the Occupy Apocalyps
Berkeley, CAUniversity of California Press, 2013.

Scott, Joseph W. and Mohamed El-Assal. 1969. “Matsity, university size, university
quality and student protest: an empirical studynierican Sociological Review
34(5):702-709.



207

Simmons, James, and Nancy Stark. 1993. "Backyarteégir Emergence, expansion, and
persistence of a local hazardous waste contravd?slicy Studies Journ&1(3):
470-491.

Smaligo, Nicholas.The Occupy Movement Explained: From Corporate Qxbritr
DemocracyChicago, IL:Open Court, 2014.

Snow, David, Daniel Cress, Liam Downey and Andrewe$. 1998. “Disrupting the
“gquotidian” : Reconceptualizing the relationshyetween breakdown and the
emergence of collective actiorMobilization : An International Quarterly
3(1):1-22.

Sobieraj, Sarah. 200&oundbitten: The Perils of Media-Centered Politidativism.
New York, NY: New York University Press.

Soule. Sarah A. 1997. “The student divestment mwemt in the United States and tacti-
cal diffusion: The shantytown protesSbcial Forces3(3):855-882.

Soule, Sarah A. and Christian Davenport. 2009Ilv&eslove, Iron Fist or Even Hand?
Protest Policing in the United States, 1960-19®bilization: An International
Quarterly14(1): 1-22.

Soule, Sarah and Jennifer Earl. 2005. “A movenseciety evaluated. Collective protest
in the United States, 1960-198640obilization: An International Quarterly
10(3):345-364.

Staggenborg, Suzanne. 1998. "Social movement cottisaiand cycles of protest: The
emergence and maintenance of a local women's neweBocial Problems
45(2):180-204.

Staggenborg, Suzanne. 208®cial MovemenidNew York, NY: Oxford University
Press.

Stockdill, Brett C. 2002Activism against AIDS: At the Intersections of $¢iky Race,
Gender and Clas®8oulder, CO: Lynne Rienner.

Stone, Chad, Danilo Trisi, Arloc Sherman and Erkiyrton. 2016. “A Guide to Statis-
tics on Historical Trends in Income InequalitZ&nter on Budget and Policy Pri-
orities. Retrieved April 3, 2016 hftp://www.cbpp.org/research/poverty-and-inequdity
guide-to-statistics-on-historical-trends-in-incemequality).

Tarrow, Sydney. 1989. Democracy and Disorder:d3tand Politics in Italy 1965-1975.
Oxford, UK: Clarendon Press.




208

Taylor, Verta. 1989. "Social movement continuitfteTwomen's movement in abey-
ance.’American Sociological Reviebé(5):761-775.

Taylor, Verta, Nancy Whittier and A.D. Morris. 199Zollective identity in social
movement communities: Lesbian feminist mobilizatioPp. 349-365 irSocial
Perspectives in lesbian and gay studies.

Tilly, Charles. 1978From Mobilization to RevolutiarReading, MA: Addision-Wesley.

Tilly, Charles and Lesley J. Wood. 20Emcial Movements 1768-2Q1%ew York, NY:
Routledge.

Van Dyke, Nella. 1998. “Crossing movement bounésiriFactors that facilitate coalition
protest by American college students, 1930-199%@cial Problem$0(2):226-
250.

Van Dyke, Nella and Sarah A. Soule. 2002. “Struatgocial change and the mobilizing
effect of threat: Explaining levels of patriot amdlitia organizing in the United
States.”Social Problemg9(4): 497-520.

Wagner, Kyle. 2014. “Deadspin Police-Shooting Dat#bUpdate: We'Re Still Going.”
Deadspin Retrieved February 21, 2015
(http://regressing.deadspin.com/deadspin-poli@sshg-database-update-were-
still-go-1627414202).

Wallimann, Isidor and George V. Zito. 1984. “Cohseize and youthful protestYouth &
Societyl6(1):67-81

Walton, John and Charles Ragin. 1990. “Global aational sources of political protest:
Third world responses to the debt crisi&rherican Sociological Review
55(6):876-890.

Welty, Emily, Matthew Bolton, Meghana Nayak and iStapher Malone. 2012ccupy-
ing Political Science: The Occupy Wall Street Moeat from New York to the
World. Basingstoke, UK: Palgreave Macmillan.

Whittier, Nancy. 1997. "Political generations, neiohorts, and the transformation of
social movementsAmerican Sociological Revie®2(5): 760-778.

Whittier, Nancy. 2010Feminist Generations: The Persistence of the Radlitanen's
MovementPhiladelphia, PA: Temple University Press.

Wickham-Crowley, Timothy P. 2001. “Winners, Losensd Also-Rans: Toward a Com-
parative Sociology of Latin American Guerrilla Mawents.” Pp. 132-181 in
Power and Popular Protest: Latin American Social\dments.



209

Wilensky, Harold L. 1998. “Migration and politicE€xplaining variation among rich
democracies in recent nativist protest.” Frbstitute for Research on Labor and
Employment.

Wisler, Dominique and Marco Giugni. 1999. "Undsz Spotlight: The Impact of Media
Attention on Protest PolicingMobilization: An International Quarterly
4(1):171-187.

Wisler, Dominique and Hanspeter Kriesi. 1998. "lRu@rder, Protest Cycles, and Politi-
cal Process: Two Swiss Cities Compared.” Pp. ®BlhiPolicing Protest. The
Control of Mass Demonstrations in Western Demdesac

Zald, Mayer N. and Roberta Ash. 1966. "Social mosenhorganizations: Growth, decay
and change.Social Forces14(3):327-341.

Zhao, Dingxin. “Ecologies of Social Movements: &unt Mobilization during the 1989
Prodemocracy Movement in BeijingAmerican Journal of Sociology
103(6):1493-1529.



	University of New Mexico
	UNM Digital Repository
	Spring 5-10-2017

	Mobilization and Repression in the Occupy Movement
	Eric Turner
	Recommended Citation


	

