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#### Abstract

In this thesis, we would look into the theory of arithmetic jet spaces and its application in modular forms. The arithmetic jet spaces can be thought of as an analogue of jet spaces in differential algebra. In the case of arithmetic jet spaces, a derivation is replaced by $p$-derivation $\delta$. This theory was initiated by A. Buium in [7]. The results in the first chapter are concerning the connection between arithmetic jet spaces and Witt vectors. Let $R=\widehat{\mathbb{Z}_{p}^{u r}}$ be the $p$-adic completion of the maximal unramified extension of $\mathbb{Z}_{p}$. If $A$ is an $R$-algebra and we denote $J^{n} A$ its $n$-th jet ring. Firstly, we show the adjunction property which says that the arithmetic jet functor from rings to rings is the left adjoint of the Witt vector functor. This property was also shown by Borger in [3]. However, we give an explicit proof of this fact and the highlight of this proof is the construction of a ring homomorphism $\mathcal{P}: A \rightarrow \mathbb{W}_{n}\left(J^{n} A\right)$ which is the analogue to the exponential map $\exp : A \rightarrow A[t] /\left(t^{n+1}\right)$ given by $\exp (a)=\sum_{i=0}^{n} \frac{\partial^{i} a}{i!} t^{i}$. If we denote by $\mathbb{D}_{n}(B):=B[t] /\left(t^{n+1}\right)$ then we show that there is a family of ring homomorphisms indexed by $\alpha \in B^{n+1}, \Psi_{\alpha}: \mathbb{D}_{1} \circ \mathbb{W}_{n}(B) \rightarrow \mathbb{W}_{n} \circ \mathbb{D}_{1}(B)$ for any


ring $B$ and $n$. This gives yields the relation between a usual derivation $\partial$ and a $p$-derivation $\delta$ given by $\partial \delta x=p \delta \partial x+(\partial x)^{p}-x^{p-1} \partial x$. This interaction is used to analyse the ring homomorphisms $\eta: T J^{n} A \rightarrow J^{n} T A$ where $T$ associates the tangent ring to the ring $A$.

In the second chapter of the thesis, we apply the theory of arithmetic jet spaces to modular forms. Let $M$ denote the ring of modular forms over an affine open embedding $X \subset X_{1}(N)$ where $X_{1}(N)$ is the modular curve that parametrises elliptic curves and level $N$ structures on it. Let $M^{\infty}$ be the direct limit of the jet rings of $M$ which we call the ring of $\delta$-modular forms. Then from the universality property of jet spaces, there are ring homomorphism $E^{n}: M^{n} \rightarrow R((q)) \uparrow\left[q^{\prime}, \ldots, q^{(n)}\lceil\right.$ which are prolongation of the given Fourier expansion map $E: M \rightarrow R((q))$. Hence $E^{n}$ is the $\delta$-Fourier expansion of $M^{\infty}$. Denote by $\mathbb{S}^{\infty}=\lim _{n} \operatorname{Im}\left(E^{n}\right)$. If $\overline{\mathbb{S}^{\infty}}$ denote the reduction $\bmod p$ of $\mathbb{S}^{\infty}$ then, one of our main results says that $\overline{\mathbb{S}^{\infty}}$ can be realised as an Artin-Schrier extension over $\overline{S^{\infty}}$ where $S$ is the coordinate ring of $X$. If we set all the indeterminates $q^{\prime}=. .=q^{(n)}=0$ then we obtain a ring homomorphism $M^{\infty} \rightarrow \mathcal{W}$ where $\mathcal{W}$ is the ring of generalised $p$-adic modular forms. Our next result shows that the image of the above homomorphism is $p$-adically dense in $\mathcal{W}$. We also classify the kernel of this homomorphism which is the $p$-adic closure of the $\delta$-ideal $\left(f^{\partial}-1, f^{1}, \delta\left(f^{\partial}-1\right), \delta f^{1}, \ldots,\right)$ where $f^{\partial}$ and $f^{1}$ are $\delta$-modular forms with weights. This should be viewed as $\delta$-analogue of the Theorem of Swinnerton-Dyer and Serre where the Fourier expansion over $\mathbb{F}_{p}$ of the modular forms has the kernel $\left(E_{p-1}-1\right)$ , $E_{p-1}$ is the Hasse invariant.

In the third chapter, we take the step to understand the ' $\delta$-Fourier expansion principle' and the action of the Hecke operators on the Fourier expansion of differential modular forms. We work on $k[[q]]\left[q^{\prime}\right]$ which is the reduction $\bmod p$ of $R[[q]]\left[q^{\prime}\lceil\right.$, the "holomorphic subspace" of $R((q))^{\wedge}\left[q^{\prime}\right]$. The definition of the Hecke operators away from the prime $p$ extends naturally from the classical definition of Hecke operators.

At the prime $p$, we define $T_{\kappa}(p)$ on a " $\delta$-symmetric subspace" of $\delta$-modular forms using the definition of A. Buium introduced in [11]. Our main result states that there is a one-to-one correspondence between the classical cusp forms which are eigenvectors of all Hecke operators with "primitive" $\delta$-modular forms whose $\delta$-Fourier series lies in $k[[q]]\left[q^{\prime}\right]$ and are eigenvectors of all Hecke operators. This chapter should be viewed as the first attempt to understand the structure of eigenforms on the Fourier side of $\delta$-modular forms.
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## Chapter 1

## Introduction

The theory of arithmetic differential geometry [10] draws inspiration from the principles of differential algebra. In differential algebra [5] one enlarges the usual algebraic geometry by 'adding' differential equations to the algebraic equations. This approach has found several applications in diophantine geometry over function fields e.g. $[6,25]$. In the very similar spirit the consideration of arithmetic jet spaces enlarge the regular algebraic geometry by considering "differential equations" which are satisfied by numbers. Of course the derivation in the usual sense will not work. But one looks for a suitable operator $\delta$ which can replace a derivation and yet retains a lot of its flavor.

Just like in the case of differential algebra, given a scheme $X$ over $\mathbb{Z}$, we would like to view $X$ defined over a ring equipped with a derivation. But $\mathbb{Z}$ has no nontrivial derivation to start with. Let us consider $R=\widehat{\mathbb{Z}_{p}^{u r}} \supset \mathbb{Z}$, the $p$-adic completion of the maximal unramified extension of $\mathbb{Z}_{p}$. Then $R$ is endowed with a unique lift of frobenius $\phi$ acting as $\phi\left(\zeta_{n}\right)=\zeta_{n}^{p}$ on the roots of unity. Set

$$
\delta x=\frac{\phi(x)-x^{p}}{p}
$$

then the map $x \rightarrow(x, \delta x)$ is a ring homomorphism between $R \rightarrow \mathbb{W}_{1}(R)$, where
$\mathbb{W}_{1}(R)$ is the Witt ring of $R$ of length 2 . The foundation of the theory of arithmetic jet spaces is to view $\delta$ as a "derivation" of a number with respect to the prime $p$. Recall from differential algebra, that a derivation $\partial: \mathcal{F} \rightarrow \mathcal{F}$ is a ring homomorphism $x \rightarrow(x, \partial x)$ in $\mathcal{F} \rightarrow \mathcal{F}[\epsilon] /\left(\epsilon^{2}\right)=: \mathbb{D}_{1}(\mathcal{F})$ where $\mathbb{D}_{1}$ means the "dual numbers". In other words, in the arithmetic case, we are viewing $\mathbb{W}_{1}(-)$ as the analogue of the ring of dual numbers $\mathbb{D}_{1}(-)$.

Translating the ring axioms of $\mathbb{W}_{1}(-)$, we find that a $p$-derivation $\delta: A \rightarrow B$ satisfies

$$
\begin{aligned}
\delta(x+y) & =\delta x+\delta y+C_{p}(x, y) \\
\delta(x y) & =x^{p} \delta y+y^{p} \delta x+p \delta x \delta y
\end{aligned}
$$

where $C_{p}(x, y)=\frac{x^{p}+y^{p}-(x+y)^{p}}{p}$. The subset of constants of $\delta$ is $R^{\delta}=\{0\} \cup\left\{\zeta_{n} \mid p \nmid n\right\}$. Note that $R^{\delta}$ is a multiplicatively closed set and is not preserved under addition and this is unlike the sub-ring of constants for the usual derivation.

Based on the above $\delta$ now viewed as a $p$-derivation, the arithmetic jet spaces $J^{n} X \rightarrow X \rightarrow$ Spec $R$ are defined in [10] in a way similar to the definition of jet spaces $J_{n} X$ in differential algebra. The idea is to study $J^{n} X$ that would shed some additional light on $X$ itself.

By a prolongation sequence $B^{*}$ we mean a sequence of maps between rings $B^{n}$ 's

$$
B^{0} \xrightarrow[\delta]{u} B^{1} \longrightarrow \cdots \cdot \quad B^{n-1} \xrightarrow[\delta]{u} B^{n} \longrightarrow \cdots
$$

where $u$ is a ring homomorphism and $\delta$ is a $p$-derivation which satisfies

$$
\begin{aligned}
\delta(x+y) & =\delta x+\delta y+C_{p}(u(x), u(y)) \\
\delta(x y) & =u(y)^{p} \delta x+u(x)^{p} \delta y+p \delta x \delta y
\end{aligned}
$$

where $C_{p}$ is defined as before.

Let $\mathbb{W}_{n}(B)$ be a $p$-typical Witt vector of length $n+1$. Recall that there are two homomorphisms, $R, F: \mathbb{W}_{n}(B) \rightarrow \mathbb{W}_{n-1}$ where, $R$ is called the restriction and $F$ is the Frobenius.

Let $A$ and $B$ be $R$-algebras where $g: R \rightarrow B$ is the given algebra map. Let $\operatorname{Hom}_{\delta}\left(A, \mathbb{W}_{n}(B)\right)$ be the set of all ring homomorphisms $\gamma$ from $A$ to $\mathbb{W}_{n}(B)$ such that the following diagram is commutative


We will review the basic definitions and constructions of arithmetic jet spaces.

Let $A$ be a finitely generated ring over $R$, where recall $R$ is the completed, maximal, unramified extension of $\mathbb{Z}_{p}$. Then $A=R[\mathbf{x}] /(\mathbf{f})$ where $\mathbf{x}$ is a collection of variables and $\mathbf{f}$ represent a collection of multivariate polynomial in $\mathbf{x}$.

Then define the functor $J^{1} A$ from rings to sets as

$$
J^{1} A(B)=\operatorname{Hom}_{\delta}\left(A, \mathbb{W}_{1}(B)\right)
$$

Then it is to easy to see that the above functor is representable by the ring $R\left[\mathbf{x}, \mathbf{x}^{\prime}\right] /(\mathbf{f}, \delta \mathbf{f})$ where $\mathbf{x}^{\prime}$ are new set of indeterminates. We again call this ring $J^{1} A$ by a slight abuse of notation. By construction, there are two ring homomorphisms-
i) $u: A \rightarrow J^{1} A$ induced by identifying $\mathbf{x}$ in $J^{1} A$.
ii) $\phi: A \rightarrow J^{1} A$ defined by $\phi(a)=u(a)^{p}+p \delta a$ where $\delta$ is induced from $\delta \mathbf{x}=\mathbf{x}^{\prime}$.

Now we will define $J^{n}$ inductively for $n$, provided $J^{n-1}$ is already defined. We also have the two canonical maps $(u, \delta): J^{n-2} A \rightarrow J^{n-1} A$ where $\delta$ is the set theoretic
map satisfying

$$
\begin{aligned}
\delta(x+y) & =\delta x+\delta y+C_{p}(u(x), u(y)) \\
\delta(x y) & =u(x)^{p} \delta y+u(y)^{p} \delta x+p \delta x \delta y
\end{aligned}
$$

where $C_{p}(x, y)=\frac{x^{p}+y^{p}-(x+y)^{p}}{p}$.
A ring homomorphism $(f, \Delta): J^{n-1} A \rightarrow \mathbb{W}_{1}(B)$ will be called to satisfy $(*)$ if in the following diagram

$$
\begin{aligned}
& \underset{{ }_{u} \uparrow_{\delta}^{n-1} A}{J^{\prime}} \stackrel{f}{\Delta} B \\
& J^{n-2} A
\end{aligned}
$$

we have $\Delta \circ u=f \circ \delta$.
Then $J^{n} A$ is the functor from rings to sets defined as

$$
J^{n} A(B)=\left\{(f, \Delta) \in \operatorname{Hom}_{\delta}\left(J^{n-1} A, B\right) \mid(f, \Delta) \text { satisfies }(*)\right\}
$$

Then it is easy to see that the above functor is represented by $J^{n} A=R[\mathbf{x}] /\left(\mathbf{f}, \ldots \delta^{\mathbf{n}} \mathbf{f}\right)$ with the two canonical maps $(u, \delta): J^{n-1} A \rightarrow J^{n} A$ and $\phi(a)=u(a)^{p}+p \delta a$ is the lift of the Frobenius like before.

Hence we obtain a prolongation sequence of rings as follows

$$
A \xrightarrow[\delta]{u} J^{1} A \longrightarrow \cdots \quad J^{n-1} A \xrightarrow[\delta]{u} J^{n} A \longrightarrow \cdots
$$

Remark 1.0.1. Let $X=\operatorname{Spec} A$ be the affine scheme. Then we will denote $J^{n} X=$ Spf $\widehat{J^{n} A}$, where $\widehat{J^{n} A}$ is the $p$-adic completion of $J^{n} A$. In other words, all our rings will be "non-completed" whereas our spaces are completed

In the first chapter of this thesis, we prove the adjunction theorem which is the following

Theorem 1.0.2. $\operatorname{Hom}\left(J^{n} A, B\right) \simeq \operatorname{Hom}_{\delta}\left(A, \mathbb{W}_{n}(B)\right)$

This result is also independently shown by Borger [2]. However, we give an explicit proof of the above fact. Note that the above result resembles the adjunction property in the case of differential algebra if we replaced $\mathbb{W}_{n}$ by $\mathbb{D}_{n}$ where $\mathbb{D}_{n}(B)=B[\epsilon] /\left(\epsilon^{n+1}\right)$.

The adjunction property is proved by constructing the universal map $\mathcal{P}: A \rightarrow$ $\mathbb{W}_{n}\left(J^{n} A\right), \mathcal{P}(a)=\left\{P_{0}(a), \ldots, P_{n}(a)\right\}$ that satisfies

$$
\begin{equation*}
P_{k}(a)=\sum_{i=0}^{k-1} \sum_{j=1}^{p^{k-1-i}} \frac{p^{j-1}}{p^{k-i-1}}\binom{p^{k-i-1}}{j} P_{i}(a)^{p\left(p^{k-i-1}-j\right)}\left(\delta P_{i}(a)\right)^{j} \tag{1.0.1}
\end{equation*}
$$

for all $k \geq 1$ and $P_{0}(a)=a$. The map $\mathcal{P}$ is the analogue of the exponential map in differential algebra, $\exp : A \rightarrow \mathbb{D}_{n}\left(J^{n} A\right)$

$$
\begin{equation*}
\exp (a)=\sum_{i=0}^{n} \frac{\partial^{i}(a)}{i!} t^{i} \tag{1.0.2}
\end{equation*}
$$

since both of them are the image of $\mathbb{1} \in \operatorname{Hom}\left(J^{n} A, J^{n} A\right)$ in
$\operatorname{Hom}_{\delta}\left(A, \mathbb{W}_{n}\left(J^{n} A\right)\right)$ under the isomorphism in Theorem 1.0.2. Hence the coordinates $P_{i}(a)$ could be viewed as $i$-th order jets over the 'mythical $\mathbb{F}_{1}$ '.

Such a $\mathcal{P}$ opens up the possiblility to develop a theory analogous to deformation theory where $\mathcal{F}[[t]]$ would be replaced by $\mathbb{W}(R)$. Such a theory should be viewed as deformation theory over $\mathbb{F}_{1}$. This is indeed an on going research interest for the author.

Also note that the above adjunction property leads to the fact that the $n$-th jet space of $\mathbb{A}^{1}$ is $\mathbb{W}_{n}$. This is a reinterpretation of Witt vectors through arithmetic jet spaces where the complicated formulas defining the Witt vector could be hidden and $\mathbb{W}_{n}$ can be viewed as a universal object since the jet spaces are.

We show the following fundamental property of Witt vectors:

Theorem 1.0.3. If $B$ is p-adically complete then $\mathbb{W}_{n}(B)$ is also p-adically complete.

## Chapter 1. Introduction

Theorem 1.0.3 enables us to give the adjunction property in the category of $p$ adically complete formal schemes instead of affine ones.

$$
\begin{equation*}
J^{n} X(\operatorname{Spf} B) \simeq \widehat{X}\left(\operatorname{Spf} \mathbb{W}_{n}(B)\right) \tag{1.0.3}
\end{equation*}
$$

where ${ }^{\wedge}$ denotes the $p$-adic completion. We seek such a formulation because the arithmetic jet spaces $J^{n} X$ are formal schemes completed at the prime $p$. This completion is necessary for a suitable behaviour with respect to localization.

We can summarise the analogy between the geometric and the arithmetic jet spaces by the following

|  | Geometric jetspace | Arithmetic jetspace |
| :--- | :--- | :--- |
| Symbol | $J_{n} A$ | $J^{n} A$ |
| Adjunction property | $\operatorname{Hom}\left(J_{n} A, B\right) \simeq$ <br> $\operatorname{Hom}_{\partial}\left(A, \mathbb{D}_{n}(B)\right)$ | $\operatorname{Hom}\left(J^{n} A, B\right) \simeq$ |
| $\operatorname{Hom}_{\delta}\left(A, \mathbb{W}_{n}(B)\right)$ |  |  |
| Exponential | $A \xrightarrow{\exp } J_{n} A[\epsilon] /\left(\epsilon^{n+1}\right)$ | $A \xrightarrow{\mathcal{P}} \mathbb{W}_{n}\left(J^{n} A\right)$ |
| $\exp (a)=\sum_{i=0}^{n} \frac{\partial^{i} a}{i!} \epsilon^{i}$ | $\mathcal{P}(a)=\left(P_{0}(a), \ldots, P_{n}(a)\right)$ |  |

Even though the apparent structure of a $p$-derivation $\delta$ and a usual derivation $\partial$ are different, they do interact with each other in a canonical way. We will show that for each $n$ there is a family of ring homomorphisms $\Psi_{\alpha}$

Theorem 1.0.4. $\Psi_{\alpha}: \mathbb{D}_{1} \circ \mathbb{W}_{n}(B) \rightarrow \mathbb{W}_{n} \circ \mathbb{D}_{1}(B)$ for any ring $B$ and $\alpha \in B^{n+1}$.

If $\Omega$ denotes the sheaf of differentials of $A$ over $R$ then denote $T A=\operatorname{Symm} \Omega$, the symmetric product of $\Omega$. This maybe referred to as the tangent ring because it is the ring of functions on the Tangent space $T X$ where $X=$ Spec $A$. Then Theorem 1.0.4 implies that there is a family of ring homomorphisms $\eta: T J^{n} A \rightarrow J^{n} T A$. In fact something more general in the sense of prolongation sequences is true and we

## Chapter 1. Introduction

obtain the following commutation relation between a derivation $\partial$ and a $p$-derivation $\delta$

$$
\begin{equation*}
\delta \partial x=\phi(\partial x)-x^{p-1} \partial x \tag{1.0.4}
\end{equation*}
$$

This relation is defined in [10] but we show here that this relation follows due to $\Psi$ in Theorem 1.0.4

Before proceeding with explaining our next results let us recall a few basic facts of modular curves and forms. We refer to [17] for detailed discussion. Consider the modular curve $Y_{1}(N)$ defined over $\mathbb{Z}\left[1 / N, \zeta_{N}\right]$ which is the representable object for the functor from rings over $\mathbb{Z}\left[1 / N, \zeta_{N}\right]$ to sets defined as: given a $\mathbb{Z}\left[1 / N, \zeta_{N}\right]$-ring $B$, we consider the isomorphism classes of pairs $(E, \iota)$ where $E$ is an elliptic curve defined over $B$ and $\iota:(\mathbb{Z} / N \mathbb{Z})_{B} \subset E$ is a level $\Gamma_{1}(N)$-structure.

Let $\mathcal{E} \rightarrow Y_{1}(N)$ be the universal elliptic curve and $e: Y_{1}(N) \rightarrow \mathcal{E}$ be the identity section. Denote by $L=e^{*} \Omega_{\varepsilon / Y_{1}(N)}$ where $\Omega_{\varepsilon / Y_{1}(N)}$ is the sheaf of relative 1-forms on $\mathcal{E}$. Let $X_{1}(N)$ denote the Deligne-Rapoport compactification of $Y_{1}(N)$ and take the natural extension of $L$ to $X_{1}(N)$, and call it $L$ again.

Let $X \subset X_{1}(N)$ be an open embedding (not necessarily a proper open subscheme). Consider the restriction of $L$ on $X$ and call it $L$ again. Then over any $\mathbb{Z}\left[1 / N, \zeta_{N}\right]$-algebra $B$, the modular forms of weight $\kappa$, denoted by $M_{X}(B, \kappa, N)$, identifies with the space of global sections $H^{0}\left(X_{B}, L_{B}^{\otimes \kappa}\right)$, where $X_{B}$ is obtained by base change and $L_{B}$ denotes the sheaf obtained by pullback. Denote

$$
M_{X}=\bigoplus_{\kappa} M_{X}(B, \kappa, N)
$$

The cusp $P=\infty$ is a $\mathbb{Z}\left[1 / N, \zeta_{N}\right]$ point on $X_{1}(N)$ and there is a natural Fourier expansion map $E: M_{X} \rightarrow R((q))$ associated to $P$. We will call such a tuple ( $X, L, P, E$ ) as a Fourier framed curve.

Recall another definition of modular forms. For any $\mathbb{Z}\left[1 / N, \zeta_{N}\right]$-algebra $B$, let
$E / B$ denote an elliptic curve defined over $B, \omega \in H^{0}\left(E, \Omega_{E / B}\right)$ a basis of the free $B$-module $H^{0}\left(E, \Omega_{E / B}\right)$ and $\iota$ as above. By a modular form of weight $\kappa$ we will understand a rule $f$ that associates to any tuple $(E / B, \omega, \iota)$ an element $f(E / B, \omega, \iota) \in B$ which depends only on the isomorphism class of the tuple, commutes with base change and satisfies

$$
\begin{equation*}
f(E / B, \lambda \omega, \iota)=\lambda^{-\kappa} f(E / B, \omega, \iota) \tag{1.0.5}
\end{equation*}
$$

for all $\lambda \in B^{\times}$. This definition identifies with the one given previously using the global sections of higher tensor powers of $L$ [22].

Now for $p \nmid N$, we choose a homomorphism $\mathbb{Z}\left[1 / N, \zeta_{N}\right] \rightarrow R$ and denote by $Y_{1}(N)_{R}, L_{R}, P_{R}$ the objects over $R$ obtained by base change. The space of modular forms $M=\bigoplus_{\kappa} M(R, \kappa, N)$ is a remarkable space of functions and is one of the central object of study in number theory. For example, $M$ contains the normalized Eisenstein forms $E_{4}, E_{6}, E_{p-1}$ belonging to the spaces $M(R, 4, N), M(R, 6, N), M(R, p-1, N)$ respectively. Note that $E_{p-1}$ is a characteristic 0 lift of the Hasse invariant, a quantity that measures super-singularity.

Let us consider the $n$-th jet of $M$, completed $p$-adically and call it $M^{n}$. Let

$$
M^{\infty}=\lim _{\rightarrow} M^{n}
$$

We call $M^{\infty}$ as the ring of $\delta$ - modular forms. Clearly, $M \subset M^{\infty}$. But then the question is, are there interesting new examples in $M^{\infty}$ that shed a new light on $M$ ? Is there a nice theory of Fourier (Serre-Tate) expansion?

We will exhibit a few examples of new 'objects' that live in $M^{\infty}$ which have no apparent counterpart in the world of classical modular forms. But firstly we would like to define $\delta$-modular forms of a given weight.

For any polynomial $w \in \mathbb{Z}[\phi], w=\sum a_{i} \phi^{i}$ define an element
$\chi_{w}(t) \in R\left[t, t^{-1}, t^{\prime}, \ldots, t^{(n)}\right]$ by the formula

$$
\chi_{w}(t)=t^{w}:=\prod\left(\phi^{i}(t)\right)^{a_{i}}
$$

Such a $\chi_{w}$ is a multiplicative $\delta$-character [9]. Also let $B^{*}$ denote a prolongation sequence where $B^{n}$ s are $p$-adically complete for all $n$. By a $\delta$-modular form of order $\leq n$ and weight $w$ we will understand a rule $f$ that associates to any triple $\left(E / B^{0}, \omega, \iota, B^{*}\right)$ an element $f\left(E / B^{0}, \omega, \iota, B^{*}\right) \in B^{n}$, which depends on the isomorphism class of the triple only, commutes with base change and satisfies

$$
\begin{equation*}
f\left(E / B^{0}, \lambda \omega, \iota, B^{*}\right)=\chi_{w}(\lambda)^{-1} f\left(E / B^{0}, \omega, \iota, B^{*}\right) \tag{1.0.6}
\end{equation*}
$$

The space of such $\delta$-modular forms will be denoted by $M^{n}(w)$. A Fourier framed curve is called ordinary if there exists an element $f \in M^{1}(\phi-1)$ which is invertible in the ring $M^{1}$, such that $E^{1}(f)=1$.

We shall say $f \in M^{\infty}$ is isogeny covariant if for any triple $\left(E / S^{0}, \omega, i, S^{*}\right)$ and for any étale isogeny $\pi: E^{\prime} \rightarrow E$ (of elliptic curves over $S^{0}$ ) we have

$$
\begin{equation*}
f\left(E^{\prime} / S^{0}, \omega^{\prime}, i^{\prime}, S^{*}\right)=[\operatorname{deg} \pi]^{-\operatorname{deg} w / 2} f\left(E / S^{0}, \omega, i, S^{*}\right) \tag{1.0.7}
\end{equation*}
$$

where $\omega^{\prime}=\pi^{*} \omega$ and $\operatorname{deg} w=\sum a_{i}$.
Let

$$
\begin{equation*}
\Psi:=\frac{1}{p} \log \frac{q^{\phi}}{q^{p}}=\sum_{n \geq 1}(-1)^{n-1} n^{-1} p^{n-1}\left(\frac{q^{\prime}}{q^{p}}\right)^{n} \in R((q))^{\prime}\left[q^{\prime}\right]^{\prime} \tag{1.0.8}
\end{equation*}
$$

Proposition 1.0.5. [9] There exists a unique form $f^{1} \in M^{1}(-1-\phi)$ whose Fourier expansion is given by

$$
E^{1}\left(f^{1}\right)=\Psi
$$

Notation. Given a ring $B$, we will denote its reduction $\bmod p$ by $\bar{B}$.

Proposition 1.0.6. [1, 9, 10] Assume the reduction $\bmod p$ of $X, \bar{X}$, is contained in the ordinary locus of the modular curve. Then there exists a unique form $f^{\partial} \in$ $M^{1}(\phi-1)$ which is invertible in the ring $M^{1}$ such that

$$
E^{1}\left(f^{\partial}\right)=1
$$

Furthermore its reduction $\bmod p, \overline{f^{\partial}} \in \overline{M^{1}(\phi-1)}$ coincides with the image of the Hasse invariant $\bar{H} \in \overline{M^{0}(p-1)}$.

The $\delta$-modular forms in Proposition 3.2.2 and 3.2.3 are isogeny covariant. The forms $f^{1}$ and $f^{\partial}$ will play a central role in the second chapter of this thesis.

Since $M$ comes with a Fourier expansion map $E: M \rightarrow R((q))$, by universality property of jet spaces as in Theorem 1.0.2, extends naturally to

$$
E^{n}: M^{n} \rightarrow R((q)) \hat{\left[q^{\prime}\right.},,, q^{(n)} \widehat{]}=: S_{\text {for }}^{n}
$$

where $q^{(i)}$ 's are new indeterminates. However, unlike the classical modular forms, $E^{n}$ is not injective. For example, $f^{\partial}-1$ and its higher $p$-derivatives $\delta^{i}\left(f^{\partial}-1\right)$ for all $i \leq n-1$ are in the kernel of $E^{n}$. Although, if we restrict to $\delta$-modular forms of a fixed weight $w$, denoted $M^{n}(w)$, then $E^{n}$ is injective.

Denote by $E^{\infty}: M^{\infty} \rightarrow S_{\text {for }}^{\infty}$ where $S_{\text {for }}^{\infty}=\lim _{\rightarrow} S_{\text {for }}^{n}$ and $S_{\text {for }}^{n}:=R((q))\left[q^{\prime}, \ldots, q^{(n)}\right]$ the $\delta$-Fourier expansion principle induced from $E^{n}$,s discussed above. Then by Proposition 3.2.3, we observe that $\left(f^{\partial}-1, \delta\left(f^{\partial}-1\right), \ldots\right) \subset$ Ker $E^{\infty}$. Set $\mathbb{S}^{\infty}=\operatorname{Im}\left(E^{\infty}: M^{\infty} \rightarrow S_{f o r}^{\infty}\right)$. Then we will show that $\overline{\mathbb{S}^{\infty}} \simeq$ $\frac{\bar{M}^{\infty}}{\left(\overline{f^{\partial}-1}, \overline{\delta\left(f^{\partial}-1\right)}, \ldots\right)}$. But $\overline{\mathbb{S} \infty}$ has more structure to it. It can be realised by a sequence of Artin-Schrier extensions over $\overline{S^{\infty}}$.

Definition 1.0.7. Let $A$ be a $k$-algebra where $k$ is a field. Let $A \subset B$ a ring extension, and $\Gamma$ a profinite abelian group acting on $B$ by $A$-automorphisms. We say that $B$ is a $\Gamma$-extension of $A$ if one can write $A$ and $B$ as filtered unions of
finitely generated $k$-subalgebras, $A=\bigcup A_{i}, B=\bigcup B_{i}$, indexed by some partially ordered set, with $A_{i} \subset B_{i}$, and one can write $\Gamma$ as an inverse limit of finite abelian groups, $\Gamma=\lim _{\rightleftarrows} \Gamma_{i}$, such that the $\Gamma$-action on $B$ is induced by a system of compatible $\Gamma_{i}$-actions on $B_{i}$ and

$$
B_{i}^{\Gamma_{i}}=A_{i}
$$

for all $i$. (Then, of course, we also have $B^{\Gamma}=A$.) If in addition one can choose the above data such that each $A_{i}$ is smooth over $k$ and each $B_{i}$ is étale over $A_{i}$ we say that $B$ is an ind-étale $\Gamma$-extension of $A$.

Theorem 1.0.8. Let $X=$ Spec $S$ be an ordinary Fourier-framed curve. Then the ring $\overline{\mathbb{S}^{\infty}}$ is a quotient of an ind-etale $\mathbb{Z}_{p}^{\times}$-extension of $\overline{S^{\infty}}$.

Let $\pi: S_{\text {for }}^{\infty} \rightarrow R((q))$ be the ring homomorphism obtained by setting $\pi\left(q^{(n)}\right)=0$ for all $n \geq 1$. Then we will show that the image of $\pi$ is $p$-adically dense in $\mathcal{W}$ where $\mathcal{W}$ is Katz's ring of generalised $p$-adic modular forms. Hence we have the following:


It is easy to see that setting $q^{(n)}$ to 0 is equivalent to setting $\phi^{n}(q)=q^{p^{n}}$. Hence combining with Proposition 3.2.2 we can see that $f^{1}$ is in the kernel of $\pi$. Our main result gives a complete characterisation of the kernel of $\pi$.

Theorem 1.0.9. Assume $X=S$ sec $S$ is a modular Fourier-framed curve with $E_{p-1}$ invertible on $X$. The following hold:

1) The inclusion $\mathbb{S}^{\infty} \subset S_{\text {for }}^{\infty}$ has torsion free cokernel.
2) The kernel of $M^{\infty} \rightarrow S_{\text {for }}^{\infty}$ is the p-adic closure of the ideal generated by the elements

$$
f^{\partial}-1, \delta\left(f^{\partial}-1\right), \delta^{2}\left(f^{\partial}-1\right), \ldots
$$

3) The kernel of $\mathbb{S}^{\infty} \rightarrow R((q))^{\wedge}$ is the $p$-adic closure of the ideal generated by the images of the elements

$$
f^{1}, \delta f^{1}, \delta^{2} f^{1}, \ldots
$$

4) The kernel of $M^{\infty} \rightarrow R((q))^{\wedge}$ is the p-adic closure of the ideal generated by the elements

$$
f^{\partial}-1, f^{1}, \delta\left(f^{\partial}-1\right), \delta f^{1}, \delta^{2}\left(f^{\partial}-1\right), \delta^{2} f^{1}, \ldots
$$

Conclusion 1 in Theorem 1.0.9 should be viewed as a "strong" $\delta$-expansion principle. Conclusions 2 and 4 should be viewed as $\delta$-analogues of the Theorem of Swinnerton-Dyer and Serre according to which the kernel of the Fourier expansion map

$$
\bigoplus_{\kappa \geq 0} M\left(\mathbb{F}_{p}, \kappa, N\right) \rightarrow \mathbb{F}_{p}[[q]]
$$

is generated by $E_{p-1}-1 ;$ cf. [20],p. 459.
At the end of the second chapter, we show that there can not be a modular form $\epsilon$ such that $\epsilon^{p-1}=E_{p-1}$ i.e. the $(p-1)$-th root of $E_{p-1}$ is not a modular form. We show this by using the irreducibility of the Igusa curve.

The third chapter is the joint work with A. Buium and the author in [14]. It takes the step to understand the $\delta$-Fourier expansion principle' and the action of the Hecke operators on the Fourier expansion of differential modular forms. We work on $k[[q]]\left[q^{\prime}\right]$ which is the reduction $\bmod p$ of $R[[q]]\left[q^{\prime}\right]$, which is the "holomorphic subspace" of $S_{\text {for }}^{1}$.

For $n$ coprime to $p$ and $f \in R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\left\lceil\left(\right.\right.\right.$ or $\left.k[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]\right)$ we define the Hecke operator $T_{\kappa}(n)$ for each integer $\kappa$ as

$$
\begin{equation*}
T_{\kappa}(n) f:=n^{\kappa-1} \sum_{A, B, D} D^{-\kappa} f\left(\zeta_{D}^{B} q^{A / D}, \delta\left(\zeta_{D}^{B} q^{A / D}\right), \ldots, \delta^{r}\left(\zeta_{D}^{B} q^{A / D}\right)\right) \tag{1.0.9}
\end{equation*}
$$

where $A, B, D$ belong to the set

$$
\left\{(A, B, D) ; A, B, D \in \mathbb{Z}_{\geq 0}, A D=n,(A, N)=1, B<D\right\}
$$

The above definition of $T_{\kappa}(n)$ is a natural extension from the classical definition of Hecke operators. However to find an analogue of the $U$ operator in our case is a challenging question. We use the definition of A. Buium introduced in [11] as the analogue of the $U$ operator. One draw back of this definition is that $U$ is not defined on the whole of $\overline{S_{f o r}^{1}}$ but rather on a linear subspace called the $\delta$-symmetric subspace. Set

$$
\begin{aligned}
A & :=R\left[\left[s_{1}, \ldots, s_{p}\right]\right]\left[s_{1}^{\prime}, \ldots, s_{p}^{\prime}, \ldots, s_{1}^{(r)}, \ldots, s_{p}^{(r)}\right]^{\wedge} \\
B & :=R\left[\left[q_{1}, \ldots, q_{p}\right]\right]\left[q_{1}^{\prime}, \ldots, q_{p}^{\prime}, \ldots, q_{1}^{(r)}, \ldots, q_{p}^{(r)}\right]^{\wedge} .
\end{aligned}
$$

where $s_{1}, \ldots, s_{p}, s_{1}^{\prime}, \ldots, s_{p}^{\prime}, \ldots$ and $q_{1}, \ldots, q_{p}, q_{1}^{\prime}, \ldots, q_{p}^{\prime}, \ldots$ are indeterminates. If $S_{1}, \ldots, S_{p}$ are the fundamental symmetric polynomials in $q_{1}, \ldots, q_{p}$ then the natural algebra map

$$
A \rightarrow B, \quad s_{j}^{(i)} \mapsto \delta^{i} S_{j},
$$

is injective with torsion free cokernel [11].
An element $G \in B$ will be called Taylor $\delta$-symmetric if it is the image of some element $G_{(p)} \in A$ (which is then unique) under the above map. An element $f \in$ $R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ will be called Taylor $\delta-p$-symmetric if

$$
\Sigma_{p} f:=\sum_{j=1}^{p} f\left(q_{j}, \ldots, q_{j}^{(r)}\right) \in B
$$

is Taylor $\delta$-symmetric.
We define $U f$ where $f$ Taylor $\delta-p$-symmetric

$$
U f:=p^{-1}\left(\Sigma_{p} f\right)\left(0, \ldots, 0, q, \ldots, 0, \ldots, 0, q^{(r)}\right)
$$

which is an element in $p^{-1} R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]$. The restriction of $U$ to $R[[q]]$ takes values in $R[[q]]$ and is equal to the classical Atkin's operator

$$
U\left(\sum a_{m} q^{m}\right)=\sum a_{m p} q^{m}
$$

We also define the extension of the Frobenius operator $V$ as

$$
V f=f\left(q^{p}, \ldots, \delta^{r}\left(q^{p}\right)\right) \in R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]
$$

Hence for any $\kappa \in \mathbb{Z}$ and Taylor $\delta-p$-symmetric $f$ we may define

$$
p T_{\kappa}(p) f=p U f+p^{\kappa} V f .
$$

Note that the restriction of $p T_{\kappa}(p)$ to $R[[q]]$ is the classical Hecke operator $T_{k}(p)$ defined by

$$
T_{\kappa}(p)\left(\sum a_{m} q^{m}\right)=\sum a_{p m} q^{m}+p^{\kappa-1} \sum a_{m} p^{p m}
$$

A series $\varphi \in k((q))$ will be called primitive if $U \varphi=0$. A $\delta$-series in $k((q))\left[q^{\prime}, \ldots, q^{(r)}\right]$ will be called primitive if its image in $k((q))$ under the specialization $q^{\prime}=\ldots=q^{(r)}=0$ is primitive. One can define Hecke operators $T_{\kappa}(n), p T_{\kappa}(p)$ on $R((q))\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ (where $p T_{\kappa}(p)$ is only "partially defined" i.e. defined on an appropriate subspace); cf. Chapter 3 for all the relevant details. These operators induce operators $T_{\kappa}(n)$, " $p T_{\kappa}(p)$ " on $k((q))\left[q^{\prime}, \ldots, q^{(r)}\right]$ (where " $p T_{\kappa}(p)$ " is only "partially defined" i.e. defined on an appropriate subspace; the " signs are meant to remind us that the operator $T_{\kappa}(p)$ itself is not defined $\left.\bmod p\right)$.

The following is our main result; it is a consequence of Theorems 4.5.6 and 4.5.7 in Chapter 3. Assume $\kappa \in \mathbb{Z}_{\geq 0}$.

Theorem 1.0.10. There is a one-to-one correspondence between the following sets of objects:
i) Series in $q k[[q]]$ which are eigenvectors of all Hecke operators $T_{\kappa+2}(n), T_{\kappa+2}(p)$, $(n, p)=1$, and which are Fourier expansions of classical modular forms over $k$ of weight $\equiv \kappa+2 \bmod p-1$;
ii) Primitive $\delta$-series in $k[[q]]\left[q^{\prime}\right]$ which are eigenvectors of all Hecke operators $n T_{\kappa}(n), " p T_{\kappa}(p) ",(n, p)=1$, and which are $\delta$-Fourier expansions of $\delta$-modular forms of some order $r \geq 0$ and weight $w$ with $\operatorname{deg}(w)=\kappa$.

This correspondence preserves the respective eigenvalues.
Remark 1.0.11. 1) As Theorems 4.5 .6 and 4.5 .7 will show the correspondence in Theorem 1.0.10 is given, on a computational level, by an entirely explicit formula (but note that the proof that this formula establishes the desired correspondence is not merely computational.) The formula is as follows. If $\varphi=\sum_{m \geq 1} a_{m} q^{m} \in k[[q]]$ is a series as in i) of the Theorem then $a_{1} \neq 0$ and the corresponding $\delta$-series in ii) is given by

$$
\varphi^{\sharp, 2}:=\sum_{(n, p)=1} \frac{a_{n}}{n} q^{n}-\frac{a_{p}}{a_{1}} \cdot\left(\sum_{m \geq 1} a_{m} q^{m p}\right) \frac{q^{\prime}}{q^{p}}+e \cdot\left(\sum_{m \geq 1} a_{m} q^{m p^{2}}\right) \cdot\left(\frac{q^{\prime}}{q^{p}}\right)^{p}
$$

where $e$ is 1 or 0 according as $\kappa$ is 0 or $>0$. (The upper index 2 in $\varphi^{\sharp, 2}$ is meant to reflect the $p^{2}$ exponent in the right hand side of the above equality; later in the body of the thesis we will encounter a $\varphi^{\sharp, 1}$ series as well. The $\sharp$ sign is meant to reflect the link between these objects and the objects $f^{\sharp}$ introduced in [11].)
2) Theorem 1.0.10 provides a complete description of primitive $\delta$-series $\bmod p$ of order 1 which are eigenvectors of all the Hecke operators and which are $\delta$-Fourier expansions of $\delta$-modular forms of arbitrary order. It would be desirable to have such a description in characteristic zero and/or for higher order $\delta$-series. However note that all known examples (so far) of $\delta$-modular forms of order $\geq 2$ which are eigenvectors of all Hecke operators have the property that their $\delta$-Fourier expansion reduced mod $p$ has order 1 ; by the way some of these forms play a key role in $[11,12,13]$. So it is reasonable to ask if it is true that any $\delta$-modular form of order $\geq 1$ which is an eigenvector of all the Hecke operators must have a $\delta$-Fourier expansion whose reduction mod $p$ has order 1.
3) Note that in ii) of the above Theorem one can take the order to be $r=1$ and the weight to be $w=\kappa$. Also note that the $\delta$-modular forms in ii) above have, a priori, "singularities" at the cusps and at the supersingular points. Nevertheless, in the special case when the classical modular forms in i) above come from newforms
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on $\Gamma_{0}(N)$ over $\mathbb{Z}$ of weight 2 one can choose the $\delta$-modular forms in ii) of weight 0 , order 2, and without singularities at the cusps or at at the supersingular points; this was done in [11] where the corresponding $\delta$-modular forms were denoted (at least in the "non-CL" case) by $f^{\sharp}$. These $f^{\sharp}$ S played, by the way, a key role in the proof of the main results in [13] about linear dependence relations among Heegner points. It would be interesting to find analogues of the forms $f^{\sharp}$ in higher weights.
4) One of the subtleties of the above theory is related to the fact that the operator " $p T_{\kappa}(p)$ " is not everywhere defined as mentioned before. The failure of this operator to be everywhere defined is related to the failure of "the fundamental theorem of symmetric polynomials" in the context of $\delta$-functions; cf. [11, 12]. The domain of definition of " $p T_{\kappa}(p)$ " will be the space of all $\delta$-series for which the analogue of "the fundamental theorem of symmetric polynomials" holds; these $\delta$-series will be called Taylor $\delta-p$-symmetric. One of our main results will be a complete determination of the space of Taylor $\delta-p$-symmetric $\delta$-series; cf. Theorems 4.3.1 and 4.3.2.
5) This chapter should be viewed as a first attempt to understand the structure of eigenforms on the Fourier side. It is an on going research project to push this further to characteristic 0 and for higher orders and to consequently develop a $p$-adic analysis à la Katz [19, 22].

## Chapter 2

## Interaction between Arithmetic and Geometric Jet Spaces

We will first show that if $B$ is $p$-adically closed then so is the Witt ring $\mathbb{W}_{n}(B)$. Then in section 2.4 we show that $\mathbb{W}_{n}$ is the right adjoint of the jet space functor $J^{n}$. In section 2.6, we construct a family of canonical ring homomorphism $\Psi$ from $\mathbb{D}_{1} \circ \mathbb{W}_{n}(B) \rightarrow \mathbb{W}_{n} \circ \mathbb{D}_{1}(B)$. We apply this fact to prolong derivatives from the base to the entire of prolongation sequences. As a result we obtain the commutation relation between a derivation and a $p$-derivation. In section 2.8 , we record an important property of "non-completed" jet ring as to how they behave with respect to taking fractions. In section 2.9, we have also recorded another geometric insight as to how the canonical lifts of points on the arithmetic jet space can be viewed as intersection of pull-back of subschemes.
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### 2.1 Witt Vectors

Here we review the basic theory of Witt vectors. We refer to [21] for a detailed exposition. Let $\mathbb{N}$ be the set of positive integers. We call a set $S \subset \mathbb{N}$ a truncation set if $n \in S$ and $d$ is a divisor in $n$ then $d \in S$. Then the big Witt ring $\mathbb{W}_{S}(A)$ is the ring structure endowed on $A^{S}$ such that the ghost map

$$
w: \mathbb{W}_{S}(A) \rightarrow A^{S}
$$

which takes $\left(a_{n}\right)_{n \in S}$ to $\left(w_{n}\right)_{n \in S}$ where

$$
\begin{equation*}
w_{n}=\sum_{d \mid n} d a_{d}^{\frac{n}{d}} \tag{2.1.1}
\end{equation*}
$$

is a natural transformation of functors from the category of rings to itself. As it turns out [21], this ring structure is unique.

If $T \subset S$ are truncation sets, then the forgetful map

$$
R_{T}^{S}: \mathbb{W}_{S}(A) \rightarrow \mathbb{W}_{T}(A)
$$

is a natural ring homomorphism and is called the restriction map. For any $n \in \mathbb{N}$, we can define a new truncation set

$$
S / n=\{d \in \mathbb{N} \mid n d \in S\}
$$

Then there exists a natural ring homomorphism $F_{n}: \mathbb{W}_{S}(A) \rightarrow \mathbb{W}_{S / n}(A)$, called the Frobenius such that the following diagram is commutative

where $\left(F_{n}^{w}\left(\left(x_{m}\right)\right)\right)_{d}=x_{n d}$.

Consider the truncation set $S=\left\{1, p, p^{2}, \ldots\right\} \subset \mathbb{N}$ containing all the powers of $p$. Then $\mathbb{W}(A)=\mathbb{W}_{S}(A)$ is called the ring of $p$-typical Witt vectors and $\mathbb{W}_{n}(A)=$ $\mathbb{W}_{\left\{1, p, \ldots, p^{n}\right\}}(A)$ are called the $p$-typical Witt vectors of length $n+1$ in $A$.

Notation. For the rest of the section, we will denote the $p$-typical Witt vectors by $\mathbb{W}$. The restriction map $R_{\left\{1, \ldots, p^{n-1}\right\}}^{\left\{1, \ldots, p^{n}\right\}}$ and the frobenius map $F_{p}$ would now be shorthanded as $R$ and $F$ respectively. Also note that $F_{p}^{w}$ is nothing but the left-shift operator of sequences.

## $2.2 p$-adic completeness of the Witt rings

We would show that if $B$ is a $p$-adically complete ring then $\mathbb{W}_{n}(B)$ is also $p$-adically complete. Consider the kernel of the reduction map $\mathbb{W}_{n}(B) \rightarrow \mathbb{W}_{n}\left(\frac{B}{p^{k} B}\right)$ and call it $I_{k}$. An element in $p^{\nu} \mathbb{W}_{n}(B)$ is of the form $p^{\nu} x$ for some $x=\left\{x_{0}, \ldots, x_{n}\right\} \in \mathbb{W}_{n}(B)$.

$$
p^{\nu} x=\left\{L_{0}(x), \ldots, L_{n}(x)\right\}
$$

where $L_{i}$ 's satisfy

$$
\sum_{i=0}^{k} p^{i} L_{i}^{p^{n-i}}=p^{\nu}\left(\sum_{i=0}^{k} p^{i} x_{i}^{p^{n-i}}\right)
$$

for all $k \geq 0$.
Lemma 2.2.1. $l p^{i}-i \geq l$ for all $i \geq 1$ and $l \geq 1$

Proof. We have

$$
p^{i-1}+p^{i-2}+\ldots+1 \geq 1+\ldots+1=i
$$

$$
\text { So } \begin{aligned}
l(p-1)\left(p^{i-1+} \ldots+1\right) & \geq i \text { because both } l, p-1 \geq 1 \\
\text { Hence } l\left(p^{i}-1\right) & \geq i \\
\text { Hence } l p^{i}-i & \geq l
\end{aligned}
$$

and this completes the proof.

Lemma 2.2.2. For $0 \leq i \leq n-1, p^{n-i}(\nu-i) \geq \nu$

Proof. The result follows from the following inequality

$$
\begin{array}{rlrl}
p^{n-i} \geq & \geq 1-i / \nu \\
& p^{n-i} \nu & \geq \nu-i \\
& p^{n-i}(\nu-i) & \geq \nu
\end{array}
$$

and this completes the proof.

Lemma 2.2.3. If $0 \leq m \leq \nu-n$ then $p^{\nu} \mathbb{W}_{n}(B) \subset I_{m}$.

Proof. Any element $y \in p^{\nu} \mathbb{W}_{n}(B)$ can be written as $y=\left\{L_{0}(x), \ldots, L_{n}(x)\right\}$ for some $x \in \mathbb{W}_{n}(B)$. We will prove this by induction on $n$. In the case when $n=0$ the result is true. Let us assume that it is true for $n-1$. We know that $L_{n}=$ $p^{\nu-n} \sum_{i=0}^{k} p^{i} x_{i}^{p^{n-i}}-\sum_{i=0}^{n-1} p^{i-n} L_{i}^{p^{n-i}}$. By the induction hypothesis, $v_{p}\left(L_{i}\right) \geq \nu-i$.

$$
\begin{aligned}
v_{p}\left(p^{i-n} L_{i}^{p^{n-i}}\right) & \geq i-n+p^{n-i}(\nu-i) \\
& \geq \nu-n+i, \text { by lemma } 2.2 .2 \\
& \geq \nu-n
\end{aligned}
$$

We have shown that $v_{p}\left(L_{n}\right) \geq \nu-n$. Since all the components $L_{i}$ have valuation greater than $\nu-n$ implies that the element $\left\{L_{0}, \ldots, L_{n}\right\} \in I_{m}$ and this completes the proof.

Lemma 2.2.4. If $m>\nu$ and $m>n$ then $p^{\nu} \mathbb{W}_{n}(B) \supset I_{m}$

## Chapter 2. Interaction between Arithmetic and Geometric Jet Spaces

Proof. It is sufficient to show that for any $y_{0}, \ldots, y_{m} \in B$ there exists $x_{0}, \ldots, x_{n} \in B$ satisfying

$$
\begin{aligned}
L_{0}\left(x_{0}\right) & =p^{m} y_{0} \\
L_{1}\left(x_{0}, x_{1}\right) & =p^{m} y_{1} \\
& \ldots \\
L_{n}\left(x_{0}, \ldots, x_{n}\right) & =p^{m} y_{n}
\end{aligned}
$$

We will prove this by induction. $L_{0}\left(x_{0}\right)=p^{\nu} x_{0}=p^{m} y_{0}$ and hence $x_{0}=p^{m-\nu}$ satisfies the equation. Also we have $v_{p}\left(x_{0}\right) \geq m-\nu$. Let us assume that there are solutions $x_{0}, \ldots, x_{k-1}$ satisfying $L_{i}=p^{m} y_{i}$ and also $v_{p}\left(x_{i}\right) \geq m-\nu$ for all $i \leq k-1$. Define

$$
x_{k}=\sum_{i=0}^{k} \frac{L_{i}^{p^{k-i}}}{p^{k+\nu-i}}-\sum_{i=1}^{k} \frac{x_{k-i}^{p^{i}}}{p^{i}}
$$

$v_{p}\left(\frac{L_{i}^{\nu_{i}^{k-i}}}{p^{k+\nu-i}}\right) \geq m\left(p^{k-i}\right)-(k+\nu-i)$ because each of the $L_{i}$ have valuations greater than equal to $m$.

We claim that $m p^{k-i}-(k-i) \geq m$. If $i=0$ then the both sides of the inequality are 0 and hence the inequality is true. When $i>0$, since we have $m>n \geq k$ and $p^{k-i} \geq 1$, the above inequality is true again This shows that $v_{p}\left(\frac{L_{i}^{p^{k-i}}}{p^{k+\nu-i}}\right) \geq m-\nu$.

For the other terms in the sum $v_{p}\left(\frac{x_{k-i}^{p^{i}}}{p^{i}}\right) \geq p^{i}(m-\nu)$ assume the inductive hypothesis of the valuation of $x_{i}$ 's. Since $m-\nu \geq 1$, by Lemma 2.2.1, we have $v_{p}\left(\frac{x_{k-i}^{p^{i}}}{p^{i}}\right) \geq m-\nu$. We have shown that all the terms in the definition of $x_{k}$ have valuation greater than equal to $m-\nu$, in particular, greater than equal to 0 and hence $x_{k} \in B$ and it easily follows that $x_{k}$ is a solution for $L_{k}\left(x_{0}, \ldots, x_{k}\right)=p^{m} y_{k}$ and this completes the inductive step and hence the proof.

Theorem 2.2.5. If $B$ is p-adically complete then $\mathbb{W}_{n}(B)$ is p-adically complete.
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Proof. Combining lemma 2.2.4 and lemma 2.2.3 we obtain

$$
I_{\nu+1} \subset p^{\nu} \mathbb{W}_{n}(B) \subset I_{\nu-1}
$$

for all $\nu>n$. Hence we obtain the following diagram

where all the maps are surjections. Since the left and the right hand side have $\mathbb{W}_{n}(B)$ as limit, we get that $\mathbb{W}_{n}(B)$ is $p$-adically complete.

### 2.3 The Right Adjointness of the arithmetic jet functor

Let $\mathbb{W}_{n}(B)$ be a $p$-typical Witt vector of length $n+1$. Recall that there are two homomorphisms, $R, F: \mathbb{W}_{n}(B) \rightarrow \mathbb{W}_{n-1}$ where, $R$ is called the restriction and $F$ is the Frobenius. Also recall the ring $R=\mathbb{Z}_{p}^{u r}$.

Remark 2.3.1. Notation wise, it might be a little confusing since $R$ represents the restriction map $R: \mathbb{W}_{n}(B) \rightarrow \mathbb{W}_{n-1}(B)$ and also $R=\mathbb{Z}_{p}^{u r}$. But the usage would be very clear from the context and we do no wish to change one of them as they both are very standard.

Since $R$ has a unique lift of Frobenius, this induces a unique ring homomorphism $R \rightarrow \mathbb{W}_{n}(R)$. Let $A$ and $B$ be $R$-algebras. Let $\operatorname{Hom}_{\delta}\left(A, \mathbb{W}_{n}(B)\right)$ be the set of all ring homomorphisms $\gamma: A \rightarrow \mathbb{W}_{n}(B)$ such that the following diagram is commutative
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where $g: R \rightarrow B$ is the given algebra map of $R$.
We will review the basic definitions and constructions of arithmetic jet spaces. Let $A$ be a finitely generated ring over $R$, where recall $R$ is the completed, maximal, unramified extension of $\mathbb{Z}_{p}$. Then $A=R[\mathbf{x}] /(\mathbf{f})$ where $\mathbf{x}$ is a collection of variables and $\mathbf{f}$ represent a collection of multivariate polynomial in $\mathbf{x}$. Then define the functor $J^{1} A$ from rings to sets as

$$
J^{1} A(B)=\operatorname{Hom}_{\delta}\left(A, \mathbb{W}_{1}(B)\right)
$$

It is to easy to see that the above functor is representable by the ring $R\left[\mathbf{x}, \mathbf{x}^{\prime}\right] /(\mathbf{f}, \delta \mathbf{f})$ where $\mathbf{x}^{\prime}$ are new set of indeterminates. We call this ring $J^{1} A$ again by a slight abuse of notation. By construction, there are two ring homomorphisms-
i) $u: A \rightarrow J^{1} A$ induced by $u(\mathbf{x})=\mathbf{x}$ where the right hand side is the image of $\mathbf{x}$ in $J^{1} A$.
ii) $\phi: A \rightarrow J^{1} A$ defined by $\phi(a)=u(a)^{p}+p \delta a$ where $\delta$ is induced from $\delta \mathbf{x}=\mathbf{x}^{\prime}$.

Now we will define $J^{n}$ inductively for $n$, provided $J^{n-1}$ is already defined. We also have the two canonical maps $(u, \delta): J^{n-2} A \rightarrow J^{n-1} A$ where $\delta$ is the set theoretic map satisfying

$$
\begin{aligned}
\delta(x+y) & =\delta x+\delta y+C_{p}(x, y) \\
\delta(x y) & =x^{p} \delta y+y^{p} \delta x+p \delta x \delta y
\end{aligned}
$$

where $C_{p}(x, y)=\frac{x^{p}+y^{p}-(x+y)^{p}}{p}$.
A ring homomorphism $(f, \Delta): J^{n-1} A \rightarrow \mathbb{W}_{1}(B)$ will be said to satisfy $(*)$ if in the following diagram

$$
\begin{aligned}
& \stackrel{{ }_{u}{ }^{n-1} \delta}{J^{n}} A \stackrel{f}{\Delta} B \\
& J^{n-2} A
\end{aligned}
$$
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we have $\Delta \circ u=f \circ \delta$. Then $J^{n} A$ is the functor from rings to sets defined as

$$
J^{n} A(B)=\left\{(f, \Delta) \in \operatorname{Hom}_{\delta}\left(J^{n-1} A, B\right) \mid(f, \Delta) \text { satisfies }(*)\right\}
$$

It is easy to see that the above functor is represented by $J^{n} A=R[\mathbf{x}] /\left(\mathbf{f}, \ldots \delta^{\mathbf{n}} \mathbf{f}\right)$ with the two canonical maps $(u, \delta): J^{n-1} A \rightarrow J^{n} A$ and where $\phi(a)=u(a)^{p}+p \delta a$ is the lift of the Frobenius like before. Hence we obtain a sequence of rings as follows

$$
A \xrightarrow[\delta]{u} J^{1} A \longrightarrow \cdots \quad J^{n-1} A \xrightarrow[\delta]{u} J^{n} A \longrightarrow \cdots
$$

Definition 2.3.2. Let $X=\operatorname{Spec} A$ be the affine scheme. Then we define $J^{n} X=$ Spf $\widehat{J^{n} A}$, where $\widehat{J^{n} A}$ is the $p$-adic completion of $J^{n} A$. We will also denote $\partial^{n} X=$ Spec $J^{n} A$.

We will show that $\left.J^{n}()_{-}\right)$is the left adjoint of the $\left.\mathbb{W}_{n}()_{-}\right)$functor, that is,

$$
\operatorname{Hom}\left(J^{n} A,,_{-}\right) \simeq \operatorname{Hom}_{\delta}\left(A, \mathbb{W}_{n}(-)\right)
$$

where $A$ is finitely generated over $R$. The case when $n=1$ is true by definition.
We will prove the adjointness of the two functors by induction. Consider the following statements whose conjunction we call $P(n-1)$ :

1) For all $k \leq n-1, \operatorname{Hom}\left(J^{k} A, B\right) \stackrel{\Psi_{k}}{\sim} \operatorname{Hom}_{\delta}\left(A, \mathbb{W}_{k}(B)\right)$. Also define $\mathcal{P}_{k}:=$ $\Psi_{k}\left(\mathbb{1}_{J^{k} A}\right)$ where $\mathbb{1}_{J^{k} A} \in \operatorname{Hom}\left(J^{k} A, J^{k} A\right)$ is the identity element. Also, let $\Psi_{k}^{-1}$ : $\operatorname{Hom}_{\delta}\left(A, \mathbb{W}_{k}(B)\right) \rightarrow \operatorname{Hom}\left(J^{k} A, B\right)$ be the inverse of $\Psi_{k}$, for all $k \leq n-1$.
2) If $\operatorname{Hom}\left(J^{k} A, J^{k} A\right) \simeq \operatorname{Hom}_{\delta}\left(A, \mathbb{W}_{k}\left(J^{k} A\right)\right)$ then $\Psi_{k-1}^{-1}\left(R \circ \Psi_{k}\left(\mathbb{1}_{J^{k} A}\right)\right)=u$ and $\Psi_{k-1}^{-1}\left(F \circ \Psi_{k}\left(\mathbb{1}_{J^{k} A}\right)\right)=\phi$.

Under the induction hypothesis, let $\mathcal{P}_{n-1}=\Psi_{n-1}\left(\mathbb{1}_{J^{n-1} A}\right)$. Then $\mathcal{P}_{n-1}: A \rightarrow$ $\mathbb{W}_{n-1}\left(J^{n} A\right)$ is the universal family for the isomorphism in 1$)$ above.

We will prove $P(n)$ in Theorem 2.3.24.

Let $R: \mathbb{W}_{k}(-) \rightarrow \mathbb{W}_{k-1}(-)$ denote the restriction map and $F: \mathbb{W}_{k}(-) \rightarrow \mathbb{W}_{k-1}(-)$ the Frobenius.

Given any ring $C$, let $w: \mathbb{W}_{k}(C) \rightarrow C^{k+1}$ denote the ghost map for all $k$. Then we can consider the following diagram


We will show that there exists a ring homomorphism $\mathcal{P}_{n}: A \rightarrow \mathbb{W}_{n}\left(J^{n} A\right)$ which makes the above diagram commutative in the following Proposition 2.3.6.

But before we show that for any finitely generated ring $A$ in general, we will prove existence in the case when $A=R[\mathbf{x}]$ where $\mathbf{x}$ is a collection of indeterminate variables. Hence in this particular case, $J^{n} A=R\left[\mathbf{x}, \ldots, \mathbf{x}^{(\mathbf{n})}\right]$. Since $R$ is torsion free, implies that $J^{n} A$ is torsion free too.

Lemma 2.3.3. $(R \times F) \circ w$ is a monomorphism.

Proof. If $\left(x_{0}, \ldots, x_{n}\right) \in \mathbb{W}_{n}\left(J^{n} A\right)$ then $(R \times F)\left(x_{0}, \ldots, x_{n}\right)=\left(x_{0}, \ldots, x_{n-1}\right) \times$ $\left(x_{1}, \ldots, x_{n}\right)$ which is injective. And $w: \mathbb{W}_{n}\left(J^{n} A\right) \rightarrow\left(J^{n} A\right)^{n}$ is injective too because $J^{n} A$ is torsion free. Hence their composition is injective and we are done.

Let $\mathcal{P}_{n-1}: A \rightarrow \mathbb{W}_{n-1}\left(J^{n-1} A\right)$ be given by $\mathcal{P}_{n-1}(a)=\left(P_{0}(a), \ldots, P_{n-1}(a)\right)$, for all $a \in A$ where $P_{0}, \ldots P_{n-1}: A \rightarrow J^{n-1}(A)$ are set-theoretic maps. Define $P_{n}(a) \in$ $J^{n} A \otimes \mathbb{Q}$,

$$
\begin{equation*}
P_{n}(a)=\sum_{i=0}^{n-1} \sum_{j=1}^{p^{n-1-i}} \frac{p^{j-1}}{p^{n-i-1}}\binom{p^{n-i-1}}{j} P_{i}(a)^{p\left(p^{n-i-1}-j\right)}\left(\delta P_{i}(a)\right)^{j} \tag{2.3.1}
\end{equation*}
$$
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The following Lemma proves that the coefficients in the above definition are integral. Lemma 2.3.4. $P_{n}(a) \in J^{n} A$.

Proof. We need to check that $P_{n}(a)$ is $p$-integral. Hence it suffices to show that the valuation, $\nu_{p}\left(\frac{p^{j-1}}{p^{n-i-1}}\binom{p^{n-i-1}}{j}\right) \geq 0$ for all $i$ and $j$. We know that $\nu_{p}\binom{p^{n-i-1}}{j}=n-i-1-\nu_{p}(j)$ and hence

$$
\begin{aligned}
\nu_{p}\left(\frac{p^{j-1}}{p^{n-i-1}}\binom{p^{n-i-1}}{j}\right) & =n-i-1-\nu_{p}(j)+j-1-(n-i-1) \\
& =j-\nu_{p}(j)-1 \\
& \geq 0
\end{aligned}
$$

and we are done.
Proposition 2.3.5. $(R \times F) \circ w$ surjects onto the image of $(w \times w) \circ\left(\mathbb{W}_{n-1}(u) \times\right.$ $\left.\mathbb{W}_{n-1}(\phi)\right) \circ \mathcal{P}_{n-1}$. In particular we have,

$$
((R \times F) \circ w)\left(P_{0}(a), \ldots, P_{n}(a)\right)=(w \times w) \circ\left(\mathbb{W}_{n-1}(u) \times \mathbb{W}_{n-1}(\phi)\right) \circ \mathcal{P}_{n-1}(a)
$$

for all $a \in A$.

Proof. Note that

$$
\begin{aligned}
(w \times w) \circ\left(\mathbb{W}_{n-1}(u) \times \mathbb{W}_{n-1}(\phi)\right) \circ \mathcal{P}_{n-1}(a)= & \left(\sum_{i=0}^{k} p^{i} P_{i}(a)^{p^{k-i}}\right)_{k=0}^{n-1} \times \\
& \left(\sum_{i=0}^{k} p^{i}\left(P_{i}(a)^{p}+p \delta P_{i}(a)\right)^{p^{k-1-i}}\right)_{k=0}^{n-1}
\end{aligned}
$$

On the other hand, we have

$$
((R \times F) \circ w)\left(P_{0}(a), \ldots, P_{n}(a)\right)=\left(\sum_{i=0}^{k} p^{i} P_{i}(a)^{p^{k-i}}\right)_{k=0}^{n-1} \times\left(\sum_{i=0}^{k} p^{i} P_{i}(a)^{p^{k-i}}\right)_{k=1}^{n}
$$
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Hence by comparing the ghost components, it is sufficient to show that,

$$
\sum_{i=0}^{n} p^{i} P_{i}(a)^{p^{n-i}}=\sum_{i=0}^{n-1} p^{i}\left(P_{i}(a)^{p}+p \delta P_{i}(a)\right)^{p^{n-1-i}}
$$

The following computation proves the above claim.

$$
\begin{aligned}
\sum_{i=0}^{n} p^{i} P_{i}(a)^{p^{n-i}}= & \sum_{i=0}^{n-1} p^{i} P_{i}(a)^{p^{n-i}} \\
& +p^{n} \sum_{i=0}^{n-1} \sum_{j=1}^{p^{n-1-i}} \frac{p^{j-1}}{p^{n-i-1}}\binom{p^{n-i-1}}{j} P_{i}(a)^{p\left(p^{n-i-1}-j\right)}\left(\delta P_{i}(a)\right)^{j} \\
= & \sum_{i=0}^{n-1} p^{i} P_{i}(a)^{p^{n-i}} \\
& +\sum_{i=0}^{n-1} p^{i} p^{n-1-i} p \sum_{j=1}^{p^{n-1-i}} \frac{p^{j-1}}{p^{n-i-1}}\binom{p^{n-i-1}}{j} P_{i}(a)^{p\left(p^{n-i-1}-j\right)}\left(\delta P_{i}(a)\right)^{j} \\
= & \sum_{i=0}^{n-1} p^{i}\left(P_{i}(a)^{p}\right)^{\left(p^{n-i-1}\right)} \\
& +\sum_{i=0}^{n-1} p^{p^{i}} \sum_{j=1}^{n-1-i}\binom{p^{n-i-1}}{j} P_{i}(a)^{p\left(p^{n-i-1}-j\right)}\left(p \delta P_{i}(a)\right)^{j} \\
= & \sum_{i=0}^{n-1} p^{i}\left(\left(P_{i}(a)^{p}\right)^{\left(p^{n-i-1}\right)}\right. \\
& \left.+\sum_{j=1}^{p^{n-1-i}}\binom{p^{n-i-1}}{j} P_{i}(a)^{p\left(p^{n-i-1}-j\right)}\left(p \delta P_{i}(a)\right)^{j}\right) \\
= & \sum_{i=0}^{n-1} p^{i}\left(P_{i}(a)^{p}+p \delta P_{i}(a)\right)^{p^{n-1-i}}
\end{aligned}
$$

By Lemma 2.3.3, $(R \times F) \circ w$ is a monomorphism. And by Proposition 2.3.5, it makes sense to compose $(w \times w) \circ\left(\mathbb{W}_{n-1}(u) \times \mathbb{W}_{n-1}(\phi)\right) \circ \mathcal{P}_{n-1}(a)$ with the inverse
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of $(R \times F) \circ w$. Now define,

$$
\mathcal{P}_{n}(a)=((R \times F) \circ w)^{-1} \circ(w \times w) \circ\left(\mathbb{W}_{n-1}\left(R_{L}\right) \times \mathbb{W}_{n-1}\left(\phi_{L}\right)\right) \circ \mathcal{P}_{n-1}(a)
$$

Since $\mathcal{P}_{n}$ is a composition of ring homomorphisms, we get that $\mathcal{P}_{n}$ is a ring homomorphism. Also in proposition 2.3.5 we have shown that, $\mathcal{P}_{n}(a)=\left(P_{0}(a), \ldots, P_{n}(a)\right)$. Hence we have proved the following,

Proposition 2.3.6. If $A=R[\mathbf{x}]$ then there exists a ring homomorphism $\mathcal{P}_{n}: A \rightarrow$ $\mathbb{W}_{n}\left(J^{n} A\right)$ making the following diagrams commutative.


Let $\phi: R \rightarrow R$ be the unique lift of the Frobenius. Suppose $E=\sum_{I} c_{I} x^{I}$ be a multivariate polynomial with coefficients in $R$ and $I$ running through an indexing set. Define $E^{\phi}=\sum_{I} \phi\left(c_{I}\right) x^{I}$. In other words, $E^{\phi}$ is obtained from $E$ by twisting its coefficients by $\phi$. Let us rewrite $P_{n}(a)$ as follows

$$
P_{k}(a)=\delta P_{k-1}(a)+\sum_{i=0}^{k-2} \sum_{j=1}^{p^{k-1-i}} \frac{p^{j-1}}{p^{k-i-1}}\binom{p^{k-i-1}}{j} P_{i}(a)^{p\left(p^{k-i-1}-j\right)}\left(\delta P_{i}(a)\right)^{j}
$$

Lemma 2.3.7. $\phi_{L}\left(E\left(a_{0}, \ldots, a_{k}\right)\right)=E^{\phi}\left(E\left(a_{0}^{p}+p \delta a_{0}, \ldots, a_{k}^{p}+p \delta a_{k}\right)\right)$

Proof. For any $y \in J^{n} A$, we know $\phi_{L}(y)=y^{p}+p \delta y$. Hence

$$
\begin{aligned}
\phi_{L}\left(E\left(a_{0}, \ldots, a_{k}\right)\right) & =\sum_{I} \phi_{L}\left(c_{I}\right) \phi_{L}\left(a_{0}, \ldots, a_{k}\right)^{I} \\
& =\sum_{I} \phi\left(c_{I}\right) \phi_{L}\left(a_{0}, \ldots, a_{k}\right)^{I} \\
& =E^{\phi}\left(E\left(a_{0}^{p}+p \delta a_{0}, \ldots, a_{k}^{p}+p \delta a_{k}\right)\right)
\end{aligned}
$$
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Lemma 2.3.8. There exists a polynomial $E_{k}$ with coefficients in $R$ such that, $\delta P_{k}(a)=E_{k}\left(P_{0}(a), \ldots, P_{k+1}(a)\right)$ for all $k$.

Proof. We will prove this by induction. For $k=0, \delta P_{0}(a)=P_{1}(a)$ and hence the result holds true. Suppose the lemma is true for $k-1$, that is, $\delta P_{i}(a)=$ $E_{i-1}\left(P_{0}(a), \ldots, P_{i}(a)\right)$ for all $i \leq k-1$. Then we know that, $P_{k+1}(a)=\delta P_{k}(a)+$ $H^{\prime}\left(P_{0}(a), \ldots, P_{k}(a)\right)$ for some polynomial $H^{\prime}$, which implies, $\delta P_{k}(a)=P_{k+1}(a)-$ $H^{\prime}\left(P_{0}(a), \ldots, P_{k}(a)\right)$ and this completes the proof.

Lemma 2.3.9. Let $G$ be a polynomial with coefficients in $R$. Then there exists an $H$ such that, $\delta G\left(P_{0}(a), \ldots, P_{k}(a)\right)=H\left(P_{0}(a), \ldots, P_{k+1}(a)\right)$

Proof. We know that

$$
\begin{aligned}
\delta G\left(P_{0}(a), \ldots, P_{k}(a)\right) & =\frac{\phi_{L}\left(G\left(P_{0}(a), \ldots, P_{k}(a)\right)-G\left(P_{0}(a), \ldots, P_{k}(a)\right)^{p}\right.}{p} \\
& =\frac{G^{\phi}\left(P_{0}(a)^{p}+p \delta P_{0}(a), \ldots, P_{k}(a)^{p}+p \delta P_{k}(a)\right)-G\left(P_{0}(a), \ldots, P_{k}(a)\right)^{p}}{p}
\end{aligned}
$$

, by lemma 2.3.7.

By lemma 2.3.8, for all $i$, there exists $E_{i}$ with coefficients in $R$ such that $\delta P_{i}(a)=$ $E_{i}\left(P_{0}(a), \ldots, P_{i+1}(a)\right)$. And hence substituting this in the above equation, we have proved the result.

Lemma 2.3.10. For each $k$, there exists a polynomial $G_{k}$ with coefficients in $R$ such that $P_{k}(a)=\delta^{k} a+G_{k}\left(P_{0}(a), \ldots, P_{k-1}(a)\right)$

Proof. We will proceed by induction on $k$. For $k=1$, we know that $P_{1}(a)=\delta a$ and hence the result is true. Suppose it is true for $k-1$. Then there exists a polynomial $G_{k-1}$ with coefficients in $R$ such that $P_{k-1}(a)=\delta^{k-1} a+G_{k-1}\left(P_{0}(a), \ldots, P_{k-2}(a)\right)$.
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Then,

$$
\begin{aligned}
\delta P_{k-1}(a)= & \delta^{k} a+\delta G_{k-1}\left(P_{0}(a), \ldots, P_{k-2}(a)\right)+ \\
& C_{p}\left(\delta^{k-1} a, G_{k-1}\left(P_{0}(a), \ldots, P_{k-2}(a)\right)\right) \\
= & \delta^{k} a+\delta G_{k-1}\left(P_{0}(a), \ldots, P_{k-2}(a)\right)+ \\
& C_{p}\left(P_{k-1}(a)-G_{k-1}\left(P_{0}(a), \ldots, P_{k-2}(a), G_{k-1}\left(P_{0}(a), \ldots, P_{k-2}(a)\right)\right) .\right.
\end{aligned}
$$

By lemma 2.3.9,
$\delta G_{k-1}\left(P_{0}(a), \ldots, P_{k-2}(a)\right)=H\left(P_{0}(a), \ldots, P_{k-1}(a)\right)$ for some polynomial $H$. Hence we get

$$
\delta P_{k-1}(a)=\delta^{k} a+G^{\prime}\left(P_{0}(a), \ldots, P_{k-1}(a)\right)
$$

Hence using the formula of $P_{k}(a)$ we get,

$$
\begin{aligned}
P_{k}(a) & =\delta P_{k-1}(a)+H^{\prime}\left(P_{0}(a), \ldots, P_{k-1}(a)\right), \text { for some polynomial } H^{\prime} . \\
& =\delta^{k} a+G^{\prime}\left(P_{0}(a), \ldots, P_{k-1}(a)\right)+H^{\prime}\left(P_{0}(a), \ldots, P_{k-1}(a)\right) .
\end{aligned}
$$

and this completes the proof.
Proposition 2.3.11. $R\left[x, \ldots, x^{(n)}\right] \simeq R\left[P_{0}(x), \ldots, P_{n}(x)\right]$

Proof. We will prove this by induction on $n$. When $n=1$, we know that $x=P_{0}(x)$ and hence the result holds true. Suppose true for $n-1$, that is $R\left[x, \ldots, x^{(n-1)}\right] \simeq$ $R\left[P_{0}(x), \ldots, P_{n-1}(x)\right]$. Then by the formula of $P_{n}(x)$, we have $P_{n}(x)=Q\left(x, \ldots, x^{(n)}\right)$ where $Q$ is a polynomial with coefficients in $R$.

By lemma 2.3.10, we know that $x^{(n)}=P_{n}(x)-G_{n}\left(P_{0}(x), \ldots, P_{n-1}(x)\right.$, for some polynomial $G_{n}$ with coefficients in $R$. Hence combining the above two, we conclude that $R\left[x, \ldots, x^{(n)}\right] \simeq R\left[P_{0}(x), \ldots, P_{n}(x)\right]$ and we are done.
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Lemma 2.3.12. If $g \in\left(P_{0}(f), \ldots, P_{k-1}(f)\right)$ then $\delta g \in\left(P_{0}(f), \ldots, P_{k}(f)\right)$.

Proof. It is sufficient to show that $\delta P_{k-1}(f) \in\left(P_{0}(f), \ldots, P_{k}(f)\right)$. We will prove this by induction. For $k=0$, we know that $P_{0}(f)=f$ and $\delta f=P_{1}(f)$ and hence the lemma is true. Now suppose the result is true for $k-1$, that is $\delta P_{k-2}(f) \in$ $\left(P_{0}(f), \ldots, P_{k-1}(f)\right)$. Then $P_{k}(f)=\delta P_{k-1}(f)+h$ where $h \in\left(P_{0}(f), \ldots, P_{k-1}(f)\right)$, which implies that $\delta P_{k-1}(f) \in\left(P_{0}(f), \ldots, P_{k}(f)\right)$ and this completes the proof.

Lemma 2.3.13. $P_{k}(f)=\delta^{k} f+g$ where $g \in\left(P_{0}(f), \ldots, P_{k-1}(f)\right)$.

Proof. We will prove this by induction. For $k=1$, we know that $P_{1}(f)=\delta f$ and hence the result is true. Suppose true for $k-1$, that is, $P_{k-1}(f)=\delta^{k-1} f+g$ where $g \in\left(P_{0}(f), \ldots, P_{k-2}(f)\right)$. Then, $P_{k}(f)=\delta P_{k-1}(f)+h$ where $h \in\left(P_{0}(f), \ldots, P_{k-1}(f)\right)$. Therefore, $P_{k}(f)=\delta\left(\delta^{k-1} f+g\right)+h$ where $g \in\left(P_{0}(f), \ldots, P_{k-2}(f)\right)$. But by lemma 2.3.12, we conclude that $\delta\left(\delta^{k-1} f+g\right)=\delta^{k} f+g^{\prime}$ where $g^{\prime} \in\left(P_{0}(f), \ldots, P_{k}(f)\right)$ and hence $P_{k}(f)=\delta^{k} f+g^{\prime}+h$ and $g^{\prime}+h \in\left(P_{0}(f), \ldots, P_{k-1}(f)\right)$ and this completes the proof.

Lemma 2.3.14. The following is an equality of ideals

$$
\left(f, \delta f, \ldots, \delta^{k} f\right)=\left(P_{0}(f), \ldots, P_{k}(f)\right)
$$

Proof. We make the following :

$$
\text { Claim. } \quad\left(P_{0}(f), \ldots, P_{k}(f)\right) \subset\left(f, \ldots, \delta^{k} f\right)
$$

We will prove this by induction. For $k=0$, we know that $P_{0}(f)=f$. Let us assume the claim is true for $k-1$, that is, $P_{k-1}(f) \in\left(f, \ldots, \delta^{k-1} f\right)$. Then $P_{k}(f)=$ $\delta P_{k-1}(f)+G$ where $G \in\left(f, \ldots, \delta^{k-1} f\right)$. Since $P_{k-1}(f) \in\left(f, \ldots, \delta^{k-1} f\right)$ implies that $\delta P_{k-1}(f) \in\left(f, \ldots \delta^{k-1} f, \delta^{k} f\right)$ and hence $P_{k}(f) \in\left(f, \ldots \delta^{k} f\right)$.

Claim. $\left(f, \ldots, \delta^{k} f\right) \subset\left(P_{0}(f), \ldots, P_{k}(f)\right)$

By lemma 2.3.13 we have $\delta^{k} f=P_{k}(f)-g \in\left(P_{0}(f), \ldots, P_{k}(f)\right)$ and this proves the claim and also completes the proof.

Let $\mathbf{f}$ denote a collection of multivariate polynomials in $\mathbf{x}$.
Proposition 2.3.15. $\frac{R\left[\mathbf{x}, \mathbf{x}^{\prime}, \ldots, \mathbf{x}^{(\mathbf{n})}\right]}{\left(\mathbf{f}, \delta \mathbf{f}, \ldots, \delta^{\mathbf{n}} \mathbf{f}\right)} \simeq \frac{R\left[P_{0}(\mathbf{x}), \ldots, \mathbf{P}_{\mathbf{n}}(\mathbf{x})\right]}{\left(P_{0}(\mathbf{f}), \ldots, \mathbf{P}_{\mathbf{n}}(\mathbf{f})\right)}$

Proof. This follows immediately from the above lemma.
Proposition 2.3.16. Let $A=\frac{R[\mathbf{x}]}{(\mathbf{f})}$. There exists a homomorphism $\mathcal{P}_{n}: A \rightarrow$ $\mathbb{W}_{n}\left(J^{n} A\right)$ making the following diagrams commutative.


Proof. We define $\mathcal{P}_{n}(\overline{g(x)}):=\overline{\mathcal{P}_{n}(g(x))}$, where $g(x)$ is a pre-image in $R[\mathbf{x}]$ of $\overline{g(x)} \in A$. We need to show that this is well defined. It is enough to show that if $f$ is a generator of the ideal $(\mathbf{f})$, then $\overline{\mathcal{P}_{n}(f(x))}=0$, in other words, $\mathcal{P}_{k}(f(x)) \in\left(\mathbf{f}, \ldots, \mathbf{f}^{(n)}\right)$ for all $k$. But this follows from Lemma 2.3.14. The commutativity of the above diagram follows from the commutation of the outer diagram which is true by Lemma 2.3.6


## Chapter 2. Interaction between Arithmetic and Geometric Jet Spaces

Let $C$ be any $R$-algebra and $w=\left(w_{0}, \ldots, w_{n}\right)$ and $w^{\prime}=\left(w_{0}, \ldots, w_{n}\right)$ be two elements in $\mathbb{W}_{n}(C)$. Let the addition and the multiplication laws in the Witt ring be given as

$$
\begin{aligned}
\left(w+w^{\prime}\right)_{k} & =Q_{k}\left(\left(w_{0}, \ldots w_{k}\right),\left(w_{0}^{\prime}, \ldots, w_{k}^{\prime}\right)\right) \\
\left(w \cdot w^{\prime}\right)_{k} & =L_{k}\left(\left(w_{0}, \ldots, w_{k}\right),\left(w_{0}^{\prime}, \ldots, w_{k}^{\prime}\right)\right)
\end{aligned}
$$

Given a ring homomorphism $\gamma: R[\mathbf{x}] \rightarrow \mathbb{W}_{n}(B)$ such that $\gamma(a)=\left(\gamma_{0}(a), \ldots, \gamma_{n}(a)\right)$, define the ring homomorphism,

$$
\begin{aligned}
& \rho_{\gamma}: R\left[P_{0}(\mathbf{x}), \ldots, P_{n}(\mathbf{x})\right] \rightarrow B, \text { by } \\
& \rho_{\gamma}\left(P_{i}(\mathbf{x})\right):=\gamma_{i}(\mathbf{x})
\end{aligned}
$$

We will show that $\rho_{\gamma}\left(P_{i}(g(\mathbf{x}))\right)=\gamma_{i}(g(\mathbf{x}))$ for all $i$.

Lemma 2.3.17. $\left.\rho_{\gamma}\left(P_{i}\left(x^{m}\right)\right)\right)=\gamma_{i}\left(x^{m}\right)$ for all $i$ and $m$.

Proof. We will prove this by induction on $m$. For $m=1$, the result is true by definition. Suppose true for $m-1$. Then

$$
\begin{aligned}
\rho_{\gamma}\left(P_{i}\left(x^{m}\right)\right) & =\rho_{\gamma}\left(L_{i}\left(\left(P_{0}\left(x^{m-1}\right), \ldots, P_{i}\left(x^{m-1}\right)\right),\left(P_{0}(x), \ldots, P_{i}(x)\right)\right)\right) \\
& =L_{i}\left(\left(\rho_{\gamma}\left(P_{0}\left(x^{m-1}\right)\right), \ldots, \rho_{\gamma}\left(P_{i}\left(x^{m-1}\right)\right)\right),\left(\rho_{\gamma}\left(P_{0}(x)\right), \ldots, \rho_{\gamma}\left(P_{i}(x)\right)\right)\right) \\
& =L_{i}\left(\left(\gamma_{0}\left(x^{m-1}\right), \ldots, \gamma_{i}\left(x^{m-1}\right)\right),\left(\gamma_{0}(x), \ldots, \gamma_{i}(x)\right)\right) \\
& =\gamma_{i}\left(x^{m}\right)
\end{aligned}
$$

and this completes the proof.

Lemma 2.3.18. If $g(\mathbf{x})=c x_{1}^{i_{1}} \ldots x_{k}^{i_{k}}$, where $c \in R$, then $\rho_{\gamma}\left(P_{i}(g(\mathbf{x}))\right)=\gamma_{i}(g(\mathbf{x}))$
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Proof. We will prove this by induction on the number of indeterminates $k$.

$$
\begin{aligned}
\rho_{\gamma}\left(P_{i}\left(c \prod_{j=1}^{k} x_{j}^{i_{j}}\right)\right) & =\rho_{\gamma}\left(L_{i}\left(\left(P_{0}\left(c \prod_{j=1}^{k-1} x_{j}^{i_{j}}\right), \ldots P_{i}\left(c \prod_{j=1}^{k-1} x_{j}^{i_{j}}\right)\right),\left(P_{0}\left(x_{k}^{i_{k}}\right), \ldots, P_{i}\left(x_{k}^{i_{k}}\right)\right)\right)\right) \\
& =L_{i}\left(\left(\rho\left(P_{0}\left(c \prod_{j=1}^{k-1} x_{j}^{i_{j}}\right)\right), \ldots \rho\left(P_{i}\left(c \prod_{j=1}^{k-1} x_{j}^{i_{j}}\right)\right)\right),\left(\rho\left(P_{0}\left(x_{k}^{i_{k}}\right)\right), \ldots, \rho\left(P_{i}\left(x_{k}^{i_{k}}\right)\right)\right)\right) \\
& =L_{i}\left(\left(\gamma_{0}\left(c \prod_{j=1}^{k-1} x_{j}^{i_{j}}\right), \ldots, \gamma_{i}\left(c \prod_{j=1}^{k-1} x_{j}^{i_{j}}\right)\right),\left(\gamma_{0}\left(x_{k}^{i_{k}}\right), \ldots, \gamma_{i}\left(x_{k}^{i_{k}}\right)\right)\right) \\
& =\gamma_{i}\left(c \prod_{j=1}^{k} x_{j}^{i_{k}}\right)
\end{aligned}
$$

and this completes the proof.
Proposition 2.3.19. Let $g(\mathbf{x})=\sum_{I} c_{I} x_{i_{1}}^{j_{i_{1}}} \ldots x_{i_{k}}^{j_{i_{k}}}$ where $I$ is a multi-indexing set. Then, $\rho_{\gamma}\left(P_{i}(g(\mathbf{x}))\right)=\gamma_{i}(g(\mathbf{x}))$.

Proof. Suppose $g(\mathbf{x})$ has $l$ summands. We will proceed by induction on the number of summands of $g$. When the number of summands is 1 , we have already showed the claim in the above lemma. Assume the proposition is true for $l-1$ summands then

$$
\begin{aligned}
\rho_{\gamma}\left(P_{i}(g(\mathbf{x}))\right)= & \rho_{\gamma}\left(Q_{i}\left(P_{0}\left(\sum_{I \backslash\left\{i_{1}, \ldots, i_{m}\right\}} c_{I} x_{i_{1}}^{j_{i_{1}}} \ldots x_{i_{k}}^{j_{i_{k}}}\right), \ldots, P_{i}\left(\sum_{I \backslash\left\{i_{1}, \ldots, i_{m}\right\}} c_{I} x_{i_{1}}^{j_{i_{1}}} \ldots x_{i_{k}}^{j_{i_{k}}}\right)\right),\right. \\
& \left.\left(P_{0}\left(c_{i_{1}, \ldots, i_{m}} j_{i_{1}}^{j_{i_{1}}} \ldots x_{i_{m}}^{j_{i_{m}}}\right), \ldots, P_{i}\left(c_{i_{1}, \ldots, i_{m}} x_{i_{1}}^{j_{i_{1}}} \ldots x_{i_{m}}^{j_{i_{m}}}\right)\right)\right) \\
= & Q_{i}\left(\left(\rho_{\gamma}\left(P_{0}\left(\sum \sum_{I} x_{i_{1}}^{j_{i_{1}}} \ldots x_{i_{k}}^{j_{i_{k}}}\right)\right) \ldots, \rho_{\gamma}\left(P_{0}\left(\sum \sum_{I} x_{i_{1}}^{j_{i_{1}}} \ldots x_{i_{k}}^{j_{i_{k}}}\right)\right)\right),\right. \\
& \quad\left(\rho_{\gamma}\left(P_{0}\left(c_{i_{1}, \ldots, i_{m}} x_{i_{1}}^{j_{i_{1}}} \ldots x_{i_{m}}^{j_{i_{m}}}\right)\right), \ldots \rho_{\gamma}\left(P_{0}\left(c_{i_{1}, \ldots, i_{m}} x_{i_{1}}^{j_{i_{1}}} \ldots x_{i_{m}}^{j_{i_{m}}}\right)\right)\right) \\
= & Q_{i}\left(\left(\gamma_{0}\left(\sum_{I \backslash\left\{i_{1}, \ldots, i_{m}\right\}} c_{I} x_{i_{1}}^{j_{i_{1}}} \ldots x_{i_{k}}^{j_{i_{k}}}\right), \ldots, \gamma_{i}\left(\sum_{I \backslash\left\{i_{1}, \ldots, i_{m}\right\}} c_{I} x_{i_{1}}^{j_{i_{1}}} \ldots x_{i_{k}}^{j_{i_{k}}}\right)\right)\right. \\
& \quad\left(\gamma_{0}\left(c_{i_{1}, \ldots, i_{m}} x_{i_{1}}^{j_{i_{1}}} \ldots x_{i_{m}}^{j_{i_{m}}}\right), \ldots, \gamma_{i}\left(c_{i_{1}, \ldots, i_{m}}^{\left.\left.\left.j_{i_{1}}^{j_{i_{1}}} \ldots x_{i_{m}}^{j_{i_{m}}}\right)\right)\right)}\right.\right. \\
= & \gamma_{i}\left(\sum_{I \backslash\left\{i_{1}, \ldots, i_{m}\right\}} c_{I} x_{i_{1}}^{j_{i_{1}}} \ldots x_{i_{k}}^{j_{i_{k}}}+c_{i_{1}, \ldots, i_{m}}^{\left.j_{i_{1}}^{j_{1}} \ldots x_{i_{m}}^{j_{i_{m}}}\right)}\right. \\
= & \gamma_{i}(g(\mathbf{x}))
\end{aligned}
$$
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and this completes the proof.
Corollary 2.3.20. If $f(x) \in R[x]$ such that $\gamma(f(x))=0$, then $\rho_{\gamma}\left(P_{i}(x)\right)=0$.

Proof. $\gamma(f(x))=\left(\gamma_{0}(f(x)), \ldots, \gamma_{n}(f(x))\right)=0$. Hence by Proposition 2.3.19, $\rho_{\gamma}\left(P_{i}(x)\right)=\gamma_{i}(f(x))=0$. for all $i$.

Corollary 2.3.21. If $\gamma: R[x] \rightarrow \mathbb{W}_{n}(B)$ such that $\gamma(f(x))=0$, then $\rho_{\gamma}: R\left[x, \ldots, x^{(n)}\right] \rightarrow B$ descends to a ring homomorphism, $\rho_{\gamma}: \frac{R\left[x, \ldots, \ldots x^{(n)}\right]}{\left(f, \ldots, \delta^{n} f\right)} \rightarrow B$.

Proof. This follows from $\frac{R\left[x, \ldots, x^{(n)}\right]}{\left(f, \ldots, \delta^{n} f\right)} \simeq \frac{R\left[P_{0}(x), \ldots, P_{n}(x)\right]}{\left(P_{0}(f), \ldots, P_{n}(f)\right)}$ and, $\gamma(f(x))=0 \Rightarrow$ $\rho_{\gamma}\left(P_{i}(f)\right)=0$.

Let $A=\frac{R[\mathbf{x}]}{(\mathbf{f})}$, then $J^{n} A=\frac{R\left[\mathbf{x}, \ldots, \mathbf{x}^{(n)}\right]}{\left(\mathbf{f}, \ldots \delta^{n} \mathbf{f}\right)} \simeq \frac{R\left[P_{0}(\mathbf{x}), \ldots, P_{n}(\mathbf{x})\right]}{\left(P_{0}(\mathbf{f}), \ldots, P_{n}(\mathbf{f})\right)}$. It follows immediately from the above corollary that $\rho_{\gamma}$ descends to a ring homomorphism from $J^{n} A$ to $B$.

Definition 2.3.22. Define $\Theta_{n}: \operatorname{Hom}\left(A, \mathbb{W}_{n}(B)\right) \rightarrow \operatorname{Hom}\left(J^{n} A, B\right)$ as $\Theta_{n}(\gamma):=\rho_{\gamma}$.
Definition 2.3.23. Define, $\Psi_{n}: \operatorname{Hom}\left(J^{n} A, B\right) \rightarrow \operatorname{Hom}\left(A, \mathbb{W}_{n}(B)\right)$ as

$$
\Psi_{n}(\rho)(a):=\left(\rho\left(P_{0}(a)\right), \ldots, \rho\left(P_{n}(a)\right)\right)
$$

Theorem 2.3.24. $\Theta_{n} \circ \Psi_{n}=\mathbb{1}$ and $\Psi_{n} \circ \Theta_{n}=\mathbb{1}$, in other words $\theta_{n}=\Psi_{n}^{-1}$. We also have $\theta_{n-1}\left(R \circ \Psi_{n}\left(\mathbb{1}_{J^{n} A}\right)\right)=u, \quad \theta_{n-1}\left(F \circ \Psi_{n}\left(\mathbb{1}_{J^{n} A}\right)\right)=\phi$.

Proof. Let $A=\frac{R[\mathbf{x}]}{(\mathbf{f})}$. Given a $\rho: J^{n} A \rightarrow B$, then $\Psi_{n}(\rho)(\overline{\mathbf{x}})=\left(\rho\left(P_{0}(\mathbf{x})\right), \ldots, \rho\left(P_{n}(\mathbf{x})\right)\right)$ where $\overline{\mathbf{x}}$ is the image of $\mathbf{x}$ in $A$. Hence we get $\Theta_{n}\left(\Psi_{n}(\rho)\right)\left(P_{i}(\mathbf{x})\right)=\rho\left(P_{i}(\mathbf{x})\right)$ for all $i$, but this is $\rho$ itself, which proves, $\Theta_{n} \circ \Psi_{n}=\mathbb{1}$.

On the other hand, given a $\gamma: A \rightarrow \mathbb{W}_{n}(A), \gamma(a)=\left(\gamma_{0}(a), \ldots, \gamma_{n}(a)\right)$ then, $\Theta_{n}(\gamma)\left(P_{i}(\mathbf{x})\right)=\gamma_{i}(\mathbf{x})$ for all $i$ by definition. Now

$$
\begin{aligned}
\Psi_{n}\left(\Theta_{n}(\gamma)\right)(\mathbf{x}) & =\left(\Theta_{n}(\gamma)\left(P_{0}(\mathbf{x})\right), \ldots, \Theta_{n}(\gamma)\left(P_{n}(\mathbf{x})\right)\right) \\
& =\left(\gamma_{0}(\mathbf{x}), \ldots, \gamma_{n}(\mathbf{x})\right) \\
& =\gamma(\mathbf{x})
\end{aligned}
$$
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and this proves the latter identity, $\Psi_{n} \circ \Theta_{n}=\mathbb{1}$.
The last part of the theorem follows from proposition 2.3.16.
Remark 2.3.25. We would like to remark that the above proof can be shortened if one assumes that $J^{n} A$ is torsion free. However, this assumption would be a very strong one as it could be very well that even if $A$ is not torsion free, $J^{n} A$ could have $p$-torsion. The following is an example- consider $A=\frac{\mathbb{Z}[x]}{\left(x^{p}\right)}$ then $J^{1} A=\frac{\mathbb{Z}\left[x, x^{1}\right]}{\left(x^{p}, p f\right)}$ where $f$ is a polynomial in $x$ and $x^{\prime}$. Here the image of $f$ in $J^{1} A$ is a torsion element.

Corollary 2.3.26. If $X=\mathbb{A}^{k}$ then $\mathcal{J}^{n} X \simeq \mathbb{W}_{n}^{k}$.

Proof. $X=\operatorname{Spec} R[\mathbf{x}]$ where $\mathbf{x}$ represents $k$ indeterminate variables. Then $\operatorname{Hom}\left(J^{n}(R[\mathbf{x}]), B\right) \simeq \operatorname{Hom}\left(R[\mathbf{x}], \mathbb{W}_{n}(B)\right)$. But $\operatorname{Hom}\left(R[\mathbf{x}], \mathbb{W}_{n}(B)\right) \simeq \mathbb{W}_{n}(B)^{k}$ and hence the result follows.

If $B$ is a $p$-adically complete $p$-torsion free ring such that it has a perfect residue field $k$ then we know that $B / p^{n+1} B \simeq \mathbb{W}_{n}(k)$ [26]. We obtain the following, which shows the bijection between the $k$ points of the jet-space with the Greenberg transform of $X$.

Corollary 2.3.27. If $X$ is a scheme over $R$ then $\partial^{n} X(k) \simeq X\left(B / p^{n+1} B\right)$.

If $B$ is a $p$-adically complete ring, then we have $\operatorname{Hom}\left(\widehat{J^{n} A}, B\right) \simeq \operatorname{Hom}\left(J^{n} A, B\right)$ from the universality properties of completions. Also, if we further assume that $A$ is $p$-adically complete, then we obtain

$$
\operatorname{Hom}\left(\widehat{J^{n} A}, B\right) \simeq \operatorname{Hom}_{\delta}\left(A, \mathbb{W}_{n}(B)\right)
$$

which is an isomorphism in the category of $p$-adically complete rings because by $2.2 .5, \mathbb{W}_{n}(B)$ is $p$-adically complete.

Hence, given an affine scheme $X$, we have shown that

$$
\left.\operatorname{Hom}\left(\operatorname{Spf} B, J^{n} X\right)\right) \simeq \operatorname{Hom}\left(\operatorname{Spf} \mathbb{W}_{n}(B), \hat{X}\right)
$$
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where $\hat{X}$ denotes the $p$-adic formal completion of $X$.
Definition 2.3.28. We will call a ring $A$ a $\delta$-ring if there exists a $p$-derivation $\delta: A \rightarrow A$.

The following Proposition is an application of our map $\mathcal{P}$.
Proposition 2.3.29. Let $A$ be a $\delta$-ring which is also $p$-torsion free, then its nilradical is a $\delta$-closed ideal, i.e, it is preserved under $\delta$.

Proof. The derivation $\delta$ on $A$ induces the ring homomorphism $\mathcal{P}: A \rightarrow \mathbb{W}_{1}(A)$. Hence if $a \in A$ is nilpotent then $\mathcal{P}(a)$ is nilpotent too. Recall that the image of $a$ by Teichmuller lift $A \xrightarrow{[-]} \mathbb{W}_{1}(A), a \mapsto(a, 0,0, \ldots)$, is also nilpotent in $\mathbb{W}_{1}(A)$. There fore $\mathcal{P}(a)-[a]$ is nilpotent. But $\mathcal{P}(a)-[a]=(0, \delta a)$ and we have $(0, \delta a)^{N}=0$ for some $N$ which implies that $p^{N+1} \delta a^{N}=0 \Rightarrow \delta a^{N}=0$ because $A$ is $p$-torsion free.

### 2.4 Prolongations of formal groups

Let $X=\operatorname{Spf} \widehat{A}$ be an affine $p$-adic formal scheme where $A$ is noetherian and finitely generated and $\widehat{A}$ denotes its $p$-adic completion. Then $A$ can be represented as $A=$ $R[\mathbf{x}] /(\mathbf{f})$; $\mathbf{x}$ represents the collection of finite number of indeterminates and (f) the ideal generated by a collection of polnomials $\mathbf{f}$. Then we define the $p$-adic jetspaces of $J^{n} X$ as $J^{n} X=\operatorname{Spf} \widehat{J^{n} A}$ where $J^{n} A=R\left[\mathbf{x}, \ldots, \mathbf{x}^{(\mathbf{n})}\right] /\left(\mathbf{f}, \ldots, \mathbf{f}^{(\mathbf{n})}\right)$ as before. Consider the $p$-adic formal group $\hat{\mathbb{G}}_{a}=\operatorname{Spf} \widehat{R[x]}$. Then for any $p$-adically complete $R$-algebra $B$, we have

$$
\left.\operatorname{Hom}\left(\widehat{J^{n}(R[x]}\right), B\right) \simeq \operatorname{Hom}\left(\widehat{R[x]}, \mathbb{W}_{n}(B)\right)
$$

But then $\operatorname{Hom}\left(R[x\rceil, \mathbb{W}_{n}(B)\right) \simeq \mathbb{W}_{n}(B)$ since it is sufficient to specify the image of the generator $x$ which implies that $\left.\operatorname{Hom}\left(\widehat{J^{n}(R[x]}\right),{ }_{-}\right) \simeq \mathbb{W}_{n}(-)$. Hence we obtain

$$
J^{n} \hat{\mathbb{G}}_{a} \simeq \mathbb{W}_{n}
$$

as formal schemes. Note that the structure of $J^{n} \hat{\mathbb{G}}_{a}$ as a ring object is precisely that of the structure of Witt vectors.

### 2.5 Morphisms between two compositions

Suppose we are in the category of $R$-algebras. Consider the functor $\mathbb{D}_{1}:$ Rings $\rightarrow$ Rings where $\mathbb{D}_{1}(B)=B[\epsilon] /\left(\epsilon^{2}\right) . \mathbb{D}_{1}$ attaches the ring of dual numbers to a given ring $B$. Then given $\alpha:=\left(\alpha_{0}, \ldots, \alpha_{n}\right) \in B^{n+1}$, we will construct a functorial homomorphism $\Psi_{\alpha}: \mathbb{D}_{1} \circ \mathbb{W}_{n}(B) \rightarrow \mathbb{W}_{n} \circ \mathbb{D}_{1}(B)$.

Proposition 2.5.1. Let $B$ be torsion free. If $\alpha \in \mathbb{W}_{n}\left(\mathbb{D}_{1}(B)\right)$ such that $\alpha^{2}=0$ then $\alpha$ is of the form $\left(\alpha_{0} \epsilon, \ldots, \alpha_{n} \epsilon\right)$ where $\alpha_{i} \in B$ for all $i$.

Proof. We will prove this by induction. Since $B$ is torsion free implies that $\mathbb{D}_{1}(B)$ is torsion free too. Hence the ghost map $w: \mathbb{W}_{n} \circ \mathbb{D}_{1}(B) \rightarrow \mathbb{D}_{1}(B)^{n+1}$ is injective. In the case of $n=1$ the result follows from an easy computation. Suppose the result is true for $n-1$. Let $\alpha=\left(\alpha_{0} \epsilon, \ldots, \alpha_{n-1} \epsilon, \beta+\alpha_{n} \epsilon\right)$ be a square zero term in $\mathbb{W}_{n} \circ \mathbb{D}_{1}(B)$. Then we have $w_{n}(\alpha)^{2}=\left(p^{n} \beta+p^{n} \alpha_{n}\right)^{2} \epsilon=0$. This equation gives us the solution of $\beta=0$ and we are done.

Proposition 2.5.2. $\left(\alpha_{0} \epsilon, \ldots, \alpha_{n} \epsilon\right)$ is an element in $\mathbb{W}_{n} \circ \mathbb{D}_{1}(B)$ whose square is zero.

Proof. It is sufficient to consider the case when $B$ is torsion free. Then the result follows from proposition 2.5.1.

Both $\mathbb{D}_{1} \circ \mathbb{W}_{n}(B)$ and $\mathbb{W}_{n} \circ \mathbb{D}_{1}(B)$ are $\mathbb{W}_{n}(B)$ algebras. Hence giving a homomorphism from $\mathbb{D}_{1} \circ \mathbb{W}_{n}(B)\left(=\mathbb{W}_{n}(B)[\epsilon] /\left(\epsilon^{2}\right)\right)$ to $\mathbb{W}_{n} \circ \mathbb{D}(B)$ is equivalent to sending $\epsilon$ to a square-zero element in $\mathbb{W}_{n} \circ \mathbb{D}(B)$. By proposition 2.5.2, the ring homomorphism $\Psi_{\alpha}$ defined as $\Psi_{\alpha}(\epsilon):=\left(\alpha_{0} \epsilon, \ldots, \alpha_{n} \epsilon\right)$ for $\alpha \in R^{n+1}$ gives us the following
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Proposition 2.5.3. There exists a family of canonical ring homomorphisms $\Psi_{\alpha}: \mathbb{D}_{1}$ 。 $\mathbb{W}_{n}(B) \rightarrow \mathbb{W}_{n} \circ \mathbb{D}_{1}(B)$, for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in B^{\times n+1}$ such that $\Psi_{\alpha}(\epsilon)=\left(\alpha_{0} \epsilon, \ldots, \alpha_{n} \epsilon\right)$

Example. In the case when $n=1$ and $\alpha=\left(\alpha_{0}, \alpha_{1}\right) \in B^{2}$ one can easily check that

$$
\begin{equation*}
\Psi_{\alpha}\left(\left(a_{0}, a_{1}\right)+\left(b_{0}, b_{1}\right) \epsilon\right)=\left(a_{0}+\alpha_{0} b_{0} \epsilon, a_{1}+\left(\alpha_{1} b_{0}^{p}+p b_{1} \alpha_{1}+\alpha a_{0}^{p-1} b_{0}\right) \epsilon\right) \tag{2.5.1}
\end{equation*}
$$

The following is a list of the first few terms where $\alpha_{i}$ 's are chosen to be equal to 1,

$$
\begin{aligned}
b_{0}^{\prime} & =b_{0} \\
b_{1}^{\prime} & =\sum_{i=0}^{1} p^{i} b_{i}^{p^{r}-i}-a_{i}^{p} b_{i}^{\prime} \\
& =b_{0}^{p}+p b_{1}-a_{0}^{p} b_{0} \\
& =w_{1}\left(\left\{b_{i}\right\}\right)-a_{0}^{p} b_{0} \\
b_{2}^{\prime} & =\sum_{i=0}^{2} p^{i} b_{0}^{p^{r}-i}-\sum_{i=0}^{1} a_{i}^{p^{1-i}} b_{i}^{\prime} \\
& =b_{0}^{p^{2}}+p b_{1}^{p}+p^{2} b_{2}-\left(a_{0}^{p} b_{0}+a_{1} b_{0}^{p}+p a_{1} b_{1}-a_{0}^{p} a_{1} b_{0}\right) \\
& =w_{2}\left(\left\{b_{i}\right\}\right)-\left(a_{0}^{p} b_{0}+a_{1} b_{0}^{p}+p a_{1} b_{1}-a_{0}^{p} a_{1} b_{0}\right)
\end{aligned}
$$

Theorem 2.5.4. Let $X=$ Spec $A$. Then there exists a morphism $\Psi: \mathbb{A}^{n+1} \times$ $J^{n} T X \rightarrow T J^{n} X$.

Proof. For any ring $B$, note that

$$
\begin{equation*}
J^{n} T X(\operatorname{Spec} B) \simeq \operatorname{Hom}\left(A, \mathbb{D}_{1} \circ \mathbb{W}_{n}(B)\right) \tag{2.5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
T J^{n} X(S p e c ~ B) \simeq H o m ~\left(A, \mathbb{W}_{n} \circ \mathbb{D}_{1}(B)\right) \tag{2.5.3}
\end{equation*}
$$

Now define $\Psi:\left(\mathbb{A}^{n+1} \times J^{n} T X\right)(\operatorname{Spec} B) \rightarrow T J^{n} X(\operatorname{Spec} B)$ as $\Psi(\alpha, \chi):=\left(\chi \circ \Psi_{\alpha}\right)$.
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### 2.6 Prolongation of derivatives

Let $A=\mathcal{O}(X)$ be the co-ordinate ring of the affine scheme $X$, smooth over $R$. Assume $X$ possesses a system $T_{1}, \ldots, T_{d}$ of étale coordinates. Then recall from [10] that

$$
\begin{equation*}
\widehat{J^{n} A}:=\mathcal{O}\left(J^{n} X\right)=A\left[T_{1}^{\prime}, \ldots, T_{d}^{\prime}, \ldots, T_{1}^{(n)}, \ldots, T_{d}^{(n)} \widehat{\jmath}\right. \tag{2.6.1}
\end{equation*}
$$

For a scheme $X=\operatorname{Spec} A$, let $\Omega$ be its sheaf of diffentials. Let $T A=\operatorname{Symm} \Omega$. Then $T Y=\operatorname{Spec} T A$ is the physical tangent scheme of $X$ and $T A$ is the co-ordinate ring of functions of $T X$. Let $B^{*}$ be a prolongation sequence and let $\partial: A \rightarrow B^{0}$ be a derivation. Then we can canonically prolong the derivation as follows

Theorem 2.6.1. There exists a compatible system of derivatons $\partial$ making the following diagram commute:


Proof. Given a derivation $A \xrightarrow{\partial} B^{0}$, we get a ring homomorphism $T A \rightarrow B^{0}$ by universal property of the tangent ring. And with the universal property of the jet spaces, we obtain

$$
\begin{equation*}
J^{n} T A \rightarrow B^{n} \tag{2.6.2}
\end{equation*}
$$

But there is a canonical morphism $\psi: T J^{n} A \rightarrow J^{n} T A$ hence by composing we obtain
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Hence we obtain a morphism $T J^{n} A \rightarrow B^{n}$ which by the universal property of the tangent ring gives us the required derivation.

The above theorem can be diagrammatically represented as

where the vertical arrows $T J^{n-1} A \rightarrow T J^{n} A$ are obtained from the canonical prolongation sequence $J^{n-1} A \rightarrow J^{n} A$ after applying the Tangent functor $T$ to it. Now let us reinterpret the above prolongation of derivatives for the sake of computation.

Let $B^{0} \rightarrow \ldots \rightarrow B^{n-1} \xrightarrow{(u, \delta)} B^{n} \ldots$ be a prolongation sequence. Then for each $n$, the pair of maps $(u, \delta)$ can be interpreted as a ring homomorphism $B^{n-1} \xrightarrow{(u, \delta)}$ $\mathbb{W}_{1}\left(B^{n}\right)$. This induces the ring homomorphism $\mathbb{D}_{1}\left(B^{n-1}\right) \xrightarrow{(u, \delta)} \mathbb{D}_{1}\left(\mathbb{W}_{1}\left(B^{n}\right)\right)$, and hence composing with $\Psi$ we get the following
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Hence, we have created a new prolongation sequence $\mathbb{D}_{1}\left(B^{*}\right)$ from $B^{*}$. And from the computation above we get

$$
\begin{equation*}
\Psi \circ(u, \delta)(a+b \epsilon)=\left(u(a)+u(b) \epsilon, \delta a+\left(\phi(b)+u(a)^{p-1} u(b)\right) \epsilon\right) \tag{2.6.3}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
(\Psi \circ(u, \delta)) \epsilon=(\epsilon, \epsilon) \tag{2.6.4}
\end{equation*}
$$

Hence if we start with a derivation $(f, \partial): A \rightarrow B^{0}$, in other words a ring homomorphism $(f, \partial): A \rightarrow \mathbb{D}_{1}\left(B^{0}\right)$ and since $\mathbb{D}_{1}\left(B^{*}\right)$ is a prolongation sequence, by universal property, we have a morphism of prolongation sequences $J^{*} A \xrightarrow{(f, \partial)} \mathbb{D}_{1}\left(B^{*}\right)$ satisfying

and $(f, \partial)(x)=f(x)+(\partial x) \epsilon$.

Proposition 2.6.2.

$$
\begin{equation*}
\xi(d x)=\partial(\delta x)=\phi(\partial x)-f(x)^{p-1} \partial x \tag{2.6.5}
\end{equation*}
$$

Proof. From the commutation of the above diagram we get

$$
\begin{aligned}
(f, \partial)(\delta x) & =\delta \circ(f, \partial)(x) \\
f(\delta x)+\partial(\delta x) \epsilon & =\delta(f(x)+(\partial x) \epsilon \\
& =f(\delta x)+\left(\phi(\partial x)-f(x)^{p-1} \partial x\right) \epsilon
\end{aligned}
$$

and comparing the $\epsilon$ coordinate we get the required result.

In particular, if we chose the prolongation sequence $B^{*}=\left\{J^{*} T A\right\}$ then we obtain

where $\xi$ satisfies by Proposition 2.6.5

$$
\begin{equation*}
\xi(d x)=\phi(d x)-x^{p-1} d x \tag{2.6.6}
\end{equation*}
$$

Recall from [10], 3.21 the following definition

$$
\begin{equation*}
\left(J^{n} T A\right)^{+}:=\sum_{j=0}^{n} \sum_{f \in A} \widehat{J^{n} A}(d f)^{\phi^{j}} \subset \widehat{J^{n} T A} \tag{2.6.7}
\end{equation*}
$$

Then $\left(J^{n} T A\right)^{+}$is a free $\widehat{J^{n} A}$ module with basis

$$
\left\{\left(d T_{i}\right)^{\phi^{j}} \mid 1 \leq i \leq d, 0 \leq j \leq n\right\}
$$

Proposition 2.6.3. The homomorphism $\xi: T\left(\widehat{J^{n} A}\right) \rightarrow \widehat{J^{n} T A}$ induces the isomorphism

$$
\begin{equation*}
\xi: T\left(\widehat{J^{n} A}\right) \simeq\left(J^{n} T A\right)^{+} \tag{2.6.8}
\end{equation*}
$$

Proof. We will prove this by iduction on $n$. For $n=0$, it is clear as $\left(J^{0} T A\right)^{+} \simeq$ $T A$. From 2.6.5, for all $i$ we obtain

$$
\xi\left(d\left(\delta T_{i}^{(n-1)}\right)\right)=\phi\left(\xi\left(d\left(T_{i}^{(n-1)}\right)\right)\right)-\left(T_{i}^{(n-1)}\right)^{p-1} \xi\left(d\left(T_{i}^{(n-1)}\right)\right)
$$
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But by induction $\xi\left(d\left(T_{i}^{(n-1)}\right)\right)=\left(d T_{i}\right)^{\phi^{n-1}}+O(n-2)$ which implies that $\phi\left(\xi\left(d\left(T_{i}^{(n-1)}\right)\right)\right)=\left(d T_{i}\right)^{\phi^{n}}+O(n-1)$ and we are done.

To rephrase what we have shown above

$$
\begin{equation*}
T\left(\widehat{J^{n} A}\right) \simeq \widehat{J^{n} A}\left[d T_{1}, \ldots, d\left(T_{1}^{(n-1)}\right), \ldots, d\left(T_{d}^{(n-1)}\right)\right] \stackrel{\xi}{\simeq} \widehat{J^{n} A}\left[d T_{1}, \ldots,\left(d T_{1}\right)^{\phi^{n}}, \ldots,\left(d T_{d}\right)^{\phi^{n}}\right] \tag{2.6.9}
\end{equation*}
$$

Hence, given a derivation $\partial: A \rightarrow B^{0}$, in order to prolong it between $\left\{J^{*} A\right\}$ and $B^{*}$, it is sufficient to specify where the generators of $T J^{n} A$ go. For example, the $\delta$-conjugate operators $\partial_{n}$ in [10] are obtained by sending

$$
\begin{align*}
& \text { i) } d\left(T_{i}^{(j)}\right) \quad \rightarrow 0, \forall 0 \leq i \leq d, 1 \leq j \leq n-1 . \\
& \text { ii) } d\left(T_{i}^{(n)}\right) \rightarrow \phi^{n} \partial T_{i}^{(n)} . \tag{2.6.10}
\end{align*}
$$

Condition $i i)$ is equivalent to $\partial_{n}\left(\phi^{n} T_{i}\right)=p^{n} \phi^{n} \partial T_{i}$.
We could also define a new set of operators $\partial_{n}^{+}$in the same spirit as above by specifying

$$
\begin{align*}
& \text { i) } d\left(T_{i}^{(j)}\right) \rightarrow 0, \forall 0 \leq i \leq d, 1 \leq j \leq n-1 \\
& \text { ii) } d\left(T_{i}^{(n)}\right) \rightarrow \delta^{n} \partial T_{i}^{(n)} \tag{2.6.11}
\end{align*}
$$

Condition $i i$ ) is equivalent to $\partial_{n}^{+}\left(\phi^{n}\left(T_{i}\right)\right)=p^{n} \delta^{n} \partial T_{i}$.

### 2.7 Base Change Property.

We record the following "base-change" property of arithmetic jet spaces. One notes that the arithmetic jetspace, if not $p$-adically completed, does not behave well under localization. If $X=\operatorname{Spec} A$ and $s \in A$, consider the open subset $X_{s}=\operatorname{Spec} A_{s} \subset X$. Then by [10], $\mathcal{J}^{1}\left(X_{s}\right)=\operatorname{Spec}\left(J^{1} A\right)_{s \phi(s)} \neq\left(\mathcal{J}^{1} X\right)_{s}$ where recall that $\mathcal{J}^{1} X=\operatorname{Spec} J^{1} A$.
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Hence one can see that the non-completed jet-space apparently does not behave well under the localisation, whereas it is so in the case of differential algebra [5].

However, unlike the geometric jet spaces, arithmetic jet spaces have more than one canonical map between $J^{n} X \rightarrow X$, namely the Frobenius $\phi$ and its higher powers. Once we take them into account, it is easy to see that the following is true.

Proposition 2.7.1. The following diagram is commutative


Proof. Since $J^{n} X_{s}=\operatorname{Spec} A_{\left(s, \phi(s), \ldots, \phi^{n}(s)\right)}$ by [10], the result follows immediately.

### 2.8 Canonical lift as an intersection of subschemes

Recall from [10] that for a given $p$-torsion free ring $B$ which has a lift of Frobenius, one can define the lift of $B$ points of a scheme $X$ to $B$ points of $J^{n} X$

$$
\nabla^{n}: X(B) \rightarrow J^{n} X(B)
$$

If $X=\mathbb{A}^{n}$ then for any $x \in \mathbb{A}^{n}(B)$ we have, $\nabla^{n} x=\left(x, \delta x, \ldots, \delta^{n} x\right)$. We will show that the canonical lift of the point can be realised as an intersection of subschemes. We will state it in an "intersection theory" setting. Consider the morphism $J^{n} X \xrightarrow{\left(\pi, \phi, \ldots, \phi^{n}\right)}$ $X^{n+1}$.

Lemma 2.8.1.

$$
\begin{equation*}
\phi^{n}(x)=p^{n} x^{(n)}+f_{n-1}\left(x, \ldots, x^{(n-1)}\right) \tag{2.8.1}
\end{equation*}
$$

where $f_{(n-1)}$ is a polynomial of order $n-1$.
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Proof. We will prove this by induction. For $n=1$ it is clear. Assuming true for $n-1$,

$$
\begin{aligned}
\phi^{n}(x) & =\phi\left(p^{n-1} x^{(n-1)}+f_{n-2}\right) \\
& =p^{n-1} \phi\left(x^{(n-1)}\right)+\phi\left(f_{n-2}\right) \\
& =p^{n-1}\left(p x^{(n)}+\left(x^{(n-1)}\right)^{p}+\phi\left(f_{n-2}\right)\right. \\
& =p^{n} x^{(n)}+\left(p^{n-1}\left(x^{(n-1)}\right)^{p}+\phi\left(f_{n-2}\right)\right)
\end{aligned}
$$

Call $f_{n-1}=p^{n-1}\left(x^{(n-1)}\right)^{p}+\phi\left(f_{n-2}\right)$ completes the proof.
Proposition 2.8.2. $\nabla^{n} P=\left(\pi, \phi, \ldots, \phi^{n}\right)^{*}(P)$ where $P \in X(B)$.

Proof. Assume $X=\operatorname{Spec} A$ is affine and suppose $A=R[x] /(f)$ where $x$ represents a collection of indeterminates. Then
$J^{n} A=\operatorname{Spec} R\left[x, \ldots, x^{(n)}\right] /\left(f, \ldots, \delta^{n} f\right)$. Suppose $P \in X(B)$ is given by the evaluation $x=a$, where $a \in B$. Then the pull-back of the cycle $P=\{x=a\}$ via $\pi, \phi, \ldots, \phi^{n}$ yields the following set of equations

$$
\begin{align*}
& x=a \\
& \phi(x)=\phi(a)  \tag{2.8.2}\\
& \vdots \\
& \phi^{n}(x)=\phi^{n}(a)
\end{align*}
$$

We claim that the above system of equations yield the desired solution. We will use induction on $n$ to prove. For $n=0$, there is nothing more to prove. Assume true for $n-1$, that is, the first $n$ equations listed above yields the solution

$$
\begin{align*}
& x=a \\
& x^{\prime}=\delta a \\
& \vdots  \tag{2.8.3}\\
& x^{(n-1)}=\delta^{n-1}(a)
\end{align*}
$$
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Consider the final equation $\phi^{n}(x)=\phi^{n}(a)$. By 2.8.1 we can rewrite it as

$$
\begin{equation*}
p^{n} x^{(n)}+f\left(x, \ldots, x^{(n-1)}\right)=p^{n} \delta^{n} a+f\left(a, \ldots \delta^{(n-1)} a\right) \tag{2.8.4}
\end{equation*}
$$

But by 2.8.3, we know that $x=a, \ldots, x^{(n-1)}=\delta^{n-1} a$ which implies $p^{n} x^{(n)}=p^{n} \delta^{n} a$ and since $B$ is $p$ torsion free, we obtain the solution $x^{(n)}=\delta^{n} a$ as required and this completes the proof.

## Chapter 3

## Differential Modular Forms

In the first few sections $(3.1-3.3)$ we present a review of the theory of modular forms, differential modular forms and conjugate operators acting on them. Then we present the result on ind-étale extension for an ordinary "framed" curve and its jet space in section 3.4. In section 3.5 we first show that the tangent ring of the jet space of the modular curve is isomorphic to the subring of differential modular forms of even weight. Finally, we show the main result of this chapter, Theorem 3.5.13, which shows how the ring of differential modular forms $M^{\infty}$ maps to the ring of generalized $p$-adic modular forms $\mathcal{W}$. In the end of this chapter, we show that there can not be a modular form $\epsilon$ such that $\epsilon^{p-1}=E_{p-1}$, in other words, the $(p-1)$-th root of $E_{p-1}$ is not a modular form.

### 3.1 Prolongation Sequences

Let $\mathcal{C}$ be the category of $p$-adic formal schemes. By a prolongation sequence $X^{*}$, we will mean a sequence of morphisms in $\mathcal{C}$

$$
\begin{equation*}
X^{0} \stackrel{\varphi_{0}}{\leftarrow} X^{1} \leftarrow \ldots \leftarrow X^{n-1} \stackrel{\varphi_{n-1}}{\leftarrow} X^{n} \leftarrow \ldots \tag{3.1.1}
\end{equation*}
$$

together with $p$-derivations of $\varphi_{n}^{*}$ such that

$$
\begin{equation*}
\varphi_{n+1}^{*} \circ \delta_{n}=\delta_{n+1} \circ \varphi_{n}^{*} \tag{3.1.2}
\end{equation*}
$$

where $\varphi_{n}^{*}$ is the pull-back ring homomorphism on the structure sheaves $\mathcal{O}_{X^{n}}$ and $\mathcal{O}_{X^{n+1}}$. These prolongation sequences form a category $\mathcal{C}^{*}$ and we refer to [9] for a more detailed and general discussion. However, for our purpose, we restrict ourselves with prolongation sequences defined over $(\operatorname{Spf} R)^{*}$ which is the prolongation sequence

$$
\operatorname{Spf} R \leftarrow \operatorname{Spf} R \leftarrow \ldots
$$

with the $p$-derivation $\delta$ defined by $\delta x=\frac{\phi(x)-x^{p}}{p}$ where $\phi: R \rightarrow R$ is the unique lift of frobenius.

Let $X$ be a $p$-adic completion of a scheme. Then consider the prolongation sequence $J^{*} X=\left\{J^{n} X\right\}_{n}$ where $J^{n} X$ is the $n$-th jetspace of $X$. Consider the forgetful functor $\mathcal{C}^{*} \rightarrow \mathcal{C}$ given by $X^{*} \rightarrow X^{0}$. Then for any prolongation sequence $Z^{*}$ we have the following universal property

Proposition 3.1.1. $\operatorname{Hom}_{\mathfrak{C}}\left(Z^{0}, X\right) \simeq \operatorname{Hom}_{\mathbb{C}^{*}}\left(Z^{*}, J^{*} X\right)$

Recall from [9], that given a prolongation sequence $Y^{*}$, one can consider a new 'shifted by $m$ ' prolongation sequence $Y^{*+m}$ given by

$$
Y^{m} \leftarrow Y^{m+1} \leftarrow \ldots
$$

Definition 3.1.2. A $\delta$-morphism from $X$ to $Y$ of order $\leq m$ is a morphism $f$ : $J^{*+m} X \rightarrow J^{*} Y$

Diagramatically, $f$ denotes the following compatible sequences of morphisms be-
tween $p$-adic formal schemes.


Let us denote by $\operatorname{Hom}^{m}(X, Y)$ the space of all $\delta$-morphism from $X$ to $Y$ of order $\leq m$.

Definition 3.1.3. Define the ring of $\delta$-functions of order $\leq m$ on $X$ as $\mathcal{O}\left(J^{m} X\right):=$ $\operatorname{Hom}^{m}\left(X, \hat{\mathbb{A}}^{1}\right)$.

Proposition 3.1.4. Giving an element $f$ in $\operatorname{Hom}^{m}(X, Y)$ is equivalent to attaching to any prolongation sequence $S^{*}$ a map

$$
f_{S^{*}}: X\left(S^{0}\right) \rightarrow Y\left(S^{m}\right)
$$

which is functorial in $S^{*}$.

Proof. Given $f \in \operatorname{Hom}^{m}(X, Y)$ we have

$$
\begin{aligned}
& X\left(S^{0}\right):=\operatorname{Hom}\left(S^{0}, X\right) \simeq \operatorname{Hom}\left(S^{m}, J^{m} X\right) \\
& \downarrow \circ f \\
& \operatorname{Hom}\left(S^{m}, Y\right)
\end{aligned}
$$

To obtain the inverse of the above association, given $f_{S^{*}}: X\left(S^{0}\right) \rightarrow Y\left(S^{m}\right)$, chose $S^{*}=J^{*} X$. Then we have

$$
f_{J^{*} X}: X(X)=\operatorname{Hom}(X, X) \rightarrow \operatorname{Hom}\left(J^{m} X, Y\right)=Y\left(J^{m} X\right)
$$

and pick the image of the identity morphism in $\operatorname{Hom}\left(J^{m} X, Y\right)$ and call it $f$ and this is the required inverse and this completes the proof.

### 3.2 A review of modular and $\delta$-modular forms and Katz's ring

Before proceeding with explaining our next results let us recall a few basic facts of modular curves and forms. We refer to [17] for detailed discussion. Consider the modular curve $Y_{1}(N)$ defined over $\mathbb{Z}\left[1 / N, \zeta_{N}\right]$ which is the representable object for the functor from rings over $\mathbb{Z}\left[1 / N, \zeta_{N}\right]$ to sets defined as: given a $\mathbb{Z}\left[1 / N, \zeta_{N}\right]$-ring $B$, we consider the isomorphism classes of pairs $(E, \iota)$ where $E$ is an elliptic curve defined over $B$ and $\iota:(\mathbb{Z} / N \mathbb{Z})_{B} \subset E$ is a level $\Gamma_{1}(N)$-structure.

Let $\mathcal{E} \rightarrow Y_{1}(N)$ be the universal elliptic curve and let $e: Y_{1}(N) \rightarrow \mathcal{E}$ be the identity section. Denote by $L=e^{*} \Omega_{\varepsilon / Y_{1}(N)}$ where $\Omega_{\varepsilon / Y_{1}(N)}$ is the sheaf of relative 1-forms on $\mathcal{E}$. Let $X_{1}(N)$ denote the Deligne-Rapoport compactification of $Y_{1}(N)$ and take the natural extension of $L$ to $X_{1}(N)$, and call it $L$ again.

Let $X \subset X_{1}(N)$ be an open embedding (not necessarily a proper open subscheme). Consider the restriction of $L$ on $X$ and call it $L$ again. Then over any $\mathbb{Z}\left[1 / N, \zeta_{N}\right]$-algebra $B$, the modular forms of weight $\kappa$, denoted by $M_{X}(B, \kappa, N)$, identifies with the space of global sections $H^{0}\left(X_{B}, L_{B}^{\otimes \kappa}\right)$, where $L_{B}$ denotes the sheaf obtained by pullback. Denote

$$
M_{X}=\bigoplus_{\kappa} M_{X}(B, \kappa, N) .
$$

The cusp $P=\infty$ is a $\mathbb{Z}\left[1 / N, \zeta_{N}\right]$ point on $X_{1}(N)$ and there is a natural Fourier expansion map $E: M_{X} \rightarrow R((q))$ associated to $P$. The Fourier expansion $E$ : $M_{X} \rightarrow R((q))$ is defined by evaluating at the Tate $(q)$ curve given by $E(f):=f(q)=$ $f\left(\operatorname{Tate}(q), \omega_{\text {can }}, \iota_{\text {can }}\right)$. This Fourier expansion map $E$ is injective. We will call a tuple $(X, L, P, E)$ as a Fourier framed curve.

Recall another definition of modular forms. For any $\mathbb{Z}\left[1 / N, \zeta_{N}\right]$-algebra $B$, let $E / B$ denote an elliptic curve defined over $B, \omega \in H^{0}\left(E, \Omega_{E / B}\right)$ a basis of the free
$B$-module $H^{0}\left(E, \Omega_{E / B}\right)$ and $\iota$ as above. By a modular form of weight $\kappa$ we will understand a rule $f$ that associates to any tuple $(E / B, \omega, \iota)$ an element $f(E / B, \omega, \iota) \in B$ which depends only on the isomorphism class of the tuple, commutes with base change and satisfies

$$
\begin{equation*}
f(E / B, \lambda \omega, \iota)=\lambda^{-\kappa} f(E / B, \omega, \iota) \tag{3.2.1}
\end{equation*}
$$

for all $\lambda \in B^{\times}$. This definition identifies with the one given previously using the global sections of higher tensor powers of $L$ [22].

Now for $p \nmid N$, we choose a homomorphism $\mathbb{Z}\left[1 / N, \zeta_{N}\right] \rightarrow R$ and denote by $Y_{1}(N)_{R}, L_{R}, P_{R}$ the objects over $R$ obtained by base change. $M$ contains the normalized Eisenstein forms $E_{4}, E_{6}, E_{p-1}$ belonging to the spaces
$M(R, 4, N), M(R, 6, N), M(R, p-1, N)$ respectively. Note that $E_{p-1}$ is a characteristic 0 lift of the Hasse invariant, a quantity that measures super-singularity.

A differential modular form of order $n$ is a rule $f$ which attaches to every tuple $\left(E / S^{0}, \omega, \iota, S^{*}\right)$ an element of $S^{n}$ where $S^{*}$ is a prolongation sequence of $p$-adically complete rings while the other quantities in the tuple are as explained before. Then $f$, similar in the classical case, need to satisfy

1) $f\left(E / S^{0}, \omega, \iota, S^{*}\right)$ depends only on the isomorphism class of the tuple only.
2) $f$ commutes with base change $u^{*}: S^{*} \rightarrow \tilde{S}^{*}$, then

$$
\begin{equation*}
f\left(E \otimes_{S^{0}} \tilde{S}^{0} / \tilde{S}^{0}, u^{0 *} \omega, u^{0} \times \iota, \tilde{S}^{*}\right)=u^{*}\left(f\left(E / S^{0}, \omega, \iota, S^{*}\right)\right) \tag{3.2.2}
\end{equation*}
$$

Let us denote the space of differential modular forms of order $n$ by $M^{n}$.
Let us call $Z=\operatorname{Spec} M$. Then $Z$ parametrises $\left(E / S^{0}, \omega, \iota\right)$ upto isomorphism. We reproduce the following Proposition from [10].

Proposition 3.2.1. $M^{n} \simeq \widehat{J^{n} M}$

Proof. We have

$$
\begin{equation*}
\hat{Z}\left(S^{0}\right) \simeq Z\left(S^{0}\right) \simeq\left\{\left(E / S^{0}, \omega, \iota\right)\right\} / \text { iso } \tag{3.2.3}
\end{equation*}
$$

Then with $f \in M^{n}$ and for any $S^{*}$ flat over $R^{*}$, we have a map

$$
f: Z\left(S^{0}\right) \rightarrow S^{n}=\hat{\mathbb{A}}^{1}\left(S^{n}\right)
$$

By Proposition 3.1.4, we obtain $f \in \operatorname{Hom}\left(J^{n} X, \widehat{\mathbb{A}}^{1}\right)=\mathcal{O}\left(J^{n} Z\right) \simeq \widehat{J^{n} M}$ and this completes the proof.

Let

$$
M^{\infty}=\lim _{\rightarrow} M^{n}
$$

We call $M^{\infty}$ as the ring of $\delta$ - modular forms. Clearly, $M \subset M^{\infty}$. But then the question is, are there interesting new examples in $M^{\infty}$ that shed a new light on $M$ ? Is there a nice theory of Fourier (Serre-Tate) expansion?

We will exhibit a few examples of new 'objects' that live in $M^{\infty}$ which have no apparent counterpart in the world of classical modular forms. But firstly we would like to define $\delta$-modular forms of a given weight.

For any polynomial $w \in \mathbb{Z}[\phi], w=\sum a_{i} \phi^{i}$ define element $\chi_{w}(t) \in R\left[t, t^{-1}, t^{\prime}, \ldots, t^{(n)}\right]$ by the formula

$$
\chi_{w}(t)=t^{w}:=\prod\left(\phi^{i}(t)\right)^{a_{i}}
$$

Such a $\chi_{w}$ is a multiplicative $\delta$-character [9]. By a $\delta$-modular form of order $\leq n$ and weight $w$ we will understand a rule $f$ that associates of any triple $\left(E / B^{0}, \omega, \iota, B^{*}\right)$ an element $f\left(E / B^{0}, \omega, \iota, B^{*}\right) \in B^{n}$, which depends on the isomorphism class of the triple only, commutes with base change and satisfies

$$
\begin{equation*}
f\left(E / B^{0}, \lambda \omega, \iota, B^{*}\right)=\chi_{w}(\lambda)^{-1} f\left(E / B^{0}, \omega, \iota, B^{*}\right) \tag{3.2.4}
\end{equation*}
$$

The space of such $\delta$-modular forms will be denoted by $M^{n}(w)$. A Fourier framed curve is called ordinary if there exists an element $f \in M^{1}(\phi-1)$ which is invertible in the ring $M^{1}$, such that $E^{1}(f)=1$.

We shall say $f \in M^{\infty}$ is isogeny covariant if for any triple $\left(E / S^{0}, \omega, i, S^{*}\right)$ and for any étale isogeny $\pi: E^{\prime} \rightarrow E$ (of elliptic curves over $S^{0}$ ) we have

$$
\begin{equation*}
f\left(E^{\prime} / S^{0}, \omega^{\prime}, i^{\prime}, S^{*}\right)=[\operatorname{deg} \pi]^{-\operatorname{deg} w / 2} f\left(E / S^{0}, \omega, i, S^{*}\right) \tag{3.2.5}
\end{equation*}
$$

where $\omega^{\prime}=\pi^{*} \omega$ and $\operatorname{deg} w=\sum a_{i}$.
Let

$$
\begin{equation*}
\left.\left.\Psi:=\frac{1}{p} \log \frac{q^{\phi}}{q^{p}}=\sum_{n \geq 1}(-1)^{n-1} n^{-1} p^{n-1}\left(\frac{q^{\prime}}{q^{p}}\right)^{n} \in R((q))\right)^{\prime} q^{\prime}\right] \tag{3.2.6}
\end{equation*}
$$

Proposition 3.2.2. [9] There exists a unique form $f^{1} \in M^{1}(-1-\phi)$ whose Fourier expansion is given by

$$
E^{1}\left(f^{1}\right)=\Psi
$$

Given a ring $B$, we will denote its reduction $\bmod p$ by $\bar{B}$.
Proposition 3.2.3. [1, 9, 10] Assume the reduction $\bmod p$ of $X, \bar{X}$, is contained in the ordinary locus of the modular curve. Then there exists a unique form $f^{\partial} \in$ $M(\phi-1)$ which is invertible in the ring $M^{1}$ such that

$$
E^{1}\left(f^{\partial}\right)=1
$$

Furthermore its reduction $\bmod p, \overline{f^{\partial}} \in \overline{M^{1}(\phi-1)}$ coincides with the image of the Hasse invariant $\bar{H} \in \overline{M^{0}(p-1)}$.

The $\delta$-modular forms in Proposition 3.2.2 and 3.2.3 are isogeny covariant. Since $M$ comes with a Fourier expansion map $E: M \rightarrow R((q))$, by universality property of jet spaces as in Theorem 1.0.2, extends naturally to

$$
E^{n}: M^{n} \rightarrow R((q)) \hat{\left[q^{\prime}\right.},,, q^{(n)} \widehat{]}=: S_{\text {for }}^{n}
$$

where $q^{(i)}$ 's are new indeterminates. However, unlike the classical modular forms, $E^{n}$ is not injective. For example, $f^{\partial}-1$ and its higher $p$-derivatives $\delta^{i}\left(f^{\partial}-1\right)$ for all $i \leq n-1$ are in the kernel of $E^{n}$ where $f^{\partial}$ is introduced in the following Theorem 3.2.3. Although, if we restrict to $\delta$-modular forms of a fixed weight $w$, denoted $M^{n}(w)$, then $E^{n}$ is injective.

### 3.3 Conjugate operators on modular forms

Recall the Euler derivation $\mathcal{D}: M \rightarrow M$ defined as follows; Let $x$ be a local generator of $L$ over any open set $X \subset X_{1}(N)$ such that $L$ is trivial over $X$. Then any $f_{n} \in L^{\otimes n}$ can be written in the form $f_{n}=\varphi x^{n}, \varphi \in S^{n}$. Then $\mathcal{D}$ acts as

$$
\begin{equation*}
\mathcal{D} f_{n}:=x \frac{d}{d x} f \tag{3.3.1}
\end{equation*}
$$

Then a simple computation shows that $\mathcal{D} f_{n}=n f_{n}$. Hence the effect of $\mathcal{D}$ on $f_{n}$ is independent of the trivialisation of the modular curve and therefore $\mathcal{D}$ glues over all the trivialisation to give us a globally defined $\mathcal{D}: L^{\otimes n} \rightarrow L^{\otimes n}$, preserving the weight of the modular form. Hence, for a general $f \in M$, one can uniquely write $f$ as a sum of $f_{n}$ 's, $f=\sum_{n} f_{n}$. and hence one defines

$$
\begin{equation*}
\mathcal{D} f:=\sum_{n} \mathcal{D} f_{n}=\sum_{n} n f_{n} \tag{3.3.2}
\end{equation*}
$$

Recall the Ramanujan modular form $P \in M(2)$ which has the following Fourier expansion

$$
P(q):=E_{2}(q):=1-24 \sum_{m \geq 1}\left(\sum_{d \mid m} d\right) q^{m}
$$

and is of weight 2. Then $P \mathcal{D}$ is a derivation satisfying $P \mathcal{D}: L^{\otimes n} \rightarrow L^{\otimes n+2}$, that is it takes a form of weight $n$ and carries it to a form of weight $n+2$. Recall the conjugate operators in 2.6.10 introduced in [10]

Proposition 3.3.1. If $f \in M^{r}(w)$ where $w=\sum_{i}=0^{r} a_{i} \phi^{i}$ is the weight of $f$. Then

$$
(P \mathcal{D})_{j}(f)=a_{j} p^{j} P^{\phi^{j}} f .
$$

Proof. Write $f=\varphi x^{\sum_{i=0}^{r} a_{i} \phi^{i}}$ where $\varphi \in S^{r}$ and since $\mathcal{D}$ is trivial on $S:=\mathcal{O}(X)$. Its conjugates would also be trivial on $S^{r}$ for all $r$.

$$
\begin{aligned}
(P D)_{j} f & =\varphi x^{a_{0}} \ldots \widehat{x^{a_{j} \phi^{j}}} \ldots x^{a \phi^{r}}\left[(P \mathcal{D})_{j}\left(\phi^{j}\left(x^{a_{j}}\right)\right)\right] \\
& =\varphi x^{a_{0}} \ldots \widehat{x_{j}^{a_{j}^{j}}} \ldots x^{a \phi^{r}} p^{j} \phi^{j}\left(P \mathcal{D}\left(x^{a_{j}}\right)\right) \\
& =p^{j} a_{j} P^{\phi^{j}} f
\end{aligned}
$$

Let $\partial$ be the Serre operator which satisfies $\partial: L^{\otimes n} \rightarrow L^{\otimes n+2}$ and $\partial^{*}$ be the Theta operator on modular forms whose effect on the Fourier expansion is given by

$$
\begin{equation*}
\left(\partial^{*} f\right)(q)=\theta(f(q)) \tag{3.3.3}
\end{equation*}
$$

where $\theta=q \frac{d}{d q}$. Then the above three operators are tied together by

$$
\begin{equation*}
\partial^{*}=\partial+P \mathcal{D} \tag{3.3.4}
\end{equation*}
$$

Proposition 3.3.2. If $f \in M^{r}(w)$ where $w$ is as before then

$$
E\left(\partial_{j} f\right)=\theta_{j}(f(q))-a_{j} p^{j} f(q) P(q)^{\phi^{j}}
$$

Proof. Combining Proposition 3.3.1 and 3.3.4, gives us the result.

### 3.4 Ind-étale extensions

We will first present a general result. Let $X=S p e c S$ be an affine smooth curve over $R$ and $L$ an invertible sheaf on $X$. Now consider

$$
V=\operatorname{Spec}\left(\oplus_{n \in \mathbb{Z}} L^{\otimes n}\right) \rightarrow X
$$

which is the physical line bundle attached to $L$ with the zero section removed and hence has a $\mathbb{G}_{m}$-action on the fibers over $X$. Set

$$
\begin{align*}
S & :=S_{X}:=\mathcal{O}(X)  \tag{3.4.1}\\
M & :=M_{X}:=\mathcal{O}(V)=\bigoplus_{n \in \mathbb{Z}} L^{\otimes n}
\end{align*}
$$

Also further assume that we are given an $R$-point $P \in X(R)$. Set $S_{\text {for }}=R[[t]]$. Assume we are given an isomorphism between $\operatorname{Spf} R[t t]$ and the completion of $X$ along the image of $P$. Then we have an induced homomorphism $E: S \rightarrow S_{f o r}$ which is injective and the reduction $\bmod p$ of this map $\bar{E}: \bar{S} \rightarrow \bar{S}_{\text {for }}$ is also injective. We will also assume that we are given an extension of the ring homomorphism $E$ to

$$
\begin{equation*}
E: M \rightarrow S_{f o r} \tag{3.4.2}
\end{equation*}
$$

We summarize all the above data by calling a tuple $X, L, P, E$ a framed curve. Consider the following rings:

$$
\begin{align*}
S^{r} & :=S_{X}^{r}:=\mathcal{O}^{r}(X), \quad r \geq 0 \\
M^{r} & :=M_{X}^{r}:=\mathcal{O}^{r}(V), \quad r \geq 0  \tag{3.4.3}\\
S^{\infty} & :=\lim _{\rightarrow} S^{r} \\
M^{\infty} & :=\lim _{\rightarrow} M^{r} .
\end{align*}
$$

An element $f \in M^{r}$ is said to be of weight $w \in W$ if, and only if, the induced $\delta$-function $f: V(R) \rightarrow R$ satisfies

$$
f(\lambda \cdot a)=\lambda^{w} f(a)
$$

for all $\lambda \in R^{\times}, a \in V(R)$, where $(\lambda, a) \mapsto \lambda \cdot a$ is the natural $\mathbb{G}_{m}$-action $R^{\times} \times V(R) \rightarrow$ $V(R)$. We denote by $M^{r}(w)=M_{X}^{r}(w)$ the $R$-module of all elements of $M^{r}=M_{X}^{r}$ of
weight $w$. If $L$ is trivial on $X$ and $x$ is a basis of $L$ then we have the identifications

$$
\begin{aligned}
M & =S\left[x, x^{-1}\right] \\
M^{r} & =S^{r}\left[x, x^{-1}, x^{\prime}, \ldots, x^{(r)}\right]^{\wedge}, \\
M^{r}(w) & =S^{r} \cdot x^{w} \subset M^{r}
\end{aligned}
$$

By [10], Proposition 3.14, the reduction $\bmod p$ of $S^{r}$, denoted $\overline{S^{r}}$, are integral domains, and the maps $\overline{S^{r}} \rightarrow \overline{S^{r+1}}$ are injective. In particular the rings $S^{r}$ are integral domains and the maps $S^{r} \rightarrow S^{r+1}$ are injective with torsion free cokernels. The analogous statements hold for $M^{r}$. So, in particular, $\overline{S^{\infty}}$ and $\overline{M^{\infty}}$ are integral domains. Let $t^{\prime}, t^{\prime \prime}, \ldots$ and $q^{\prime}, q^{\prime \prime}, \ldots$ be new variables and consider the prolongation sequence $\left(S_{\text {for }}^{r}\right)_{r \geq 0}$,

$$
S_{f o r}^{r}=R[[t]]\left[t^{\prime}, \ldots, t^{(r)}\right]^{\wedge}
$$

respectively

$$
S_{\text {for }}^{r}=R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}
$$

We set

$$
S_{f o r}^{\infty}:=\lim _{\rightarrow} S_{f o r}^{r} .
$$

Then the expansion maps induce, by universality, morphisms of prolongation sequences,

$$
\begin{equation*}
E^{r}: M^{r} \rightarrow S_{f o r}^{r} \tag{3.4.4}
\end{equation*}
$$

the maps $E^{r}$ will be referred to as $\delta$-expansion maps for $M^{r}$. They induce a $\delta$ expansion map

$$
\begin{equation*}
E^{\infty}: M^{\infty} \rightarrow S_{\text {for }}^{\infty} \tag{3.4.5}
\end{equation*}
$$

We have the following $\delta$-expansion principle for $S^{r}$ :

Proposition 3.4.1. The induced map

$$
\overline{E^{r}}: \overline{S^{r}} \rightarrow \overline{S_{f o r}^{r}}
$$

is injective. In particular, $E^{r}: S^{r} \rightarrow S_{f o r}^{r}$, and hence the $\delta$-expansion maps

$$
E^{r}: M^{r}(w) \rightarrow S_{\text {for }}^{r}
$$

are injective, with torsion free cokernel.
(The words "torsion free", without the specification "as an $A$-module", will always mean "torsion free as a $\mathbb{Z}$-module".)

Proof. It follows from [10], Proposition 4.43.

## The rings $\mathbb{S}^{r}$

Next, for a framed curve $X=S \sec S$, we define

$$
\begin{align*}
\mathbb{S}^{r} & :=\operatorname{Im}\left(E^{r}: M^{r} \rightarrow S_{f o r}^{r}\right)  \tag{3.4.6}\\
\mathbb{S}^{\infty} & :=\lim _{\rightarrow} \mathbb{S}^{r}=\operatorname{Im}\left(E^{\infty}: M^{\infty} \rightarrow S_{f o r}^{\infty}\right)
\end{align*}
$$

The ring $\mathbb{S}^{\infty}$ will later morally play the role of "coordinate ring of the $\delta$-Igusa curve". The following is trivial to check (using the definitions and Proposition 3.4.1):

## Proposition 3.4.2.

1) The homomorphisms $\overline{S^{r}} \rightarrow \overline{\mathbb{S}^{r}}, \overline{S^{\infty}} \rightarrow \overline{\mathbb{S}^{\infty}}$ are injective. In particular the homomorphisms $S^{r} \rightarrow \mathbb{S}^{r}, S^{\infty} \rightarrow \mathbb{S}^{\infty}$ are injective with torsion free cokernel.
2) The homomorphisms $\mathbb{S}^{r} \rightarrow \mathbb{S}^{r+1}$ are injective.

Remark 3.4.3. The ring $\overline{\mathbb{S}^{\infty}}$ is not a priori an integral domain and the map $\overline{\mathbb{S}^{\infty}} \rightarrow \overline{S_{f o r}^{\infty}}$ is not a priori injective. The ring $\overline{\mathbb{S}^{\infty}}$, however, has a natural quotient which is an integral domain, namely:

$$
\begin{equation*}
\widetilde{\mathbb{S}_{\infty}}:=\operatorname{Im}\left(\overline{M^{\infty}} \rightarrow \overline{S_{f o r}^{\infty}}\right) \tag{3.4.7}
\end{equation*}
$$

This ring is going to play a role in what follows. We will prove later that, in the concrete setting of modular curves the map $\overline{\mathbb{S}^{\infty}} \rightarrow \overline{S_{f o r}^{\infty}}$ is injective ( $\delta$-expansion principle) hence $\overline{\mathbb{S} \infty}$ is an integral domain and the surjection $\overline{\mathbb{S} \infty} \rightarrow \widetilde{\mathbb{S} \infty}$ is an isomorphism. Cf. Theorem 3.5.13.

Definition 3.4.4. A framed curve is called ordinary if there exists an invertible $f \in M^{1}(\phi-1)$, such that $E^{1}(f)=1$.

Definition 3.4.5. Let $A$ be a $k$-algebra where $k$ is a field. Let $A \subset B$ a ring extension, and $\Gamma$ a profinite abelian group acting on $B$ by $A$-automorphisms. We say that $B$ is a $\Gamma$-extension of $A$ if one can write $A$ and $B$ as filtered unions of finitely generated $k$-subalgebras, $A=\bigcup A_{i}, B=\bigcup B_{i}$, indexed by some partially ordered set, with $A_{i} \subset B_{i}$, and one can write $\Gamma$ as an inverse limit of finite abelian groups, $\Gamma=\underset{\rightleftarrows}{\lim } \Gamma_{i}$, such that the $\Gamma$-action on $B$ is induced by a system of compatible $\Gamma_{i}$-actions on $B_{i}$ and

$$
B_{i}^{\Gamma_{i}}=A_{i}
$$

for all $i$. (Then, of course, we also have $B^{\Gamma}=A$.) If in addition one can choose the above data such that each $A_{i}$ is smooth over $k$ and each $B_{i}$ is étale over $A_{i}$ we say that $B$ is an ind-étale $\Gamma$-extension of $A$.

## Lemma 3.4.6.

1) Assume $B$ is a $\Gamma$-extension of $A$ and $C:=B / I$ is a quotient of $B$ by an ideal I. Then $C$ is integral over $A$.
2) Assume $B$ is an ind-étale $\Gamma$-extension of $A$ and let $I$ be a prime ideal of $B$ such that $I \cap A=0$. Then $C:=B / I$ is an ind-étale $\Gamma^{\prime}$-extension of $A$ where $\Gamma^{\prime}$ is a closed subgroup of $\Gamma$.

Proof. Assertion 1 is clear. Let's prove assertion 2. Using the notation in Definition 3.4.5 set $Y_{i}=\operatorname{Spec} B_{i}, V_{i}:=\operatorname{Spec} A_{i}, Z_{i}:=\operatorname{Spec} C_{i}, C_{i}:=B_{i} / B_{i} \cap I$. Let $\Gamma_{i}^{\prime}:=\left\{\gamma \in \Gamma_{i} ; \gamma Z_{i}=Z_{i}\right\}$. By Lemma 3.4.7 below $C_{i}$ is étale over $A_{i}$ and $C_{i}^{\Gamma_{i}^{\prime}}=A_{i}$ so one can take $\Gamma^{\prime}:=\underset{\longleftarrow}{\lim } \Gamma_{i}^{\prime}$ acting on $C=\underset{\rightleftarrows}{\lim } C_{i}$.

We have used the following "well known" lemma (whose proof will be "recalled" for convenience):

Lemma 3.4.7. Let $V$ be a smooth affine variety over a field $k$, let $Y \rightarrow V$ be a finite étale map, and let $G$ be a finite abelian group acting on $Y$ such that $Y / G=V$. Let $Z \subset Y$ be a subvariety that dominates $V$ and let $G^{\prime}=\{\gamma \in G ; \gamma Z=Z\}$. Then $Z$ is a connected component of $Y$ (hence is étale over $V$ ) and $Z / G^{\prime}=V$.

Proof. Since $V$ is smooth the connected components $Z_{1}, \ldots, Z_{n}$ of $Y$ are irreducible so $Z$ is a connected component of $Y$, say $Z=Z_{1}$. Since $V$ is connected $G$ acts transitively on the set $\left\{Z_{1}, \ldots, Z_{n}\right\}$ hence the stabilizers in $G$ of the various $Z_{i}$ s are conjugate in $G$, hence they are equal, because $G$ is abelian. So

$$
\begin{equation*}
\mathcal{O}(V)=\mathcal{O}(Y)^{G}=\left(\mathcal{O}\left(Z_{1}\right) \times \ldots \times \mathcal{O}\left(Z_{n}\right)\right)^{G}=\left(\mathcal{O}(Z)^{G^{\prime}} \times \ldots \times \mathcal{O}(Z)^{G^{\prime}}\right)^{G / G^{\prime}} \tag{3.4.8}
\end{equation*}
$$

where $\mathcal{O}\left(Z_{i}\right)^{G^{\prime}} \simeq \mathcal{O}(Z)^{G^{\prime}}$ via any $\gamma \in G$ such that $\gamma Z=Z_{i}$ and $G / G^{\prime}$ acts on the product via the corresponding permutation representation. Since the last ring in (3.4.8) contains $\mathcal{O}(Z)^{G^{\prime}}$ embedded diagonally it follows that $\mathcal{O}(Z)^{G^{\prime}}=\mathcal{O}(V)$.

For a framed curve $X=\operatorname{Spec} S$, we define

$$
\begin{align*}
\mathbb{S}^{r} & :=\operatorname{Im}\left(E^{r}: M^{r} \rightarrow S_{f o r}^{r}\right)  \tag{3.4.9}\\
\mathbb{S}^{\infty} & :=\lim _{\rightarrow} \mathbb{S}^{r}=\operatorname{Im}\left(E^{\infty}: M^{\infty} \rightarrow S_{f o r}^{\infty}\right)
\end{align*}
$$

The ring $\mathbb{S}^{\infty}$ will later morally play the role of "coordinate ring of the $\delta$-Igusa curve".
Definition 3.4.8. We will call a ring $A$ a $\delta$-ring if there exists a $p$-derivation $\delta$ : $A \rightarrow A$.

We need a series of Lemmas. For the first two Lemmas we let $A$ be a $\delta$-ring and we consider the prolongation sequence $B^{r}=A\left[z, z^{-1}, z^{\prime}, \ldots, z^{(r)}\right]^{\wedge}$. We will denote an element $f$ to be of $O(r)$ if $f \in B^{r}$. Such an element $f$ will be called an element of order $\leq r$.

Lemma 3.4.9. Let $\varphi \in A$. Then, for any $n \geq 1$, we have

$$
\delta^{n}\left(\frac{z^{\phi}}{z}-\varphi\right)=z^{-p^{n}}\left(z^{(n)}\right)^{p}-z^{p^{n+1}-2 p^{n}} z^{(n)}+O(n-1)+p O(n+1)
$$

Proof. For $\varphi=0$ this is [10], Lemma 5.19. Assume now $\varphi$ arbitrary. One checks by induction that

$$
\delta^{n}(z-\varphi)=\delta^{n} z+U+p V
$$

where $U=O(n-1)$, $V=O(n)$. Replacing $z$ by $\frac{z^{\phi}}{z}$ we get

$$
\delta^{n}\left(\frac{z^{\phi}}{z}-\varphi\right)=\delta^{n}\left(\frac{z^{\phi}}{z}\right)+U\left(\frac{z^{\phi}}{z}, \ldots, \delta^{n-1}\left(\frac{z^{\phi}}{z}\right)\right)+p V\left(\frac{z^{\phi}}{z}, \ldots, \delta^{n}\left(\frac{z^{\phi}}{z}\right)\right)
$$

and we conclude by the case $\varphi=0$ of the Lemma.
Lemma 3.4.10. Let $\lambda=1+p^{n} a, a \in \mathbb{Z}$. Then

$$
\delta^{n}(\lambda z)=z^{(n)}+a z^{p^{n}}+p O(n) .
$$

Proof. Follows by induction.
Lemma 3.4.11. Let $Q$ be a ring of characteristic $p$ and consider the $Q$-algebra $Q^{\prime}:=$ $Q[u] /\left(u^{p}-u-G\right)$ where $G \in Q$. Consider the action of $\mathbb{Z} / p \mathbb{Z}=\{\bar{a} ; a=0, \ldots, p-1\}$ on $Q[u]$ defined by $\bar{a} \cdot u=u+\bar{a}$ and consider the induced $\mathbb{Z} / p \mathbb{Z}$-action on $Q^{\prime}$. Then any $\mathbb{Z} / p \mathbb{Z}$-invariant element of $Q^{\prime}$ is in $Q$.

Proof. Let $c \in Q^{\prime}$ be the class of $u$. Then $Q^{\prime}$ is a free $Q$-module with basis $1, c, \ldots, c^{p-1}$. Assume $\sum_{i=0}^{p-1} \lambda_{i} c^{i} \in Q^{\prime}$ is $\mathbb{Z} / p \mathbb{Z}$-invariant, where $\lambda_{i} \in Q$. We want to show that $\lambda_{i}=0$ for $i \geq 1$. We may assume $\lambda_{0}=0$. Assume there is a $s \geq 1$ such that $\lambda_{s} \neq 0$ and let $s$ be maximal with this property. Then

$$
\lambda_{s}(c+1)^{s}+\lambda_{s-1}(c+1)^{s-1}+\ldots=\lambda_{s} c^{s}+\lambda_{s-1} c^{s-1}+\ldots
$$

Picking out the coefficient of $c^{s-1}$ we get $s \lambda_{s}=0$ hence $\lambda_{s}=0$, a contradiction.
Theorem 3.4.12. Let $X=S$ pec $S$ be an ordinary framed curve. Then the ring $\overline{\mathbb{S} \infty}$ is a quotient of an ind-étale $\mathbb{Z}_{p}^{\times}$-extension of $\overline{S^{\infty}}$.

Proof. For $r \geq 1$ set

$$
N^{r}:=\frac{M^{r}}{\left(f-1, \delta(f-1), \ldots, \delta^{r-1}(f-1)\right)}
$$

Note that

$$
E^{i}\left(\delta^{i-1}(f-1)\right)=\delta^{i-1}\left(E^{1}(f-1)\right)=\delta^{i-1}(0)=0
$$

which implies that there are surjective homomorphisms $N^{r} \rightarrow \mathbb{S}^{r}$, hence surjective homomorphisms $\overline{N^{r}} \rightarrow \overline{\mathbb{S}^{r}}$ and therefore we obtain a surjective homomorphism at the limit

$$
\begin{equation*}
\lim _{\rightarrow} \overline{N^{r}} \rightarrow \lim _{\rightarrow} \overline{\mathbb{S}^{r}}=\overline{\mathbb{S}^{\infty}} \tag{3.4.10}
\end{equation*}
$$

Now let $X=\bigcup_{\alpha} X_{\alpha}, X_{\alpha}=\operatorname{Spec} S_{\alpha}$, be an affine open covering such that $L$ is trivial on each $X_{\alpha}$. Let $x_{\alpha}$ be a basis of $L$ on $X_{\alpha}$ and let $z_{\alpha}=x_{\alpha}^{-1}$. Set

$$
\begin{aligned}
S_{\alpha}^{r} & :=S_{X_{\alpha}}^{r}=\left(S^{r} \otimes_{S} S_{\alpha}\right)^{\wedge} \\
M_{\alpha}^{r} & :=M_{X_{\alpha}}^{r}=\left(M^{r} \otimes_{S} S_{\alpha}\right)^{\wedge}
\end{aligned}
$$

Then we have an identification

$$
M_{\alpha}^{r}=S_{\alpha}^{r}\left[z_{\alpha}, z_{\alpha}^{-1}, z_{\alpha}^{\prime}, \ldots, z_{\alpha}^{(r)}\right]^{\wedge}
$$

Write $f=\varphi_{\alpha} x_{\alpha}^{\phi-1}$, with $\varphi_{\alpha} \in S_{\alpha}^{1}$. Since $f$ and $x$ are invertible in $M_{\alpha}^{1}$, it follows that $\varphi_{\alpha}$ is also invertible in $M_{\alpha}^{1}$. And since $S_{\alpha}^{1}$ is an integral domain we have $M_{\alpha}^{1 \times}=$ $S_{\alpha}^{1 \times} \cup\left\{c z_{\alpha}^{n} \mid c \in S_{\alpha}^{1 \times}, n \in \mathbb{Z}\right\}$ implies that $\varphi_{\alpha} \in S_{\alpha}^{1 \times}$. Set $N_{\alpha}^{r}=\left(N^{r} \otimes_{S} S_{\alpha}\right)^{\wedge}$; hence

$$
N_{\alpha}^{r}:=\frac{S_{\alpha}^{r}\left[z_{\alpha}, z_{\alpha}^{-1}, z_{\alpha}^{\prime}, \ldots, z_{\alpha}^{(r)}\right]^{\wedge}}{\left(\frac{z_{\alpha}^{\phi}}{z_{\alpha}}-\varphi_{\alpha}, \delta\left(\frac{z_{\alpha}^{\phi}}{z_{\alpha}}-\varphi_{\alpha}\right), \ldots, \delta^{r-1}\left(\frac{z_{\alpha}^{\phi}}{z_{\alpha}}-\varphi_{\alpha}\right)\right)}
$$

For $i \geq 1$ set $u_{i, \alpha}:=\frac{z_{\alpha}^{(i)}}{z_{\alpha}^{p^{p}}}$. Also, for $r \geq 1$, set

$$
\begin{equation*}
Q_{\alpha}^{r, 0}:=\frac{\overline{S_{\alpha}^{r}}\left[z_{\alpha}, z_{\alpha}^{-1}\right]}{\left(z_{\alpha}^{p-1}-\overline{\varphi_{\alpha}}\right)}=\frac{\overline{S_{\alpha}^{r}}\left[z_{\alpha}\right]}{\left(z_{\alpha}^{p-1}-\overline{\varphi_{\alpha}}\right)} \tag{3.4.11}
\end{equation*}
$$

(The latter equality is true because $z_{\alpha}=\overline{\varphi_{\alpha}} z^{-p}=\frac{\overline{\varphi_{\alpha}}}{z^{2(p-1)}} z^{p-2}=\bar{\varphi}^{-1} z^{p-2}$.) Then, by Lemma 3.4.9 we have $\overline{N_{\alpha}^{1}}=Q_{\alpha}^{1,0}\left[u_{1, \alpha}\right]$ and

$$
\overline{N_{\alpha}^{r}}=\frac{Q_{\alpha}^{r, 0}\left[u_{1, \alpha}, \ldots, u_{r, \alpha}\right]}{\left(u_{1, \alpha}^{p}-u_{1, \alpha}-G_{0}, \ldots, u_{r-1, \alpha}^{p}-u_{r-1, \alpha}-G_{r-2}\right)}, \quad r \geq 2
$$

where $G_{0} \in Q_{\alpha}^{r, 0}$, and

$$
G_{i} \in Q_{\alpha}^{r, i}:=\frac{Q_{\alpha}^{r, 0}\left[u_{1, \alpha}, \ldots, u_{i, \alpha}\right]}{\left(u_{1, \alpha}^{p}-u_{1, \alpha}-G_{0}, \ldots, u_{i, \alpha}^{p}-u_{i, \alpha}-G_{i-1}\right)}, \quad i \geq 1
$$

Clearly the schemes Spec $Q_{\alpha}^{r, i}$, for various $\alpha$ 's naturally glue to give a scheme Spec $Q^{r, i}$; so $Q^{r, i} \otimes_{\bar{S}} \overline{S_{\alpha}}=Q_{\alpha}^{r, i}$ for all $\alpha$. Note that we have

$$
\begin{equation*}
Q_{\alpha}^{r, i}=\frac{Q_{\alpha}^{r, i-1}\left[u_{i, \alpha}\right]}{\left(u_{i, \alpha}^{p}-u_{i, \alpha}-G_{i-1}\right)} \tag{3.4.12}
\end{equation*}
$$

and natural inclusions

$$
\begin{equation*}
Q_{\alpha}^{r, 0} \subset Q_{\alpha}^{r, 1} \subset \ldots \subset Q_{\alpha}^{r, r-1} \subset \overline{N_{\alpha}^{r}}=Q_{\alpha}^{r, r-1}\left[u_{r, \alpha}\right] . \tag{3.4.13}
\end{equation*}
$$

So we have natural homomorphisms

$$
\ldots \rightarrow Q_{\alpha}^{r, r-1} \rightarrow \overline{N_{\alpha}^{r}} \rightarrow Q_{\alpha}^{r+1, r} \rightarrow \overline{N_{\alpha}^{r+1}} \rightarrow \ldots
$$

which shows that, for each $\alpha$,

$$
\left(\lim _{\vec{r}} \overline{N^{r}}\right) \otimes_{\bar{S}} \overline{S_{\alpha}}=\lim _{\vec{r}} \overline{N_{\alpha}^{r}}=\lim _{\vec{r}} Q_{\alpha}^{r, r-1}=\left(\lim _{\vec{r}} Q^{r, r-1}\right) \otimes_{\bar{S}} \overline{S_{\alpha}}
$$

These isomorphisms glue together to give an isomorphism

$$
\lim _{\rightarrow} \overline{N^{r}}=\lim _{\rightarrow} Q^{r, r-1}
$$

We are left to proving that $\lim _{\rightarrow} Q^{r, r-1}$ is an ind-étale $\mathbb{Z}_{p}^{\times}$-extension of $\overline{S^{\infty}}=\lim _{\rightarrow} \overline{S^{r}}$. Start by noting that the maps $Q_{\alpha}^{r, r-1} \rightarrow Q_{\alpha}^{r+1, r}$ are injective. Also $\overline{S_{\alpha}^{r}} \rightarrow Q_{\alpha}^{r, r-1}$ are injective and étale; cf. (3.4.11) and (3.4.12). Now the group $\Gamma=\mathbb{Z}_{p}^{\times}$acts on $M_{\alpha}^{r}$ via the rule $\gamma \cdot z_{\alpha}^{(i)}=\delta^{i}\left(\gamma z_{\alpha}\right)$ for $\gamma \in \Gamma$. This induces a $\Gamma$-action on $N_{\alpha}^{r}$ and hence a $\Gamma$ action on $\overline{N_{\alpha}^{r}}$. The latter factors through an action of $\Gamma_{r}:=\left(\mathbb{Z} / p^{r+1} \mathbb{Z}\right)^{\times}$. Moreover, for $i \leq r-1, Q_{\alpha}^{r, i}$ is $\Gamma_{r}$-stable and the $\Gamma_{r}$-action on $Q_{\alpha}^{r, i}$ factors through a $\Gamma_{i}$-action. For a fixed $r$ we will prove by induction on $0 \leq i \leq r-1$ that

$$
\begin{equation*}
\left(Q_{\alpha}^{r, i}\right)^{\Gamma_{i}}=\overline{S_{\alpha}^{r}} \tag{3.4.14}
\end{equation*}
$$

This will end the proof of the Theorem; indeed from the above we trivially get that the maps $Q^{r, r-1} \rightarrow Q^{r+1, r}$ are injective, the maps $\overline{S^{r}} \rightarrow Q^{r, r-1}$ are injective and étale, and, with respect to the induced action,

$$
\left(Q^{r, r-1}\right)^{\Gamma_{r-1}}=\overline{S^{r}}
$$

showing that $\lim _{\rightarrow} Q^{r, r-1}$ is an ind-étale $\mathbb{Z}_{p}^{\times}$-extension of $\overline{S^{\infty}}=\lim _{\rightarrow} \overline{S^{r}}$.
Let us check (3.4.14). For $i=0$ we proceed as follows. Let $b \in Q_{\alpha}^{r, 0}$ be the class of $z_{\alpha}$ and let $\Gamma_{0}=\mathbb{F}_{p}^{\times}=\langle\zeta\rangle, \zeta$ a primitive root. Then $Q_{\alpha}^{r, 0}$ is a free $\overline{S_{\alpha}^{r}}$ module with basis $1, b, b^{2}, \ldots, b^{p-2}$. If $\sum_{l=0}^{p-2} \lambda_{l} b^{l}$ is $\Gamma_{0}$-invariant (where $\lambda_{l} \in \overline{S_{\alpha}^{r}}$ ) then $\sum_{l=0}^{p-2} \lambda_{l} \zeta^{l} b^{l}=\sum_{l=0}^{p-2} \lambda_{l} b^{l}$. Since $\zeta$ is primitive we get $\lambda_{1}=\ldots=\lambda_{p-2}=0$, and the case $i=0$ is proved.

Now assume $\left(Q_{\alpha}^{r, i-1}\right)^{\Gamma_{i-1}}=\overline{S_{\alpha}^{r}}$ and let us prove (3.4.14). Recall the equation 3.4.12 and consider the subgroup

$$
\Delta_{i}:=\left\{\gamma_{0}, \ldots, \gamma_{p}\right\} \subset \Gamma_{i}, \quad \gamma_{a}=1+p^{i} a+p^{i+1} \mathbb{Z}
$$

so $\Delta_{i}$ is isomorphic to $\mathbb{Z} / p \mathbb{Z}$ via $\gamma_{a} \mapsto \bar{a}$. Note that $\Delta_{i}$ acts trivially on $Q_{\alpha}^{r, i-1}$. By Lemma 3.4.10 the $\Delta_{i}$-action on $Q_{\alpha}^{r, i}$ corresponds to the $\mathbb{Z} / p \mathbb{Z}$-action induced by $\bar{a} \cdot u_{i}=u_{i}+\bar{a}$, so we are in the situation described in Lemma 3.4.11 and we may conclude by that Lemma plus the equality $\left(Q_{\alpha}^{r, i-1}\right)^{\Gamma_{i-1}}=\overline{S_{\alpha}^{r}}$. This ends the proof of (3.4.14) and hence of the Theorem.

### 3.5 Application to differential modular forms

Let $a_{4}, a_{6}$ be indeterminates. Set

$$
\begin{align*}
\Delta & =-2^{4}\left(4 a_{4}^{3}+27 a_{6}^{2}\right) \\
j & =2^{12} 3^{3} \frac{a_{4}^{3}}{\Delta}  \tag{3.5.1}\\
i & =2^{6}-j=-2^{10} 3^{6} \frac{a_{6}^{2}}{\Delta} \\
b & =\frac{a_{6}^{2}}{a_{4}^{3}}=-2^{2} 3^{-3}+2^{8} j^{-1}
\end{align*}
$$

Then we have $R\left[j, j^{-1}, i^{-1}\right]=R\left[b, b^{-1},(4+27 b)^{-1}\right]$. Let $Y_{\text {ord }}$ be the locus in $Y_{1}(N)_{R}$ where the Eisenstein form $E_{p-1} \in M\left(\mathbb{Z}_{p}, p-1, N\right)$ is invertible. Then $b$ is an étale coordinate on any open embedding $Y \subset Y_{\text {ord }}[13]$ 4.31. Hence we obtain

$$
\begin{equation*}
\mathcal{O}^{r}(Y) \simeq \mathcal{O}(Y)\left[b^{\prime}, \ldots, b^{(r)}\right]^{\wedge} \tag{3.5.2}
\end{equation*}
$$

Definition 3.5.1. Given a ring $B$ and the module of Kahler $R$-differentials $\Omega_{B / R}$, call $T B=\operatorname{Symm} \Omega_{B / R}$

We record the following result.
Proposition 3.5.2. Suppose $b$ is an étale coordinate of $B$. Then $\Omega_{B / R} \simeq \Omega_{R[b] / R} \otimes B$.

Proof. Follows from application of the definition.
Corollary 3.5.3. Suppose $b$ is an étale coordinate of $B$ then $T B \simeq B[d b]$ where $d b$ is the image of $b$ in $d: R[b] \rightarrow \Omega_{R[b] / R}$.

Corollary 3.5.4. $H^{0}\left(\right.$ Spec $\left.B, \Omega_{\text {Spec } B / R}\right)=B<d b>$ where $d b$ is as before.

One can similarly define the ring of higher geometric jet spaces $T^{n} B$. Then we have the following lemma

Lemma 3.5.5. If $R[x] \rightarrow B$ is an étale morphism, then

$$
T^{n} B \simeq B\left[d x, \ldots, d^{n} x\right]
$$

where $d x, \ldots, d^{n} x$ are the new indeterminates.

Set

$$
\begin{align*}
S & :=\mathcal{O}(Y)  \tag{3.5.3}\\
S^{r} & :=\mathcal{O}^{r}(Y)
\end{align*}
$$

Since $b$ is an étale co-ordinate we get

$$
\begin{align*}
S^{r} & =S\left[b^{\prime}, \ldots, b^{(r)}\right]  \tag{3.5.4}\\
T S & =\text { Symm } \Omega_{S / R}=S[d b]
\end{align*}
$$

Let $\mathcal{E} \xrightarrow{\pi} Y_{1}(N)$ be the universal elliptic curve and $\omega:=\pi_{*} \Omega_{\mathcal{E} / S}$. Then $\omega^{\otimes 2} \simeq$ $\Omega_{Y_{1}(N) / R}$. Then Symm $\omega=S[x]$ is the space of modular forms on $Y(N)$ where $x$ is a basis for $\omega$

Lemma 3.5.6. $d b$ is a modular form of weight 2.

Proof. By Corollary 3.5.3 we can identify $d b \in H^{0}\left(Y, \Omega_{Y / R}\right) \simeq H^{0}\left(Y, \omega^{\otimes 2}\right)$ and this completes the proof.

Hence there exists an $f \in S^{\times}$such that

$$
\begin{equation*}
x^{2}=f(d b) \tag{3.5.5}
\end{equation*}
$$

and we have $T S \hookrightarrow S y m m \omega$. Note that the injection is étale.

where $\Psi_{\alpha}$ is as in Theorem 2.5.4.
We will call $w \in \mathbb{Z}[\phi]$ an even, positive weight if $w$ can be expressed as $w=$ $\sum_{i=0} 2 a_{i} \phi^{i} \in \mathbb{Z}, a_{i} \geq 0$. Let us denote the subset of all such $w$ 's by $2 W^{+}$. Recall $S=\mathcal{O}(X)$.

Proposition 3.5.7. $T\left(\widehat{J^{n} S}\right) \simeq \bigoplus_{w \in 2 W^{+}} M_{X}^{n}(w)$
Proof. By [10],

$$
\begin{equation*}
\bigoplus_{w \in 2 W^{+}} M_{X}^{n}(w)=\widehat{J^{n} S}\left[x^{2}, \phi\left(x^{2}\right), \ldots, \phi^{n}\left(x^{2}\right)\right] \tag{3.5.6}
\end{equation*}
$$

But $\phi\left(x^{2}\right)=\phi\left(f^{-1}\right) \phi(d b)$ and since $\phi\left(f^{-1}\right)$ is invertible, we obtain the isomorphism

$$
\begin{equation*}
\bigoplus_{w \in 2 W^{+}} M_{X}^{n}(w) \simeq \widehat{J^{n} S}\left[d b, \ldots, \phi^{n}(d b)\right] \simeq T\left(\widehat{J^{n} S}\right) \tag{3.5.7}
\end{equation*}
$$

and the last isomorphism above is because $b$ is an étale coordinate of $S$ and 2.6.3.

## Review of the forms $f^{1}, f^{\partial}$

The references here are $[9,1,10]$. Set

$$
\begin{equation*}
\Psi:=\frac{1}{p} \log \frac{q^{\phi}}{q^{p}}:=\sum_{n \geq 1}(-1)^{n-1} n^{-1} p^{n-1}\left(\frac{q^{\prime}}{q^{p}}\right)^{n} \in S_{\text {for }}^{1}=R((q))^{\wedge}\left[q^{\prime}\right]^{\wedge} . \tag{3.5.8}
\end{equation*}
$$

In the next two Propositions $X=\operatorname{Spec} S$ is a modular framed curve, recall the $\delta$-expansion maps $E^{r}: M^{r} \rightarrow S_{f o r}^{r}$, cf. (3.4.4).

Proposition 3.5.8. [9] There exists a unique form $f^{1} \in M^{1}(-1-\phi)$ such that

$$
E^{1}\left(f^{1}\right)=\Psi
$$

Proposition 3.5.9. [1, 9] Assume the reduction $\bmod p$ of $X, \bar{X}$, is contained in the ordinary locus of the modular (respectively Shimura) curve. Then there exists a unique form $f^{\partial} \in M^{1}(\phi-1)$ which is invertible in the ring $M^{1}$ such that

$$
E^{1}\left(f^{\partial}\right)=1
$$

Furthermore its reduction $\bmod p, \overline{f^{\partial}} \in \overline{M^{1}(\phi-1)}$, coincides with the image of the Hasse invariant $\bar{H} \in \overline{M^{0}(p-1)}$. In particular $X$ is an ordinary framed curve in the sense of Definition 3.4.4.

Let $M_{\{h\}}^{r}=M^{r}\left[h^{-1} \uparrow\right.$. Define $f^{b} \in M^{1}(0)=S^{1}$ as $f^{b}=x^{\phi+1} f^{1}$. Then recall from [10] that $f^{b}$ can be rewritten in the following form

$$
f^{b}=a_{0} b^{\prime}+f_{0}+p h_{1}
$$

where $h_{1} \in M_{\left\{a_{4}\right\}}^{1}, f_{0} \in M^{0}(-1-p), b^{\prime} \in M_{\left\{a_{4}, a_{6}\right\}}^{1}$ and $a_{0} \in M_{\left\{a_{6}\right\}}^{0}$ is invertible. Recall that we will denote an element of order leqr as $O(r)$.

Lemma 3.5.10. For any $k \in \mathbb{N}, \delta^{k} f^{b}=a_{0}^{p^{k}} \delta^{k} b^{\prime}+O(k)+p O(k+1)$

Proof. We proceed by induction. For $k=0, f^{b}$ is precisely as in the statement of the lemma. Now let us assume that the statement is true for $k=i$. We will show that it is true for $k=i+1$.

$$
\begin{aligned}
\delta^{i+1} f^{b}= & \delta\left(a_{0}^{p^{i}} \delta^{i} b^{\prime}+O(i)+p O(i+1)\right. \\
= & \delta\left(a_{0}^{p^{i}} \delta^{i} b^{\prime}\right)+\delta(O(i))+\delta(p O(i+1)) \\
& +\frac{1}{p}\left\{\left(a_{0}^{p^{i}} \delta^{i} b^{\prime}\right)^{p}+(O(i))^{p}+(p O(i+1))^{p}\right. \\
& \left.\quad-\left(a_{0}^{p^{i}} \delta^{i} b^{\prime}+O(i)+p O(i+1)\right)^{p}\right\}
\end{aligned}
$$

Both $\delta(O(i))$ and $\frac{1}{p}\left\{\left(a_{0}^{p^{i}} \delta^{i} b^{\prime}\right)^{p}+(O(i))^{p}+(p O(i+1))^{p}-\left(a_{0}^{p^{i}} \delta^{i} b^{\prime}+O(i)+p O(i+1)\right)^{p}\right\}$ are $O(i+1)$.

$$
\begin{aligned}
\delta^{i+1} f^{b}= & \left(a_{0}^{p^{i}}\right)^{p} \delta^{i+1} b^{\prime}+\left(\delta^{i} b^{\prime}\right)\left(\delta a_{o}^{p^{i}}\right)+p \delta\left(a_{0}^{p^{i}}\right)\left(\delta^{i+1} b^{\prime}\right) \\
& +p^{p} \delta(O(i+1))+(O(i+1))^{p} \delta p+p \delta(O(i+1)) \delta p+O(i+1)
\end{aligned}
$$

Now $\left(\delta^{i} b^{\prime}\right)\left(\delta a_{0}^{p^{i}}\right)$ and $(O(i+1))^{p} \delta p$ are $O(i+1)$ hence

$$
\begin{array}{r}
\delta^{i+1} f^{b}=\left(a_{0}^{p^{i}}\right)^{p} \delta^{i+1} b^{\prime}+p \delta\left(a_{0}^{p^{i}}\right)\left(\delta^{i+1} b^{\prime}\right)+p \delta(O(i+1))+O(i+1) \\
=a_{0}^{p^{i+1}} \delta^{i+1} b^{\prime}+O(i+1)+p O(i+2)[\text { Since } \delta(O(i+1)) \text { and } \\
\\
\left.\quad \delta\left(a_{0}^{p^{i}}\right)\left(\delta^{i+1} b^{\prime}\right) \text { are both } O(i+2)\right]
\end{array}
$$

This concludes our proof.
Lemma 3.5.11. Any ordinary $k$-point of $Y=Y_{1}(N)_{R}$ has an affine open neighborhood $X \subset Y$ such that $E_{p-1}$ is invertible on $X, L$ is trivial on $X$ and the natural homomorphism

$$
\bar{S} \rightarrow \frac{\overline{S^{r}}}{\left(\overline{f^{b}}, \overline{\delta f^{b}}, \ldots, \overline{\delta^{r-1} f^{b}}\right)}
$$

is an isomorphism.

Proof. Since $S^{r}=S\left[b^{\prime}, \ldots, b^{(n)}\right]$ since $b$ is the étale coordinate of $S$, we conclude the proof by Lemma 3.5.10.

## Review of Katz generalized $p$-adic modular functions

The references here are $[23,19]$.
Let $B$ be a $p$-adically complete ring, $p \geq 5$, and let $N$ be an integer coprime to p. Consider the functor

$$
\begin{equation*}
\{p \text {-adically complete } B \text {-algebras }\} \rightarrow\{\text { sets }\} \tag{3.5.9}
\end{equation*}
$$

that attaches to any $A$ the set of isomorphism classes of triples $(E / A, \varphi, \iota)$, where $E$ is an elliptic curve over $A, \varphi$ is a trivialization, and $\iota$ is an arithmetic level $N$ structure. Recall that a trivialization is an isomorphism between the formal group of $E$ and the formal group of the multiplicative group; an arithmetic level $N$ structure is defined as an inclusion of flat group schemes over $B$ of $\mu_{N}$ into $E[N]$. The functor (3.5.9) is representable by a $p$-adically complete $\operatorname{ring} \mathcal{W}(B, N)$. The elements of this ring are called by Katz [23] generalized $p$-adic modular forms. Note that $\mathcal{W}(B, N)=$ $\mathcal{W}\left(\mathbb{Z}_{p}, N\right) \widehat{\otimes} B$. Moreover there is a $\mathbb{Z}_{p}^{\times}$-action on $\mathcal{W}(B, N)$ coming from the action of $\mathbb{Z}_{p}^{\times}$on the formal group of the multiplicative group. The fourier expansion $E$ : $\mathcal{W} \rightarrow \widehat{B((q))}$ of $f \in \mathcal{W}$ is defined as the evaluation of $f$ at the Tate $(q)$ curve given by $E(f):=f(q)=f\left(\right.$ Tate $\left.(q), \varphi_{\text {can }}, \iota_{\text {can }}\right) . E$ is injective and has a flat cokernel over $B$. Also $\mathcal{W}\left(\mathbb{Z}_{p}, N\right)$ possesses a natural ring endomorphism Frob which reduces modulo $p$ to the $p$-power Frobenius endomorphism of $\mathcal{W}\left(\mathbb{Z}_{p}, N\right) \otimes \mathbb{Z} / p \mathbb{Z}$. So if $R=\hat{\mathbb{Z}}_{p}^{u r}$, as usual, and if $\phi$ is the automorphism of $R$ lifting Frobenius then $F r o b \widehat{\otimes} \phi$ is a lift of Frobenius on

$$
\mathcal{W}:=\mathcal{W}(R, N)=\mathcal{W}\left(\mathbb{Z}_{p}, N\right) \widehat{\otimes} R
$$

which we denote by $\phi_{0}$. Moreover the homomorphism $\mathcal{W}(R, N) \rightarrow R((q))^{\wedge}$ commutes with the action of $\phi_{0}$ where $\phi_{0}$ on $R((q))^{\wedge}$ is defined by $\phi_{0}\left(\sum a_{n} q^{n}\right):=\sum \phi\left(a_{n}\right) q^{n p}$.

The ring of modular forms $M$ injects into $\mathcal{W}$ via, if $f \in M$ then $f(E / A, \varphi, \iota):=f\left(E / A, \varphi^{*}(d t / t+1), \iota\right)$ where $d t /(t+1)$ is the invariant differential on $\mathbb{G}_{m}^{f o r}$ whose pull back via $\varphi$ is a differential on the Elliptic curve $E$.

For any $\mathbb{Z}\left[1 / N, \zeta_{N}\right]$-algebra $B$ the space $M(B, \kappa, N)$ of modular forms over $B$ of weight $\kappa$ and level $\Gamma_{1}(N)$ has an embedding

$$
M(B, \kappa, N) \subset \mathcal{W}(B, N)
$$

The space $M(B, \kappa, N)$ is stable under the $\mathbb{Z}_{p}^{\times}$-action on $\mathcal{W}(B, N)$ and $\lambda \in \mathbb{Z}_{p}^{\times}$acts on $M(B, \kappa, N)$ via multiplication by $\lambda^{k}$. Recall that we denoted by $Y_{\text {ord }} \subset Y=$
$Y_{R}=Y_{1}(N)_{R}$ the locus in $Y$ where the Eisenstein form $E_{p-1} \in M\left(\mathbb{Z}_{p}, p-1, N\right)$ is invertible. Then, since $E_{p-1}$ is invertible in $\mathcal{W}$ we get a homomorphism

$$
M_{Y_{\text {ord }}}=\bigoplus_{k \in \mathbb{Z}} L_{Y_{\text {ord }}}^{\otimes k} \rightarrow \mathcal{W}
$$

More generally, if $X$ is any affine open subset of $Y_{\text {ord }}$ then one can find $g \in M_{Y_{\text {ord }}}$ of weight $0, \bar{g} \neq 0$, and a homomorphism

$$
\begin{equation*}
M:=M_{X}:=\bigoplus_{\kappa \in \mathbb{Z}} L_{X}^{\otimes \kappa} \rightarrow \mathcal{W}_{g}=\mathcal{W}[1 / g] \tag{3.5.10}
\end{equation*}
$$

(So if $X=Y_{\text {ord }}$ we may take $g=1$.) Since $g$ has weight $0, \widehat{\mathcal{W}}_{g}$ has an induced $\mathbb{Z}_{p}^{\times}$-action and the homomorphism (3.5.10) is $\mathbb{Z}_{p}^{\times}$-equivariant if $\lambda \in \mathbb{Z}_{p}^{\times}$acts on each $L^{\otimes k}$ via multiplication by $\lambda^{k}$.

Finally recall Katz's ring of divided congruences [19],

$$
\mathcal{D}:=\mathcal{D}(R, N):=\left\{f \in \bigoplus_{\kappa \geq 0} M(R, \kappa, N) \otimes_{R} K ; E(f) \in R[[q]]\right\}
$$

where $K:=R[1 / p]$. This ring naturally embeds into Katz's ring of holomorphic generalized p-adic modular forms,

$$
\mathcal{V}:=\mathcal{V}(R, N)=\{f \in \mathcal{W}(R, N) ; E(f) \in R[[q]]\}
$$

and the image of $\mathcal{D}$ in $\mathcal{V}$ is $p$-adically dense. For simplicity we sometimes identify $\mathcal{D}, \mathcal{V}, \mathcal{W}$ with subrings of $R((q))^{\wedge}$; i.e. we view

$$
\mathcal{D} \subset \mathcal{V} \subset \mathcal{W} \subset R((q))^{\wedge}
$$

We will need the following:
Lemma 3.5.12. $\mathcal{D}+R\left[\Delta^{-1}\right]$ is $p$-adically dense in $\mathcal{W}$.

Proof. It is enough to check that $\mathcal{V}+R\left[\Delta^{-1}\right]$ is $p$-adically dense in $\mathcal{W}$.

We first claim that for any $f \in \mathcal{W}$ there exists a sequence of polynomials $F_{n} \in R[t]$ in a variable $t$ such that $F_{n+1}-F_{n} \in p^{n} R[t]$ for $n \geq 0$ and such that

$$
f-F_{n}\left(\Delta^{-1}\right) \in p^{n} R((q))^{\wedge}+R[[q]] .
$$

To check the claim we construct $F_{n}$ by induction. We may take $F_{0}=0$. Now, assuming $F_{n}$ was constructed, write

$$
f-F_{n}\left(\Delta^{-1}\right)=p^{n} G+p^{n+1} H+S, \quad G \in \sum_{i=1}^{N} R q^{-i}, \quad H \in R((q))^{\wedge}, \quad S \in R[[q]] .
$$

Since $\Delta^{-1}-q^{-1} \in R[[q]]$ we can find a polynomial $\Gamma \in R[t]$ of degree $\leq N$ such that $G-\Gamma\left(\Delta^{-1}\right) \in R[[q]]$. Then set $F_{n+1}:=F_{n}+p^{n} \Gamma$ which ends the inductive step of our construction.

Now let $F_{n}$ be as in our claim above and set $F:=\lim F_{n} \in R[t]^{\wedge}$. Then clearly $f-F\left(\Delta^{-1}\right) \in R[[q]] \cap \mathcal{W}=\mathcal{V}$. This implies that $\mathcal{V}+R\left[\Delta^{-1}\right]$ is $p$-adically dense in $\mathcal{W}$ and we are done.

Theorem 3.5.13. Assume $X=S p e c S$ is a modular Fourier-framed curve with $E_{p-1}$ invertible on $X$. The following hold:

1) The map $\overline{\mathbb{S} \infty} \rightarrow \overline{S_{f o r}^{\infty}}$ is injective; in particular $\overline{\mathbb{S} \infty}$ is an integral domain, and the map $\overline{\mathbb{S}^{\infty}} \rightarrow \widetilde{\mathbb{S}^{\infty}}$ is an isomorphism. Moreover the ring $\overline{\mathbb{S}^{\infty}}$ is an ind-étale $\mathbb{Z}_{p}^{\times}$-extension of $\overline{S^{\infty}}$.
2) The kernel of $\overline{M^{\infty}} \rightarrow \overline{\mathbb{S}^{\infty}}$ is generated by

$$
\overline{f^{\partial}-1}, \overline{\delta\left(f^{\partial}-1\right)}, \overline{\delta^{2}\left(f^{\partial}-1\right)}, \ldots
$$

3) The kernel of $\overline{\mathbb{S} \infty} \rightarrow \overline{\mathcal{W}}_{g}$ is generated by the images of

$$
\overline{f^{1}}, \overline{\delta f^{1}}, \overline{\delta^{2} f^{1}}, \ldots
$$

4) The kernel of $\overline{M^{\infty}} \rightarrow \overline{\mathcal{W}}_{g}$ is generated by the elements

$$
\overline{f^{\partial}-1}, \overline{f^{1}}, \overline{\delta\left(f^{\partial}-1\right)}, \overline{\delta f^{1}}, \overline{\delta^{2}\left(f^{\partial}-1\right)}, \overline{\delta^{2} f^{1}}, \ldots
$$

Proof of Theorem 3.5.13. We are going to use the notation in the proof of Theorem 3.4.12. In particular recall the rings $Q^{r, r-1}$ which are finite étale extensions of $\overline{S^{r}}$, with

$$
\begin{equation*}
\left(Q^{r, r-1}\right)^{\Gamma_{r-1}}=\overline{S^{r}} . \tag{3.5.11}
\end{equation*}
$$

Note that assertion 4 follows from assertions 2 and 3.
We claim that in order to prove assertions 1 and 2 it is enough to show that all the rings $Q^{r, r-1}$ are integral domains. Indeed if this is so then

$$
Q^{\infty}:=\lim _{\rightarrow} Q^{r, r-1}
$$

is an integral domain. We have surjections

$$
\begin{equation*}
Q^{\infty} \rightarrow \overline{\mathbb{S}^{\infty}} \rightarrow \widetilde{\mathbb{S}^{\infty}} \tag{3.5.12}
\end{equation*}
$$

where the last ring is an integral domain. Let $I$ be the kernel of the composition (3.5.12). Since the composition $\overline{S^{\infty}} \rightarrow Q^{\infty} \rightarrow \widetilde{\mathbb{S}^{\infty}}$ is injective (cf. Proposition 3.4.1), upon viewing $\overline{S^{\infty}}$ as a subring of $Q^{\infty}$, it follows that $I \cap \overline{S^{\infty}}=0$. Since $Q^{\infty}$ is an integral domain and an integral extension of $\overline{S^{\infty}}$ it follows that $I=0$. This forces the surjections in (3.5.12) to be isomorphisms, and so assertions 1 and 2 of the Theorem follow.

Next note that since Spec $Q^{r, r-1}$ is étale and finite over Spec $\overline{S^{r}}$ and since the latter is smooth over $k$, it follows that Spec $Q^{r, r-1}$ is smooth over $k$ so, in particular its connected components are irreducible and they are finite and étale over $S p e c \overline{S^{r}}$. So in order to prove that $Q^{r, r-1}$ is an integral domain it is enough to prove that Spec $Q^{r, r-1}$ is connected.

Consequently in order to prove the Theorem we need to prove connectivity of Spec $Q^{r, r-1}$ and assertion 3. We will prove these two facts simultaneously. To prove either of these facts it is enough to prove that these facts hold for each of the open sets of a given open cover of $X$. So we may assume, after shrinking $X$, that the conclusion of Lemma 3.5.11 holds for $X$, in particular $L$ is trivial on the whole of $X$ so $f^{b}$ is defined and $f^{1}$ and $f^{b}$ differ by a unit. Consider the scheme Spec $T^{r}$ defined by the cartesian diagram

$$
\begin{array}{rll}
\text { Spec } T^{r} & \rightarrow & \text { Spec } Q^{r, r-1} \\
\downarrow & & \downarrow \\
\text { Spec } \bar{S} \rightarrow & \rightarrow \text { Spec } \overline{S^{r}}
\end{array}
$$

where the bottom horizontal arrow is defined by the surjection

$$
\overline{S^{r}} \rightarrow \frac{\overline{S^{r}}}{\left(\overline{f^{b}}, \overline{\delta f^{b}}, \ldots, \overline{\delta^{r-1} f^{b}}\right)}=\bar{S}
$$

cf. Lemma 3.5.11. The natural $\mathbb{Z}_{p}^{\times}$-equivariant homomorphism $M^{\infty} \rightarrow \widehat{\mathcal{W}}_{g}$ maps $f^{1}, \delta f^{1}, \delta^{2} f^{1}, \ldots$ into 0; cf. Proposition 3.5.8. So this homomorphism also maps $f^{b}, \delta f^{b}, \delta^{2} f^{b}, \ldots$ into 0 . One the other hand this homomorphism also maps $f^{\partial}-$ $1, \delta\left(f^{\partial}-1\right), \delta^{2}\left(f^{\partial}-1\right), \ldots$ into 0 . So we get an induced $\mathbb{Z}_{p}^{\times}$-equivariant homomorphism $\overline{N^{r}} \rightarrow \overline{\mathcal{W}}_{g}$, hence (by restriction) we get a $\mathbb{Z}_{p}^{\times}$-equivariant homomorphism $Q^{r, r-1} \rightarrow$ $\overline{\mathcal{W}}_{g}$, and hence we get an induced $\mathbb{Z}_{p}^{\times}$-equivariant homomorphism

$$
T^{r}=\frac{Q^{r, r-1}}{\left(\overline{f^{b}}, \ldots, \overline{\delta^{r-1} f^{b}}\right)} \rightarrow \overline{\mathcal{W}}_{g}
$$

Since Spec $\overline{\mathcal{W}}_{g}$ is irreducible the closure $Z$ of the image of Spec $\overline{\mathcal{W}}_{g} \rightarrow$ Spec $T^{r}$ is contained in one of the connected components of Spec $T^{r}$. Since $Z$ dominates Spec $\bar{S}$ and since Spec $T^{r}$ is finite and étale over Spec $\bar{S}$, it follows that $Z$ is a connected component of Spec $T^{r}$. Note that $Z$ is a $\mathbb{Z}_{p}^{\times}$-invariant subset of Spec $T^{r}$, hence $\Gamma_{r-1}$-invariant. Recall that by $(3.5 .11) \Gamma_{r-1}$ acts transitively on the fibers of Spec $Q^{r, r-1} \rightarrow$ Spec $\overline{S^{r}}$. Hence $\Gamma_{r-1}$ acts transitively on the fibers of Spec $T^{r} \rightarrow$

Spec $\bar{S}$. Since each connected component of Spec $T^{r}$ surjects onto Spec $\bar{S}$ and since $Z$ is $\Gamma_{r-1}$-invariant it follows that Spec $T^{r}$ must be connected. Since Spec $T^{r}$ is smooth over $k$ and connected it follows that $T^{r}$ is an integral domain. Since Spec $T^{r}$ is connected it must coincide with $Z$ hence Spec $\overline{\mathcal{W}}_{g} \rightarrow$ Spec $T^{r}$ is dominant. Since $T^{r}$ is an integral domain, $T^{r} \rightarrow \overline{\mathcal{W}}_{g}$ is injective. So $\lim _{\rightarrow} T^{r} \rightarrow \overline{\mathcal{W}}_{g}$ is injective. But

$$
\lim _{\rightarrow} T^{r}=\lim _{\rightarrow} Q^{r, r-1} /\left(\overline{f^{b}}, \overline{\delta f^{b}}, \overline{\delta^{2} f^{b}}, \ldots\right)=\overline{\mathbb{S} \infty} /\left(\overline{f^{b}}, \overline{\delta f^{b}}, \overline{\delta^{2} f^{b}}, \ldots\right)
$$

This proves assertion 3.
On the other hand since each connected component of Spec $Q^{r, r-1}$ surjects onto Spec $\overline{S^{r}}$ and Spec $T^{r}$ is connected it follows that Spec $Q^{r, r-1}$ itself is connected. This ends the proof of the Theorem.

Corollary 3.5.14. Assume $X=S$ Sec $S$ is a modular Fourier-framed curve with $E_{p-1}$ invertible on $X$. The following hold:

1) The inclusion $\mathbb{S}^{\infty} \subset S_{\text {for }}^{\infty}$ has torsion free cokernel.
2) The kernel of $M^{\infty} \rightarrow S_{f o r}^{\infty}$ is the $p$-adic closure of the ideal generated by the elements

$$
f^{\partial}-1, \delta\left(f^{\partial}-1\right), \delta^{2}\left(f^{\partial}-1\right), \ldots
$$

3) The kernel of $\mathbb{S}^{\infty} \rightarrow R((q))^{\wedge}$ is the $p$-adic closure of the ideal generated by the images of the elements

$$
f^{1}, \delta f^{1}, \delta^{2} f^{1}, \ldots
$$

4) The kernel of $M^{\infty} \rightarrow R((q))^{\wedge}$ is the $p$-adic closure of the ideal generated by the elements

$$
f^{\partial}-1, f^{1}, \delta\left(f^{\partial}-1\right), \delta f^{1}, \delta^{2}\left(f^{\partial}-1\right), \delta^{2} f^{1}, \ldots
$$

Remark 3.5.15. Conclusion 1 in Corollary 3.5.14 should be viewed as a $\delta$-expansion principle. Conclusions 2 and 4 should be viewed as $\delta$-analogues of the theorem of

Swinnerton-Dyer and Serre according to which the kernel of the Fourier expansion map

$$
\bigoplus_{\kappa \geq 0} M\left(\mathbb{F}_{p}, \kappa, N\right) \rightarrow \mathbb{F}_{p}[[q]]
$$

is generated by $E_{p-1}-1$; cf. [20], p. 459.
Corollary 3.5.16. Assume $X=S p e c S$ is a modular Fourier-framed curve with $E_{p-1}$ invertible on $X$. Let $f(q) \in R((q))$ be contained in the image of the map $M \otimes_{R} K \rightarrow K((q))$. Then $f(q)$ is contained in the image of the map $M^{\infty} \rightarrow R((q))^{\wedge}$.

Proof. Write $f(q)=E\left(\frac{G}{p^{\nu}}\right)=\frac{G(q)}{p^{\nu}}$, where $G \in M$. The image of $G$ in $R((q)) \otimes$ $\mathbb{Z} / p^{\nu} \mathbb{Z}$ is 0 so the image of $G$ in $\mathbb{S}^{\infty} \otimes \mathbb{Z} / p^{\nu} \mathbb{Z}$ is in the kernel of $\mathbb{S}^{\infty} \otimes \mathbb{Z} / p^{\nu} \mathbb{Z} \rightarrow$ $S_{f o r}^{\infty} \otimes \mathbb{Z} / p^{\nu} \mathbb{Z}$. But the latter morphism is injective; indeed this is trivially checked by induction on $\nu$, using Theorem 3.5.13. It follows that the image of $G$ in $\mathbb{S}^{\infty} \otimes \mathbb{Z} / p^{\nu} \mathbb{Z}$ is 0 , hence the image of $G$ in $\mathbb{S}^{\infty}$ belongs to $p^{\nu} \mathbb{S}^{\infty}$. Hence the image of $G$ in $R((q))^{\wedge}$ belongs to $p^{\nu} \cdot \operatorname{Im}\left(M^{\infty} \rightarrow R((q))^{\wedge}\right)$. It follows that $f(q)$ belongs to the image of $M^{\infty} \rightarrow R((q))^{\wedge}$.

Recall that we denoted by $Y_{o r d}$ the locus in $Y=Y_{1}(N)_{R}$ where $E_{p-1}$ is invertible.
Corollary 3.5.17. Consider the modular Fourier-framed curve $X=S$ pec $S=Y_{\text {ord }}$. Then the image of $M^{\infty} \rightarrow R((q))^{\wedge}$ contains $\mathcal{D}$ and hence is $p$-adically dense in $\mathcal{W}$.

Proof. By Corollary 3.5.16 the image of $M^{\infty} \rightarrow R((q))^{\wedge}$ contains the ring $\mathcal{D}$. But this image also contains the ring $R\left[\Delta^{-1}\right]$. We conclude by Lemma 3.5.12.

### 3.5.1 On $(p-1)$-th root of $E_{p-1}$.

We will show that the $p-1$-th root of $E_{p-1}$ does not belong to the modular forms of $X_{1}(N)$. It will be useful to recall one of the possible constructions of the Igusa curve $I$. Let $L$ be the line bundle on $X_{1}(N)_{R}$ such that the sections of the powers of $L$
identify with the modular forms of various weights on $\Gamma_{1}(N)$; cf. [20] p. 450 where $L$ was denoted by $\omega$. Let $E_{p-1} \in H^{0}\left(X_{1}(N)_{R}, L^{p-1}\right)$ be the normalized Eisenstein form of weight $p-1$ and let (ss) be the supersingular locus on $X_{1}(N)_{R}$ (i.e. the zero locus of $\left.E_{p-1}\right)$. Let $X \subset X_{1}(N)$ be an open embedding such that $L$ is trivial on $X$. As usual, let $x$ be a basis of $L$ on $X$. Recall we have $M=S\left[x, x^{-1}\right]$. Then $E_{p-1}=\varphi x^{p-1}$ where $\varphi \in \mathcal{O}(X)$. Let $S=\mathcal{O}(X)$. Define $S_{!}=\operatorname{Spec} S[t] /\left(t^{p-1}-\varphi\right)$. Let $X_{!}=\operatorname{Spec} S!$. If we denote the reduction $\bmod p$ by $\overline{X_{!}}$, then $\bar{X}_{!}$is birationally equivalent to $I$ (cf. [20], pp. 460, 461) and is the integral closure of $\bar{X}$ in the fraction field of $\bar{X}$. Hence Spec $S[t] /\left(t^{p-1}-\varphi\right)$ is irreducible since $I$ is. Note that $t^{p-1}-\varphi$ are monic polynomials whose derivatives are invertible in $S[t] /\left(t^{p-1}-\varphi\right)$.

Lemma 3.5.18. There exist no $\epsilon \in \widehat{M}$ such that $\epsilon^{p-1}=E_{p-1}$.

Proof. We will prove this by contradiction. Suppose there exist an $\epsilon \in \widehat{M}$ satisfying $\epsilon^{p-1}=E_{p-1}$. Then define an algebra homomorphism $\frac{S[t]}{t^{p-1}-\varphi}=S_{!} \rightarrow \widehat{M}=$ $\widehat{S\left[x, x^{-1}\right]}$, by $t \rightarrow \epsilon x^{-1}$. Hence after reduction $\bmod p$, we have the following


Note that Spec $\bar{M} \simeq \operatorname{Spec} \bar{S} \times \mathbb{G}_{m}$. Consider the restriction map of $f$ (call it $f$ again) to Spec $\bar{M} \times\{$ closed point $\}$. Hence we have the following commutative diagram


The image of $f$ can not be a point because $\psi \circ f$ is an isomorphism. Hence Spec $\bar{S}$ must be isomorphic to Spec $S_{!}$since it is irreducible. But that implies $t^{p-1}-\varphi$ is not irreducible which is a contradiction and we are done.

## Chapter 4

## Hecke Operators mod $p$

We will study the space of $q$-expansions of differential modular forms mod $p$ under the action of Hecke operators. But first, we need to extend the action of Hecke operators from classical Fourier series to differential Fourier series in our context which is done in Section 4.1. The relation between the coefficients of the eigen forms under Hecke operators away from $p$ is also established. The concept of $\delta$-symmetry is discussed and the space of $\delta$-symmetric power series in $k[[q]]\left[q^{\prime}\right]$ is computed. In Section 4.3, we put together 4.1 and 4.2 and by comparing the coefficients we obtain a multiplicity one theorem. In Section 4.4, we apply it in the case when the power series in $k[[q]]\left[q^{\prime}\right]$ is the image of a differential modular form.

### 4.1 Hecke operators away from $p$

### 4.1.1 Classical Hecke operators

Throughout the chapter the divisors of a given non-zero integer are always taken to be positive, the greatest common divisor of two non-zero integers $m, n$ is denoted by
( $m, n$ ), and we use the convention $(m, n)=n$ for $m=0, n \neq 0$. Fix throughout the chapter an integer $N \geq 4$ and let $\epsilon: \mathbb{Z}_{>0} \rightarrow\{0,1\}$ be the "trivial primitive character" $\bmod N$ defined by $\epsilon(A)=1$ if $(A, N)=1$ and $\epsilon(A)=0$ otherwise.

For each integer $n \geq 1$ and each integer $N \geq 4$ consider the set

$$
\left\{(A, B, D) ; A, B, D \in \mathbb{Z}_{\geq 0}, A D=n,(A, N)=1, B<D\right\}
$$

Triples $A, B, D$ will always be assumed to be in the set above. Recall (cf., say, [24]) the action of the $n$-th Hecke operator $T_{\kappa}(n)$ on classical modular forms $f=$ $\sum_{m \geq 0} a_{m} q^{m}$ on $\Gamma_{0}(N)$ of weight $\kappa \geq 2$ with complex coefficients $a_{m} \in \mathbb{C}$ given by

$$
\begin{aligned}
T_{\kappa}(n) f & :=n^{\kappa-1} \sum_{A, B, D} D^{-\kappa} f\left(\zeta_{D}^{B} q^{A / D}\right) \\
& =\sum_{m \geq 0}\left(\sum_{A \mid(n, m)} \epsilon(A) A^{\kappa-1} a_{\frac{m n}{A^{2}}}\right) q^{m} .
\end{aligned}
$$

Here $q=e^{2 \pi \sqrt{-1} z}, \zeta_{D}:=e^{2 \pi \sqrt{-1} / D}$.

### 4.1.2 Hecke operators $T_{\kappa}(n)$ on $\delta$-series

Now assume $n$ and $N$ are coprime to $p$ and assume $q, q^{\prime}, q^{\prime \prime}, \ldots, q^{(r)}, \ldots$ are indeterminates.

Definition 4.1.1. For each integer $\kappa \in \mathbb{Z}$ the Hecke operator $f \mapsto T_{\kappa}(n) f$ on $R((q))\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ is defined as follows. For $f=f\left(q, q^{\prime}, \ldots, q^{(r)}\right)$,

$$
\begin{equation*}
T_{\kappa}(n) f:=n^{\kappa-1} \sum_{A, B, D} D^{-\kappa} f\left(\zeta_{D}^{B} q^{A / D}, \delta\left(\zeta_{D}^{B} q^{A / D}\right), \ldots, \delta^{r}\left(\zeta_{D}^{B} q^{A / D}\right)\right) \tag{4.1.1}
\end{equation*}
$$

Here $\zeta_{D}=\zeta_{n}^{n / D} \in R$ where $\zeta_{n} \in R$ is a fixed primitive $n$-th root of unity and the right hand side of (4.1.1) is a priori in the ring

$$
\begin{equation*}
R\left(\left(q_{n}\right)\right)^{\wedge}\left[q_{n}^{\prime}, \ldots, q_{n}^{(r)}\right]^{\wedge}, \quad q_{n}=q^{1 / n} \tag{4.1.2}
\end{equation*}
$$

However, by [10] Proposition 3.13,

$$
q_{n}^{\prime}, \ldots, q_{n}^{(r)} \in R\left[q, q^{-1}, q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}
$$

hence the ring (4.1.2) equals

$$
R\left(\left(q_{n}\right)\right)^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}
$$

Since $T_{\kappa}(n) f$ is invariant under the substitution $q_{n}^{(i)} \mapsto \delta^{i}\left(\zeta_{n} q_{n}\right)$ it follows that $T_{\kappa}(n) f \in R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$. So the operators $T_{\kappa}(n)$ send $R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ into itself. As we shall see below for $n \geq 2$ the operators $T_{\kappa}(n)$ do not send $R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ into itself. The operators $T_{\kappa}(n)$ on $R((q))\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ induce operators still denoted by $T_{\kappa}(n)$ on $k((q))\left[q^{\prime}, \ldots, q^{(r)}\right]$.

Recall the operator $V$ on $R((q))^{\wedge}$ defined by $V\left(\sum a_{n} q^{n}\right)=\sum a_{n} q^{p n}$. It induces an operator still denoted by $V$ on $k((q))$.

For $r=0, T_{\kappa}(n)$ commute with the operator $V$ on $R((q))^{\wedge}$.

### 4.1.3 Order $r=1$

We have the following formula for the Hecke action on $\delta$-series of order 1:
Proposition 4.1.2. Assume that

$$
\begin{equation*}
f=\sum_{m, m^{\prime}} a_{m, m^{\prime}} q^{m}\left(q^{\prime}\right)^{m^{\prime}} \tag{4.1.3}
\end{equation*}
$$

where $m \in \mathbb{Z}, m^{\prime} \in \mathbb{Z}_{\geq 0}$. Then we have the following congruence $\bmod (p)$ :

$$
\begin{equation*}
T_{\kappa}(n) f \equiv \sum_{m, m^{\prime}}\left(\sum_{A \mid(n, m)} n^{-m^{\prime}} \epsilon(A) A^{\kappa+2 m^{\prime}-1} a_{\frac{m n}{A^{2}}-m^{\prime} p, m^{\prime}}\right) q^{m-m^{\prime} p}\left(q^{\prime}\right)^{m^{\prime}} \tag{4.1.4}
\end{equation*}
$$

Proof. Note that

$$
\begin{align*}
\delta\left(\zeta_{D}^{B} q^{A / D}\right) & =\frac{1}{p}\left[\phi\left(\zeta_{D}^{B} q^{A / D}\right)-\left(\zeta_{D}^{B} q^{A / D}\right)^{p}\right] \\
& =\frac{1}{p}\left[\zeta_{D}^{B p}\left(q^{p}+p q^{\prime}\right)^{A / D}-\zeta_{D}^{B p} q^{A p / D}\right]  \tag{4.1.5}\\
& \equiv \frac{A}{D} \zeta_{D}^{B p} q^{(A-D) p / D} q^{\prime} \bmod (p)
\end{align*}
$$

Then the formula in the statement of the Proposition follows by a simple computation, using the fact that

$$
\sum_{B=0}^{D-1} \zeta_{D}^{m+m^{\prime} p}
$$

is $D$ or 0 according as $D$ divides or does not divide $m+m^{\prime} p$.

Corollary 4.1.3. Let

$$
\begin{equation*}
\bar{f}=\sum_{m^{\prime}} \bar{f}_{m^{\prime}}(q)\left(\frac{q^{\prime}}{q^{p}}\right)^{m^{\prime}} \in k((q))\left[q^{\prime}\right], \quad \bar{f}_{m^{\prime}}(q) \in k((q)) . \tag{4.1.6}
\end{equation*}
$$

Then for any integer $\kappa$ and any integer $n \geq 1$ coprime to $p$ we have:

$$
T_{\kappa}(n) \bar{f}=\sum_{m^{\prime}} n^{-m^{\prime}}\left(T_{\kappa+2 m^{\prime}}(n) \bar{f}_{m^{\prime}}(q)\right)\left(\frac{q^{\prime}}{q^{p}}\right)^{m^{\prime}}
$$

In particular for $\bar{\lambda}_{n} \in k$ we have $T_{\kappa}(n) \bar{f}=\bar{\lambda}_{n} \bar{f}$ if and only if

$$
T_{\kappa+2 m^{\prime}}(n) \bar{f}_{m^{\prime}}=n^{m^{\prime}} \bar{\lambda}_{n} \bar{f}_{m^{\prime}} \text { for all } m^{\prime} \geq 0
$$

Proof. This follows immediately from Proposition 4.1.2.
Let us say that a series in $k((q))\left[q^{\prime}, \ldots, q^{(r)}\right]$ is holomorphic at infinity if it belongs to $k[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]$. Also denote by $v_{p}$ the $p$-adic valuation on $\mathbb{Z}$.

Corollary 4.1.4. Assume that, for a given $\kappa \in \mathbb{Z}$ the series $\bar{f} \in k[[q]]\left[q^{\prime}\right]$ has the property that $T_{\kappa}(n) \bar{f}$ is holomorphic at infinity for all $n \geq 1$ coprime to $p$. Then $\bar{f}$
has the form

$$
\begin{equation*}
\bar{f}\left(q, q^{\prime}\right)=\varphi_{0}(q)+\sum_{m^{\prime} \geq 1}\left(V^{v_{p}\left(m^{\prime}\right)+1}\left(\varphi_{m^{\prime}}(q)\right)\right)\left(\frac{q^{\prime}}{q^{p}}\right)^{m^{\prime}} \tag{4.1.7}
\end{equation*}
$$

with

$$
\begin{equation*}
\varphi_{0} \in k[[q]], \quad \varphi_{m^{\prime}}(q) \in q^{m^{\prime} / p^{v_{p}\left(m^{\prime}\right)}} k[[q]] \quad \text { for } \quad m^{\prime} \geq 1 \tag{4.1.8}
\end{equation*}
$$

Proof. Note that, since $T_{\kappa}(1) \bar{f}=\bar{f}, \bar{f}$ is holomorphic at infinity so equation (4.1.8) follows from (4.1.7). Let $\bar{f}$ be the reduction $\bmod p$ of a series as in (4.1.3). It is enough to show if two integers $m_{0} \geq 1$ and $m^{\prime} \geq 1$ satisfy $v_{p}\left(m_{0}\right) \leq v_{p}\left(m^{\prime}\right)$ then $\bar{a}_{m_{0}, m^{\prime}}=0$. Pick such integers $m_{0}, m^{\prime}$ and set $i=v_{p}\left(m_{0}\right), m_{0}=p^{i} \mu, m^{\prime}=p^{i} \mu^{\prime}$, $n=\mu+p \mu^{\prime}$. Clearly $n$ is coprime to $p$. Picking out the coefficient of $q^{p^{i}-p^{i+1} \mu^{\prime}}\left(q^{\prime}\right)^{p^{i} \mu^{\prime}}$ in the equation in Proposition 4.1.2 we get

$$
\bar{a}_{m_{0}, m^{\prime}}=\bar{a}_{p^{i} n-p^{i+1} \mu^{\prime}, p^{i} \mu^{\prime}}=0
$$

and we are done.

Corollary 4.1.5. Let $\kappa$ be an integer, let $\bar{f} \in k[[q]]\left[q^{\prime}\right]$ be holomorphic at infinity, and assume that for any integer $n \geq 1$ coprime to $p$ we are given a $\bar{\lambda}_{n} \in k$. Then $T_{\kappa}(n) \bar{f}=\bar{\lambda}_{n} \bar{f}$ for all $(n, p)=1$ if and only if $\bar{f}$ has the form (4.1.7) and

$$
T_{\kappa+2 m^{\prime}}(n) \varphi_{m^{\prime}}(q)=n^{m^{\prime}} \bar{\lambda}_{n} \varphi_{m^{\prime}}(q) \text { for all } m^{\prime} \geq 0
$$

Proof. This follows directly from the previous corollaries plus the commutation of $T_{\kappa}(n)$ and $V$ on $k[[q]]$.

### 4.1.4 Order $r=2$

Let us record the formula giving the Hecke action on $\delta$-series of order 2. This formula will not be used in the sequel.
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Proposition 4.1.6. If $f=\sum_{m, m, m^{\prime \prime}} a_{m, m^{\prime}, m^{\prime \prime}} q^{m}\left(q^{\prime}\right)^{m^{\prime}}\left(q^{\prime \prime}\right)^{m^{\prime \prime}} \in R((q))\left[q^{\prime}, q^{\prime \prime}\right]^{\wedge}$ then we have the following congruence $\bmod p$ :

$$
\begin{aligned}
T_{\kappa}(n) f \equiv & \sum A^{\kappa-1}\left(\frac{A}{D}\right)^{m^{\prime}+m^{\prime \prime}} \times a_{m, m^{\prime}, m^{\prime \prime}} \times q^{A\left(m+m^{\prime} p+m^{\prime \prime} p^{2}\right) / D} \\
& \times\left(\frac{q^{\prime}}{q^{p}}\right)^{m^{\prime}} \times\left[\frac{q^{\prime \prime}}{q^{p^{2}}}+\frac{\delta(A / D)}{A / D} \cdot\left(\frac{q^{\prime}}{q^{p}}\right)^{p}+\frac{1}{2}\left(\frac{A}{D}-1\right) \cdot\left(\frac{q^{\prime}}{q^{p}}\right)^{2 p}\right]^{m^{\prime \prime}}
\end{aligned}
$$

where the sum in the right hand side runs through all $m, m^{\prime}, m^{\prime \prime}, A, D$ with $A \geq$ $1, A D=n,(A, N)=1, D \mid m+m^{\prime} p+m^{\prime \prime} p^{2}$.

Proof. A computation similar to the one in the proof of Proposition 4.1.2.

Note that the formula in Proposition 4.1.6 acquires a simpler form for special $n \mathrm{~s}$. Indeed assume $n=\ell$ is a prime. If $\ell \equiv 1 \bmod p$ then $\frac{A}{D}-1=0$ in $k$. If $\ell \equiv 1 \bmod$ $p^{2}$ then $\delta(A / D)=0$ in $k$. Finally if $\ell \equiv 1 \bmod p$ but $\ell \not \equiv 1 \bmod p^{2}$ then $\delta(A / D) \neq 0$ in $k$.

### 4.1.5 Frobenii

Consider the ring endomorphisms $F, F_{k}, F_{/ k}$ of $k((q))\left[q^{\prime}, \ldots, q^{(r)}\right]$ defined as follows: $F$ is the $p$-power Frobenius (the "absolute Frobenius"); $F_{k}$ is the ring automorphism that acts as the $p$-power Frobenius on $k$ and is the identity on the variables $q, q^{\prime}, \ldots, q^{(r)} ; F_{/ k}$ is the ring endomorphism that is the identity on $k$ and sends $q, q^{\prime}, \ldots, q^{(r)}$ into $q^{p},\left(q^{\prime}\right)^{p}, \ldots,\left(q^{(r)}\right)^{p}$ respectively (the "relative Frobenius"). So we have $F=F_{k} \circ F_{/ k}=F_{/ k} \circ F_{k}$. Of course $V=F_{/ k}$ on $k((q))$. Also clearly $T_{\kappa}(n)$ commute with $F$. By Proposition 4.1.2 $T_{\kappa}(n)$ also commute with $F_{k}$ on $k((q))\left[q^{\prime}\right]$; so $T_{\kappa}(n)$ commute with $F_{/ k}$ on $k((q))\left[q^{\prime}\right]$.

### 4.2 Hecke operator at $p$

### 4.2.1 Taylor and Laurent $\delta$-symmetry

Following [11] we consider the $R$-algebras

$$
\begin{aligned}
A & :=R\left[\left[s_{1}, \ldots, s_{p}\right]\right]\left[s_{p}^{-1}\right]^{\wedge}\left[s_{1}^{\prime}, \ldots, s_{p}^{\prime}, \ldots, s_{1}^{(r)}, \ldots, s_{p}^{(r)}\right]^{\wedge}, \\
B & :=R\left[\left[q_{1}, \ldots, q_{p}\right]\right]\left[q_{1}^{-1} \ldots q_{p}^{-1}\right]^{\wedge}\left[q_{1}^{\prime}, \ldots, q_{p}^{\prime}, \ldots, q_{1}^{(r)}, \ldots, q_{p}^{(r)}\right]^{\wedge},
\end{aligned}
$$

where $s_{1}, \ldots, s_{p}, s_{1}^{\prime}, \ldots, s_{p}^{\prime}, \ldots$ and $q_{1}, \ldots, q_{p}, q_{1}^{\prime}, \ldots, q_{p}^{\prime}, \ldots$ are indeterminates. In [11], Lemma 9.10 we proved that the natural algebra map

$$
A \rightarrow B, \quad s_{j}^{(i)} \mapsto \delta^{i} S_{j},
$$

where $S_{1}, \ldots, S_{p}$ are the fundamental symmetric polynomials in $q_{1}, \ldots, q_{p}$, is injective with torsion free cokernel. We will view this algebra map as an inclusion.

Definition 4.2.1. An element $G \in B$ is called Laurent $\delta$-symmetric [11] if it is the image of some element $G_{(p)} \in A$ (which is then unique). An element $f \in$ $R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ will be called Laurent $\delta-p$-symmetric if

$$
\Sigma_{p} f:=\sum_{j=1}^{p} f\left(q_{j}, \ldots, q_{j}^{(r)}\right) \in B
$$

is Laurent $\delta$-symmetric.

In the same way one can consider the algebras

$$
\begin{aligned}
A & :=R\left[\left[s_{1}, \ldots, s_{p}\right]\right]\left[s_{1}^{\prime}, \ldots, s_{p}^{\prime}, \ldots, s_{1}^{(r)}, \ldots, s_{p}^{(r)}\right]^{\wedge} \\
B & :=R\left[\left[q_{1}, \ldots, q_{p}\right]\right]\left[q_{1}^{\prime}, \ldots, q_{p}^{\prime}, \ldots, q_{1}^{(r)}, \ldots, q_{p}^{(r)}\right]^{\wedge} .
\end{aligned}
$$

As before the natural algebra map

$$
A \rightarrow B, \quad s_{j}^{(i)} \mapsto \delta^{i} S_{j},
$$

is injective with torsion free cokernel.

## Chapter 4. Hecke Operators mod $p$

Definition 4.2.2. An element $G \in B$ will be called Taylor $\delta$-symmetric if it is the image of some element $G_{(p)} \in A$ (which is then unique). An element $f \in$ $R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ will be called Taylor $\delta-p$-symmetric if

$$
\Sigma_{p} f:=\sum_{j=1}^{p} f\left(q_{j}, \ldots, q_{j}^{(r)}\right) \in B
$$

is Taylor $\delta$-symmetric.

Clearly a Taylor $\delta-p$-symmetric series is also Laurent $\delta-p$-symmetric.
Remark 4.2.3. 1) Any element of $R[[q]]$ (respectively $R((q))$ ) is Taylor (respectively Laurent) $\delta-p$-symmetric.
2) The Taylor (respectively Laurent) $\delta$ - $p$-symmetric elements in $R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ (respectively $\left.R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\right)$ form a $p$-adically closed $R$-submodule.
3) If $f$ is Taylor (respectively Laurent) $\delta-p$-symmetric then $\phi(f)$ is Taylor (respectively Laurent) $\delta-p$-symmetric.
4) If $f \in R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ (respectively $\left.f \in R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\right)$ and $p f$ is Taylor (respectively Laurent) $\delta-p$-symmetric then $f$ is Taylor (respectively Laurent) $\delta-p$ symmetric.
5) By 1)-4) any element $f$ in $R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\left(\right.$ respectively in $\left.R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\right)$ of the form

$$
f=\frac{\sum_{i=0}^{m} \phi^{i}\left(g_{i}\right)}{p^{\nu}}
$$

where $g_{i}$ are in $R[[q]$ ] (respectively in $R((q))$ ) is Taylor (respectively Laurent) $\delta-p$ symmetric. In particular for any $g$ in $R[[q]]$ (respectively in $R((q))$ ) we have that $\delta g=\frac{\phi(g)-g^{p}}{p}$, and more generally $\frac{\phi^{i}(g)-g^{p^{i}}}{p}$ are Taylor (respectively Laurent) $\delta-p$ symmetric.
6) Let $\mathcal{F} \in R\left[\left[T_{1}, T_{2}\right]\right]^{g}$ be a formal group law, and let $\psi \in R[[T]]\left[T, \ldots, T^{(r)}\right]^{\wedge}$ be
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such that

$$
\psi\left(\mathcal{F}\left(T_{1}, T_{2}\right), \ldots, \delta^{r} \mathcal{F}\left(T_{1}, T_{2}\right)\right)=\psi\left(T_{1}, \ldots, T_{1}^{(r)}\right)+\psi\left(T_{2}, \ldots, T_{2}^{(r)}\right)
$$

in the ring

$$
R\left[\left[T_{1}, T_{2}\right]\right]\left[T_{1}^{\prime}, T_{2}^{\prime}, \ldots, T_{1}^{(r)}, T_{2}^{(r)}\right]^{\wedge}
$$

(Such a $\psi$ is called a $\delta$-character of $\mathcal{F}$.) Let $\varphi(q) \in q R[[q]]$ and let

$$
f:=\psi\left(\varphi(q), \ldots, \delta^{r}(\varphi(q))\right) \in R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}
$$

Then $f$ is Taylor $\delta-p$-symmetric. Cf the argument in [12].
Note that if $\mathcal{F}$ is defined over $\mathbb{Z}_{p}$ then $\mathcal{F}$ posses a $\delta$-character $\psi$ of order $r$ at most the height of $\mathcal{F} \bmod p$ such that

$$
\psi(T, 0, \ldots, 0) \in T+T^{p} \mathbb{Z}_{p}[[T]] ;
$$

cf. [?], proof of Proposition 4.26.
Applying the above considerations to the multiplicative formal group we get that for any $\varphi(q) \in q R((q))$ the series

$$
\frac{1}{p} \log \left(\frac{\phi(\varphi(q)+1)}{(\varphi(q)+1)^{p}}\right)
$$

is Taylor $\delta-p$-symmetric. (Here, as usual, $\log (1+T)=T-T^{2} / 2+T^{3} / 3-\ldots$ )
7) The series

$$
\begin{equation*}
\Psi=\frac{1}{p} \log \left(\frac{\phi(q)}{q^{p}}\right) \tag{4.2.1}
\end{equation*}
$$

is Laurent $\delta-p$-symmetric; cf. [11], proof of Proposition 9.13.
8) In [11] we also defined the concept of $\delta$-symmetric element in

$$
R\left[\left[q_{1}, \ldots, q_{p}, \ldots, q_{1}^{(r)}, \ldots, q_{p}^{(p)}\right]\right]
$$

(without the qualification "Taylor" or "Laurent"). We will not use this concept in the present paper. But note that if a series is Taylor $\delta$-symmetric then it is also $\delta$ symmetric in the sense of [11] (and Laurent $\delta$-symmetric in the sense of the present paper).

Definition 4.2.4. For any Taylor (respectively Laurent) $\delta-p$-symmetric

$$
f \in R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge} \quad\left(\text { respectively } f \in R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\right)
$$

we define

$$
U f:=p^{-1}\left(\Sigma_{p} f\right)_{(p)}\left(0, \ldots, 0, q, \ldots, 0, \ldots, 0, q^{(r)}\right)
$$

which is an element in $p^{-1} R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ (respectively in $\left.p^{-1} R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\right)$.

The operator $p U$ takes $R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ (respectively in $\left.R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\right)$ into $R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ (respectively in $\left.R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\right)$. On the other hand the restriction of $U$ to $R((q))^{\wedge}$ (respectively $\left.R[[q]]\right)$ takes values in $R((q))^{\wedge}$ (respectively $\left.R[[q]]\right)$ and is equal to the classical $U$-operator

$$
U\left(\sum a_{m} q^{m}\right)=\sum a_{m p} q^{m} .
$$

Definition 4.2.5. Define for any $f \in R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ the series

$$
V f:=f\left(q^{p}, \ldots, \delta^{r}\left(q^{p}\right)\right) \in R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}
$$

So for any Taylor (respectively Laurent) $\delta-p$-symmetric $f$ in $R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ (respectively in $\left.R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\right)$ and any $\kappa \in \mathbb{Z}$ we may define

$$
p T_{\kappa}(p) f=p U f+p^{\kappa} V f
$$

which is an element in $p^{\kappa} R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ (respectively in $\left.p^{\kappa} R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\right)$.

The restriction of $p T_{\kappa}(p)$ to $R((q))$ is, of course, $p$ times the "classical" Hecke operator $T_{\kappa}(p)$ on $R((q))$ defined by

$$
T_{\kappa}(p)\left(\sum a_{m} q^{m}\right)=\sum a_{p m} q^{m}+p^{\kappa-1} \sum a_{m} q^{p m}
$$

Recall:

Proposition 4.2.6. [11] The series $\Psi$ in (4.2.1) satisfies

$$
p U \Psi=\Psi, \quad V \Psi=p \Psi
$$

For the next definition recall that the homomorphism

$$
\bar{A}:=A \otimes_{R} k \rightarrow \bar{B}:=B \otimes_{R} k
$$

is injective (in both situations described in the beginning of the section).
Definition 4.2.7. An element $\bar{G} \in \bar{B}$ is called Taylor $\delta$-symmetric $\bmod p$ (respectively Laurent $\delta$-symmetric $\bmod p$ ) if it is the image of some element $\bar{G}_{(p)} \in \bar{A}$ (which is then unique). An element $\bar{f} \in k[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ (respectively $\bar{f} \in k((q))\left[q^{\prime}, \ldots, q^{(r)}\right]$ ) will be called Taylor (respectively Laurent) $\delta-p$-symmetric if

$$
\Sigma_{p} \bar{f}:=\sum_{j=1}^{p} \bar{f}\left(q_{j}, \ldots, q_{j}^{(r)}\right) \in \bar{B}
$$

is Taylor $\delta$-symmetric $\bmod p($ respectively Laurent $\delta$-symmetric $\bmod p)$.

Clearly any Taylor $\delta-p$-symmetric series is Laurent $\delta-p$-symmetric.
Remark 4.2.8. 1) The Taylor (respectively Laurent) $\delta$ - p-symmetric elements in $k[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]$ (respectively in $k((q))\left[q^{\prime}, \ldots, q^{(r)}\right]$ ) form a $k$-subspace closed under $F_{k}$ and $F$ (hence also under $F_{/ k}$ ).
2) If $f \in R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\left(\right.$ respectively $\left.f \in R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\right)$ is congruent mod $p$ to a Taylor (respectively Laurent) $\delta-p$-symmetric element then the image of $\bar{f}$ of $f$ in $k[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]$ (respectively in $k((q))\left[q^{\prime}, \ldots, q^{(r)}\right]$ ) Taylor (respectively Laurent) $\delta-p$-symmetric.

Definition 4.2.9. For any Taylor (respectively Laurent) $\delta-p$-symmetric

$$
\bar{f} \in k[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\left(\text { respectively } k((q))\left[q^{\prime}, \ldots, q^{(r)}\right]\right)
$$

## Chapter 4. Hecke Operators mod $p$

we may define

$$
" p U " \bar{f}:=\left(\Sigma_{p} \bar{f}\right)_{(p)}\left(0, \ldots, 0, q, \ldots, 0, \ldots, 0, q^{(r)}\right)
$$

which is an element of $k[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\left(\right.$ respectively $\left.k((q))\left[q^{\prime}, \ldots, q^{(r)}\right]\right)$.

The operator " $p U$ " clearly commutes with the operators $F$ and $F_{k}$ and hence it also commutes with the operator $F_{/ k}$ (cf. section 4.1.5). If

$$
f \in R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\left(\text { respectively } f \in R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\right)
$$

is Taylor (respectively Laurent) $\delta-p$-symmetric and $\bar{f}$ is the reduction mod $p$ of $f$ viewed as an element in $k[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]$ (respectively in $k((q))\left[q^{\prime}, \ldots, q^{(r)}\right]$ ) then " $p U$ " $\bar{f}$ is the reduction $\bmod p$ of $p U f$; this justifies the notation in " $p U " \bar{f}$.

Note that the operator $U: R((q))^{\wedge} \rightarrow R((q))^{\wedge}$ induces an operator still denoted by $U, U: k((q)) \rightarrow k((q))$ (which is, of course, the classical $U$-operator $U \bar{f}=\sum \bar{a}_{m p} q^{m}$, for $\left.\bar{f}=\sum \bar{a}_{m} q^{m} \in k((q))\right)$. On the other hand note that " $p U " \bar{f}=0$ for all $\bar{f} \in k((q))$. Finally note that if $\kappa \geq 1$ then the operator $T_{\kappa}(p)$ on $R((q))$ induces an operator $T_{\kappa}(p)$ on $k((q))$; if $\kappa \geq 2$ then $T_{\kappa}(p)$ on $k((q))$ coincides with $U$ on $k((q))$.

Definition 4.2.10. Define the ring endomorphism $V$ of

$$
k[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]\left(\text { respectively } k((q))\left[q^{\prime}, \ldots, q^{(r)}\right]\right)
$$

as the reduction $\bmod p$ of the operator $V$ over $R$. (Note that $V\left(q^{\prime}\right)=0$ and $F_{/ k}\left(q^{\prime}\right)=$ $\left(q^{\prime}\right)^{p}$ so in particular $V \neq F_{/ k}$ on $k((q))\left[q^{\prime}\right]$.) As in the case of characteristic zero, for any $\kappa \in \mathbb{Z}_{\geq 0}$ and any Taylor (respectively Laurent) $\delta-p$-symmetric series $\bar{f}$ in $k[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]$ (respectively $k((q))\left[q^{\prime}, \ldots, q^{(r)}\right]$ ) we define

$$
" p T_{\kappa}(p) " \bar{f}=" p U " \bar{f}+\overline{p^{\kappa}} \cdot V \bar{f}
$$

which is again an element of $k[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]$ (respectively $k((q))\left[q^{\prime}, \ldots, q^{(r)}\right]$ ). (Note that $\overline{p^{\kappa}}$ is 0 or 1 according as $\kappa$ is $>0$ or 0 .)

The operator $V$ clearly commutes with $F$ and $F_{k}$ (and hence also with $F_{/ k}$ ). So the operators " $p T_{\kappa}(p)$ " commute with $F, F_{k}, F_{/ k}$.

Also for $f$ any Taylor (respectively Laurent) $\delta-p$-symmetric series in $R[[q]]\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\left(\right.$ respectively $\left.R((q))^{\wedge}\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}\right)$ with reduction $\bmod p \bar{f}$ we have that " $p T_{\kappa}(p)$ " $\bar{f}$ is the reduction $\bmod p$ of $p T_{\kappa}(p) f$ which, again, justifies our notation.

### 4.3 Structure of Laurent and Taylor $\delta$-symmetric series

In what follows we address the problem of determining what series are Laurent (respectively Taylor) $\delta-p$-symmetric and determining the action of our operators " $p U$ " on them. We will use the following notation: for all $\varphi=\sum \bar{a}_{n} q^{n} \in k((q))$ we define

$$
\begin{equation*}
\varphi^{(-1)}:=\theta^{p-2} \varphi=\sum_{(n, p)=1} \frac{\bar{a}_{n}}{n} q^{n} \in k((q)) \tag{4.3.1}
\end{equation*}
$$

where $\theta=q \frac{d}{d q}$ is the Serre theta operator.
Theorem 4.3.1. If an element $\bar{f} \in k[[q]]\left[q^{\prime}\right]$ is Taylor $\delta-p$-symmetric then it has the form

$$
\begin{equation*}
\bar{f}=\varphi_{0}(q)+\sum_{s \geq 0}\left(V^{s+1}\left(\varphi_{p^{s}}(q)\right)\right)\left(\frac{q^{\prime}}{q^{p}}\right)^{p^{s}} \in k((q))\left[q^{\prime}\right] \tag{4.3.2}
\end{equation*}
$$

with $\varphi_{0}(q) \in k[[q]], \varphi_{1}(q), \varphi_{p}(q), \varphi_{p^{2}}(q), \ldots \in q k[[q]]$

Conversely we will prove:
Theorem 4.3.2. Any element of the form

$$
\bar{f}=\varphi_{0}(q)+\sum_{s \geq 0}\left(V^{s+1}\left(\varphi_{p^{s}}(q)\right)\right)\left(\frac{q^{\prime}}{q^{p}}\right)^{p^{s}} \in k((q))\left[q^{\prime}\right]
$$

with $\varphi_{0}(q), \varphi_{1}(q), \varphi_{p}(q), \varphi_{p^{2}}(q), \ldots \in k((q))$ is Laurent $\delta-p$-symmetric and

$$
" p U^{"} \bar{f}=-\sum_{s \geq 0} V^{s}\left(\varphi_{p^{s}}^{(-1)}(q)\right)+\sum_{s \geq 0}\left(V^{s+1}\left(U\left(\varphi_{p^{s}}(q)\right)\right)\right)\left(\frac{q^{\prime}}{q^{p}}\right)^{p^{s}} .
$$

If in addition $\bar{f} \in k[[q]]\left[q^{\prime}\right]$ (i.e. if $\varphi_{0}(q) \in k[[q]]$ and $\left.\varphi_{1}(q), \varphi_{p}(q), \varphi_{p^{2}}(q), \ldots \in q k[[q]]\right)$ ) then $\bar{f}$ is Taylor $\delta-p$-symmetric.

Corollary 4.3.3. Let $\bar{f} \in k((q))\left[q^{\prime}\right]$ be Laurent $\delta-p$-symmetric and let $\bar{\lambda}_{p} \in k$. Then " $p T_{\kappa}(p)$ " $\bar{f}=\bar{\lambda}_{p} \cdot \bar{f}$ if and only if:

1) $U\left(\varphi_{p^{s}}(q)\right)=\bar{\lambda}_{p} \cdot \varphi_{p^{s}}(q)$ for all $s \geq 0$ and
2) $\overline{p^{\kappa}} \cdot V\left(\varphi_{0}(q)\right)-\sum_{s \geq 0} V^{s}\left(\varphi_{p^{s}}^{(-1)}(q)\right)=\bar{\lambda}_{p} \cdot \varphi_{0}(q)$.

Corollary 4.3.4. If $\bar{f} \in k[[q]][q]$ is Taylor $\delta-p$-symmetric then the series " $p U$ " $\bar{f}$ and " $p T_{\kappa}(p)$ " $\bar{f}$ are again Taylor $\delta-p$-symmetric.

We will first prove Theorem 4.3.2.
Lemma 4.3.5. For any $n \in \mathbb{Z}$ and $s \in \mathbb{Z}_{\geq 0}$ the element

$$
\bar{f}=q^{n p^{s+1}}\left(q^{\prime}\right)^{p^{s}}=q^{(n+1) p^{s+1}}\left(\frac{q^{\prime}}{q^{p}}\right)^{p^{s}} \in k((q))\left[q^{\prime}\right]
$$

is Laurent $\delta-p$-symmetric (and actually Taylor $\delta-p$-symmetric if $n \geq 0$.) Moreover

$$
" p U " \bar{f}= \begin{cases}q^{(n+1) p^{s}}\left(\frac{q^{\prime}}{q^{p}}\right)^{p^{s}} & \text { if } p \mid n+1 \\ -\frac{q^{(n+1) p^{s}}}{n+1} & \text { if } p \nmid n+1\end{cases}
$$

Proof. It is enough to consider the case $s=0$; the general case follows by applying the $p$-power Frobenius.

For $n=-1$ note that

$$
q^{-p} q^{\prime} \equiv \Psi \quad \bmod \quad(p)
$$
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and so $q^{-p} q^{\prime}$ is Laurent $\delta-p$-symmetric because $\Psi$ is Laurent $\delta-p$-symmetric. Also $" p U " \bar{f}=\bar{f}$ because $p U \Psi=\Psi$.

Assume now $n \neq-1$. We have

$$
\begin{aligned}
\delta\left(q^{n+1}\right) & =\frac{1}{p}\left[\left(q^{p}+p q^{\prime}\right)^{n+1}-q^{p(n+1)}\right] \\
& =\frac{1}{p}\left[p(n+1) q^{p n} q^{\prime}+\sum_{j \geq 2} \frac{p^{j}}{j^{j}!}(n+1) \ldots(n-j+2) q^{p(n+1-j)}\left(q^{\prime}\right)^{j}\right]
\end{aligned}
$$

For $j \geq 2$ (and since $p \geq 5$ ) we have

$$
v_{p}\left(\frac{p^{j}}{j!}\right) \geq j-v_{p}(j!) \geq j-\frac{j}{p-1}>1 .
$$

It follows that

$$
\begin{equation*}
\delta\left(q^{n+1}\right)=(n+1)\left[q^{p n} q^{\prime}+p F_{n+1}\left(q, q^{\prime}\right)\right], \quad F_{n+1}\left(q, q^{\prime}\right) \in R\left[q, q^{-1}, q^{\prime}\right] . \tag{4.3.3}
\end{equation*}
$$

In particular $\delta\left(q^{n+1}\right)$ is divisible by $n+1$ in $R((q))^{\wedge}\left[q^{\prime}\right]^{\wedge}$ and we have the following congruence in $R((q))^{\wedge}\left[q^{\prime}\right]^{\wedge}$ :

$$
\begin{equation*}
\frac{1}{n+1} \delta\left(q^{n+1}\right) \equiv q^{n p} q^{\prime} \quad \bmod \quad(p) \tag{4.3.4}
\end{equation*}
$$

By Remark 4.2.8, assertions 4) and 5), the left hand side of the latter congruence is Laurent $\delta-p$-symmetric (and also Taylor $\delta-p$-symmetric if $n \geq 0$ ) and hence $q^{p n} q^{\prime}$ is Laurent $\delta-p$-symmetric (and also Taylor $\delta-p$-symmetric if $n \geq 0$ ).

To compute " $p U^{\prime \prime} \bar{f}$ start with the following computation in $R((q))^{\wedge}\left[q^{\prime}\right]^{\wedge}$ :

$$
\begin{aligned}
& p^{2}(n+1) U\left(\frac{\delta\left(q^{n+1}\right)}{n+1}\right)=p U\left(p \delta\left(q^{n+1}\right)\right) \\
&=p U\left(\phi\left(q^{n+1}\right)\right)-p U\left(q^{p(n+1)}\right) \\
&=\phi\left(p U\left(q^{n+1}\right)\right)-p U\left(q^{p(n+1)}\right) \\
&=\left\{\begin{array}{l}
-p q^{n+1} \text { if } p \nmid n+1 \\
p \phi\left(q^{\frac{n+1}{p}}\right)-p q^{n+1} \text { if } p \mid n+1 \\
\end{array}\right. \\
&=\left\{\begin{array}{l}
-p q^{n+1} \text { if } p \not X n+1 \\
p^{2} \delta\left(q^{\frac{n+1}{p}}\right) \text { if } p \mid n+1 \\
\end{array}\right. \\
&=\left\{\begin{array}{l}
-p q^{n+1} \text { if } p \nmid n+1 \\
p^{2} \frac{n+1}{p}\left[q^{p\left(\frac{n+1}{p}-1\right)} q^{\prime}+p F_{\frac{n+1}{p}}\left(q, q^{\prime}\right)\right] \text { if } p \mid n+1
\end{array}\right.
\end{aligned}
$$

from which we get the following congruences $\bmod p$ in $R((q))^{\wedge}\left[q^{\prime}\right]^{\wedge}$ :

$$
p U\left(q^{p n} q^{\prime}\right) \equiv p U\left(\frac{\delta\left(q^{n+1}\right)}{n+1}\right) \equiv \begin{cases}-\frac{q^{n+1}}{n+1} & \text { if } p \nmid n+1 \\ q^{n+1-p} q^{\prime} & \text { if } p \mid n+1\end{cases}
$$

and we are done.

Lemma 4.3.6. Consider the polynomials

$$
s_{1}, \ldots, s_{p}, s_{1}^{\prime}, \ldots, s_{p}^{\prime}, D \in k\left[q_{1}, \ldots, q_{p}, q_{1}^{\prime}, \ldots, q_{p}\right], \quad D:=\prod_{i<j}\left(q_{i}-q_{j}\right)
$$

Then the polynomials

$$
D^{p} q_{1}^{\prime}, \ldots, D^{p} q_{p}^{\prime}
$$
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are linear combinations of

$$
1, s_{1}^{\prime}, \ldots, s_{p}^{\prime}
$$

with coefficients in $k\left[q_{1}, \ldots, q_{p}\right]$.

Proof. For $j=1, \ldots, p$ let $s_{i j}$ be obtained from $s_{i}$ by setting $q_{j}=0$; so $s_{i j}$ is the $i$ th fundamental symmetric polynomial in $\left\{q_{1}, \ldots, q_{p}\right\} \backslash\left\{q_{j}\right\}$. Taking $\delta$ in the equalities

$$
q_{1}+\ldots+q_{p}=s_{1}, \ldots, q_{1} \ldots q_{p}=s_{p}
$$

in $R\left[q_{1}, \ldots, q_{p}, q_{1}^{\prime}, \ldots, q_{p}^{\prime}\right]$ and reducing $\bmod p$ we get the following equalities in $k\left[q_{1}, \ldots, q_{p}, q_{1}^{\prime}, \ldots, q_{p}^{\prime}\right]$ :

$$
\begin{aligned}
q_{1}^{\prime}+\ldots+q_{p}^{\prime} & =s_{1}^{\prime}-\gamma_{1} \\
s_{11}^{p} q_{1}^{\prime}+\ldots+s_{1 p}^{p} q_{p}^{\prime} & =s_{2}^{\prime}-\gamma_{2}
\end{aligned}
$$

$$
s_{p-1,1}^{p} q_{1}^{\prime}+\ldots+s_{p-1, p}^{p} q_{p}^{\prime}=s_{p}^{\prime}-\gamma_{p}
$$

for some $\gamma_{1}, \ldots, \gamma_{p} \in k\left[q_{1}, \ldots, q_{p}\right]$. View this as a linear system of equations with unknowns $q_{1}^{\prime}, \ldots, q_{p}^{\prime}$. We shall be done if we prove that the determinant of the matrix of this system is $\pm D^{p}$. This follows by taking determinants in the obvious identity of matrices

$$
\left(\begin{array}{cccc}
q_{1}^{p-1} & -q_{1}^{p-2} & \ldots & 1 \\
q_{2}^{p-1} & -q_{2}^{p-2} & \ldots & 1 \\
\ldots & & & \\
& & & \\
q_{p}^{p-1} & -q_{p}^{p-2} & \ldots & 1
\end{array}\right)\left(\begin{array}{rrrr}
1 & 1 & \ldots & 1 \\
& & & \\
s_{11} & s_{12} & \ldots & s_{1 p} \\
& & & \\
\ldots & & & \\
s_{p-1,1} & s_{p-1,2} & \ldots & s_{p-1, p}
\end{array}\right)=\left(D_{i j}\right)
$$

where

$$
D_{i j}=\prod_{s \neq j}\left(q_{i}-q_{s}\right)
$$

and noting that $\left(D_{i j}\right)$ is a diagonal matrix with determinant $D^{2}$.
Lemma 4.3.7. Assume the notation of Lemma 4.3 .6 and $n \geq 0$. Then the element

$$
\sum_{i=1}^{p} q_{i}^{n p} q_{i}^{\prime} \in k\left[\left[q_{1}, \ldots, q_{p}\right]\right]\left[q_{1}^{\prime}, \ldots, q_{p}^{\prime}\right]
$$

is a linear combination of

$$
1, s_{1}^{\prime}, \ldots, s_{p}^{\prime}
$$

with coefficients in the ideal

$$
\left(s_{1}, \ldots, s_{p}\right)^{[(n+1) / p]-1} k\left[s_{1}, \ldots, s_{p}\right] .
$$

Proof. By Lemma 4.3.6 we can write

$$
\sum_{i=1}^{p} q_{i}^{n p} q_{i}^{\prime}=A_{0}+\sum_{j=1}^{p} A_{j} s_{j}^{\prime}
$$

where $A_{j} \in k\left[q_{1}, \ldots, q_{p}, D^{-1}\right]$ for $j=0, \ldots, p$. On the other hand, by (4.3.4) $\sum_{i=1}^{p} q_{i}^{n p} q_{i}^{\prime}$ is the reduction $\bmod p$ of

$$
\frac{1}{n+1} \sum_{i=1}^{p} \delta\left(q_{i}^{n+1}\right) \in R\left[q_{1}, \ldots, q_{p}, q_{1}^{\prime}, \ldots, q_{p}\right]
$$

We claim that the following holds:

$$
\begin{equation*}
\sum_{i=1}^{p} \delta\left(q_{i}^{n+1}\right) \in\left(s_{1}, \ldots, s_{p}, s_{1}^{\prime}, \ldots, s_{p}^{\prime}\right)^{[(n+1) / p]} R\left[s_{1}, \ldots, s_{p}, s_{1}^{\prime}, \ldots, s_{p}^{\prime}\right] \tag{4.3.5}
\end{equation*}
$$

Assuming (4.3.5) is true let us show how to conclude the proof of the Lemma. By (4.3.5) we get that

$$
\sum_{i=1}^{p} q_{i}^{n p} q_{i}^{\prime} \in\left(s_{1}, \ldots, s_{p}, s_{1}^{\prime}, \ldots, s_{p}\right)^{[(n+1) / p]} k\left[s_{1}, \ldots, s_{p}, s_{1}^{\prime}, \ldots, s_{p}^{\prime}\right]
$$

So we have

$$
\sum_{i=1}^{p} q_{i}^{n p} q_{i}^{\prime}=\sum B_{i_{1} \ldots i_{p}}\left(s_{1}^{\prime}\right)^{i_{1}} \ldots\left(s_{p}^{\prime}\right)^{i_{p}}
$$

where

$$
B_{i_{1} \ldots i_{p}} \in\left(s_{1}, \ldots, s_{p}\right)^{[(n+1) / p]-i_{1}-\ldots-i_{p}} k\left[s_{1}, \ldots, s_{p}\right] .
$$

Since $s_{1}^{\prime}, \ldots, s_{p}^{\prime}$ are algebraically independent over $k\left[q_{1}, \ldots, q_{p}\right]$ we get

$$
\begin{aligned}
& A_{0}=B_{0 \ldots 0} \\
& A_{1}=B_{10 \ldots 0} \\
& A_{2}=B_{010 \ldots 0, \text { etc }}
\end{aligned}
$$

hence

$$
A_{j} \in\left(s_{1}, \ldots, s_{p}\right)^{[(n+1) / p]-1} k\left[s_{1}, \ldots, s_{p}\right], \quad j=0, \ldots, p
$$

which ends the proof of the Lemma.
To check (4.3.5) above note that

$$
\sum_{i=1}^{p} \delta\left(q_{i}^{n+1}\right)=\delta\left(\sum_{i=1}^{p} q_{i}^{n+1}\right)+\frac{\left(\sum_{i=1}^{p} q_{i}^{n+1}\right)^{p}-\sum_{i=1}^{p} q_{i}^{(n+1) p}}{p}
$$

The second term in the right hand side of the above equation is a homogeneous polynomial in $q_{1}, \ldots, q_{p}$ of degree $(n+1) p$ hence it is a weighted homogeneous polynomial in $s_{1}, \ldots, s_{p}$ of weight $(n+1) p$ where $s_{1}, \ldots, s_{p}$ are given weights $1, \ldots, p$ respectively. Hence this polynomial is a sum of monomials in $s_{1}, \ldots, s_{p}$ of degree $\geq n+1$. Similarly $\sum_{i=1}^{p} q_{i}^{n+1}$ is a sum of monomials in $s_{1}, \ldots, s_{p}$ of degree $\geq[(n+1) / p]$. This implies that $\delta\left(\sum_{i=1}^{p} q_{i}^{n+1}\right)$ is a sum of monomials in $s_{1}, \ldots, s_{p}, s_{1}^{\prime}, \ldots, s_{p}^{\prime}$ of degree $\geq[(n+1) / p]$ which proves (4.3.5).

Proof of Theorem 4.3.2. In view of Lemma 4.3.5 (which treats the case of monomials) we see that in order to prove that $\bar{f}$ in the statement of the Theorem is Laurent
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(respectively Taylor) $\delta-p$-symmetric it is enough to show that any series of the form

$$
\bar{f}=\sum_{n=0}^{\infty} \bar{c}_{n} q^{p n} q^{\prime} \in k[[q]]\left[q^{\prime}\right]
$$

is Taylor $\delta-p$-symmetric. By Lemma 4.3 .7 we may write

$$
\sum_{i=1}^{p} q_{i}^{n p} q_{i}^{\prime}=G_{0 n}+\sum_{j=1}^{p} G_{j n} s_{j}^{\prime}
$$

where

$$
G_{j n} \in\left(s_{1}, \ldots, s_{p}\right)^{[(n+1) / p]-1} k\left[s_{1}, \ldots, s_{p}\right], \quad j=0, \ldots, p
$$

Since $G_{j}:=\sum_{n=0}^{\infty} \bar{c}_{n} G_{j n}$ are convergent in $k\left[\left[s_{1}, \ldots, s_{p}\right]\right]$ we have

$$
\sum_{i=1}^{p} \bar{f}\left(q_{i}\right)=G_{0}+\sum_{j=1}^{p} G_{j} s_{j}^{\prime} \in k\left[\left[s_{1}, \ldots, s_{p}\right]\right]\left[s_{1}^{\prime}, \ldots, s_{p}^{\prime}\right]
$$

which proves that $\bar{f}$ is Taylor $\delta-p$-symmetric. The assertion about " $p U$ " $\bar{f}$ follows from Lemma 4.1.4 by taking limits.

Next we proceed to proving Theorem 4.3.1. We need some preliminaries. Let $C_{p}\left(q_{1}, q_{2}\right):=\frac{q_{1}^{p}+q_{2}^{p}-\left(q_{1}+q_{2}\right)^{p}}{p} \in \mathbb{Z}\left[q_{1}, q_{2}\right]$. We start with a version of Lemma 4.3.6:

Lemma 4.3.8. Consider the elements $\sigma=q_{1}+q_{2} \in k\left[q_{1}, q_{2}\right]$ and $\pi=q_{1} q_{2} \in k\left[q_{1}, q_{2}\right]$ and let $\gamma \in k\left[q_{1}, q_{2}\right]$ be the image of $C_{p}\left(q_{1}, q_{2}\right) \in \mathbb{Z}\left[q_{1}, q_{2}\right]$. Then

$$
q_{1}^{\prime}=\frac{\pi^{\prime}-q_{1}^{p} \sigma^{\prime}+q_{1}^{p} \gamma}{\left(q_{2}-q_{1}\right)^{p}}, \quad q_{2}^{\prime}=-\frac{\pi^{\prime}-q_{2}^{p} \sigma^{\prime}+q_{2}^{p} \gamma}{\left(q_{2}-q_{1}\right)^{p}}
$$

in the ring

$$
k\left[q_{1}, q_{2}, q_{1}^{\prime}, q_{2}^{\prime}, \frac{1}{q_{2}-q_{1}}\right] .
$$

Proof. Applying $\delta$ to the defining equations of $\sigma$ and $\pi$ we get

$$
\begin{aligned}
q_{1}^{\prime}+q_{2}^{\prime} & =\sigma^{\prime}-\gamma \\
q_{2}^{p} q_{1}^{\prime}+q_{1}^{p} q_{2}^{\prime} & =\pi^{\prime}
\end{aligned}
$$
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and solve for $q_{1}^{\prime}, q_{2}^{\prime}$.

For the next Lemma let us denote by $v_{q_{2}-q_{1}}: k\left(\left(q_{1}, q_{2}\right)\right)^{\times} \rightarrow \mathbb{Z}$ the normalized valuation on the fraction field $k\left(\left(q_{1}, q_{2}\right)\right)$ of $k\left[\left[q_{1}, q_{2}\right]\right]$ attached to the irreducible series $q_{2}-q_{1} \in k\left[\left[q_{1}, q_{2}\right]\right]$; in other words, if $0 \neq F\left(q_{1}, q_{2}\right) \in k\left[\left[q_{1}, q_{2}\right]\right]$ then $v_{q_{2}-q_{1}}(F)$ is the maximum integer $i$ such that $\left(q_{2}-q_{1}\right)^{i}$ divides $F$ in $k\left[\left[q_{1}, q_{2}\right]\right]$.

Lemma 4.3.9. Let $\Phi(q)=\sum_{m=0}^{\infty} \beta_{m} q^{m} \in k[[q]], \Phi \notin k$, Supp $\Phi:=\left\{m \in \mathbb{Z}_{\geq 0} ; \beta_{m} \neq\right.$ $0\}$. Then

$$
v_{q_{2}-q_{1}}\left(\Phi\left(q_{2}\right)-\Phi\left(q_{1}\right)\right)=p^{\min \left\{v_{p}(m) ; 0 \neq m \in \operatorname{Supp} \Phi\right\}}
$$

Proof. We have

$$
\begin{aligned}
\Phi\left(q_{2}\right)-\Phi\left(q_{1}\right) & =\sum_{(n, p)=1} \sum_{i=0}^{\infty} \beta_{n p^{i}}\left(q_{2}^{n p^{i}}-q_{1}^{n p^{i}}\right) \\
& =\sum_{i=0}^{\infty}\left(q_{2}-q_{1}\right)^{p^{i}} G\left(q_{1}, q_{2}\right)
\end{aligned}
$$

where

$$
G_{i}\left(q_{1}, q_{2}\right)=\sum_{(n, p)=1} \beta_{n p^{i}}\left(q_{2}^{(n-1) p^{i}}+q_{2}^{(n-2) p^{i}} q_{1}^{p^{i}}+\ldots+q_{1}^{(n-1) p^{i}}\right)
$$

Let $i_{0}=\min \left\{v_{p}(m) ; 0 \neq m \in \operatorname{Supp} \Phi\right\}$. Then $\beta_{n p^{i}}=0$ for all $(n, p)=1$ and $i<i_{0}$ and there exists $n_{0},\left(n_{0}, p\right)=1$ such that $\beta_{n o p^{i} 0} \neq 0$. It is enough to show that $G_{i_{0}}\left(q_{1}, q_{2}\right)$ is not divisible by $q_{2}-q_{1}$ in $k\left[\left[q_{1}, q_{2}\right]\right]$ equivalently that $G(q, q) \neq 0$. But

$$
G_{i_{0}}(q, q)=\sum_{(n, p)=1} n \beta_{n p^{i} 0} q^{(n-1) p^{i_{0}}} \neq 0
$$

Proof of Theorem 4.3.1. We proceed by induction on the degree $\operatorname{deg}(\bar{f})$ of $\bar{f}$ viewed as a polynomial in $q^{\prime}$ with coefficients in $k[[q]]$. If this degree is 0 we are done. Assume now the degree is $\geq 1$. We may assume $\bar{f}(0,0)=0$.

By hypothesis,

$$
\bar{f}\left(q_{1}, q_{1}^{\prime}\right)+\ldots+\bar{f}\left(q_{p}, q_{p}^{\prime}\right)=G
$$

in $k\left[\left[q_{1}, \ldots, q_{p}\right]\right]\left[q_{1}^{\prime}, \ldots, q_{p}^{\prime}\right]$, where $G \in k\left[\left[s_{1}, \ldots, s_{p}\right]\right]\left[s_{1}^{\prime}, \ldots, s_{p}^{\prime}\right]$. Setting $q_{3}=\ldots=q_{p}=0$ and $q_{3}^{\prime}=\ldots=q_{p}^{\prime}=0$ we get

$$
\begin{equation*}
\bar{f}\left(q_{1}, q_{1}^{\prime}\right)+\bar{f}\left(q_{2}, q_{2}^{\prime}\right)=G\left(\sigma, \pi, 0, \ldots, 0, \sigma^{\prime}, \pi^{\prime}, 0, \ldots, 0\right) \tag{4.3.6}
\end{equation*}
$$

Note that $k\left[\left[q_{1}, q_{2}\right]\right]$ is a finite $k[[\sigma, \pi]]$-algebra so $\sigma^{\prime}, \pi^{\prime}$ are algebraically independent over $k\left(\left(q_{1}, q_{2}\right)\right)$. By Lemma 4.3 .8 the left hand side of (4.3.6) is a polynomial $H$ in $\sigma^{\prime}, \pi^{\prime}$ with coefficients in $k\left(\left(q_{1}, q_{2}\right)\right)$. On the other hand since $H$ is in the right hand side of (4.3.6) $H$ has coefficients in $k\left[\left[q_{1}, q_{2}\right]\right]$. Hence each non-zero coefficient of the polynomial $H$ has $v_{q_{2}-q_{1}}$-adic valuation $\geq 0$. Now write

$$
\bar{f}\left(q, q^{\prime}\right)=\sum_{m^{\prime}} \Phi_{m^{\prime}}(q)\left(q^{\prime}\right)^{m^{\prime}}, \quad \Phi_{m^{\prime}} \in k[[q]]
$$

Also write each $m^{\prime}$ as $m^{\prime}=n^{\prime} p^{i^{\prime}}$ with $n^{\prime}$ not divisible by $p$. Using Lemma 4.3.8 we have $H=\sum_{m^{\prime}} H_{m^{\prime}}$ where

$$
\begin{equation*}
H_{m^{\prime}}=\frac{F_{m^{\prime}}}{\left(q_{2}-q_{1}\right)^{n^{\prime} p^{i^{\prime}+1}}} \tag{4.3.7}
\end{equation*}
$$

where $F_{m^{\prime}} \in k\left(\left(q_{1}, q_{2}\right)\right)\left[\sigma^{\prime}, \pi^{\prime}\right]$ is given by

$$
\begin{aligned}
F_{m^{\prime}}= & \Phi_{m^{\prime}}\left(q_{1}\right)\left(\left(\pi^{\prime}\right)^{p^{i^{\prime}}}-q_{1}^{p^{i^{\prime}+1}}\left(\sigma^{\prime}\right)^{p^{i^{\prime}}}+q_{1}^{p^{i^{\prime}+1}} \gamma^{p^{i^{\prime}}}\right)^{n^{\prime}} \\
& +(-1)^{n^{\prime}} \Phi_{m^{\prime}}\left(q_{2}\right)\left(\left(\pi^{\prime}\right)^{p^{i^{\prime}}}-q_{2}^{p^{p^{\prime}+1}}\left(\sigma^{\prime}\right)^{p^{i^{\prime}}}+q_{2}^{p^{p^{\prime}+1}} \gamma^{p^{i^{\prime}}}\right)^{n^{\prime}}
\end{aligned}
$$

Note that the coefficient of $\left(\pi^{\prime}\right)^{m^{\prime}}$ in $F_{m^{\prime}}$ is

$$
\begin{equation*}
\Phi_{m^{\prime}}\left(q_{1}\right)+(-1)^{n^{\prime}} \Phi_{m^{\prime}}\left(q_{2}\right) \tag{4.3.8}
\end{equation*}
$$

while the coefficient of $\left(\pi^{\prime}\right)^{m^{\prime}-p^{i^{\prime}}}\left(\sigma^{\prime}\right)^{p^{i^{\prime}}}$ in $F_{m^{\prime}}$ is

$$
\begin{equation*}
-n^{\prime}\left(q_{1}^{p^{i^{\prime}+1}} \Phi_{m^{\prime}}\left(q_{1}\right)+(-1)^{n^{\prime}} q_{2}^{p^{i^{\prime}+1}} \Phi_{m^{\prime}}\left(q_{2}\right)\right) \tag{4.3.9}
\end{equation*}
$$

Let now $m^{\prime}=\operatorname{deg}(\bar{f})$. If $n^{\prime}$ is even the polynomial (4.3.8) has $v_{q_{2}-q_{1}}$-adic valuation 0 which contradicts the fact that the non-zero coefficients of $H$ have $v_{q_{2}-q_{1}}$-adic valuation $\geq 0$. So $n^{\prime}$ is odd. By Lemma 4.3 .9 the $v_{q_{2}-q_{1}}$-adic valuation of (4.3.8) equals

$$
p^{\min \left\{v_{p}(m) ; 0 \neq m \in \text { Supp } \Phi_{m^{\prime}}\right\}}, \quad \text { if } \Phi_{m^{\prime}} \notin k
$$

Also the $v_{q_{2}-q_{1}}$-adic valuation of (4.3.9) equals

$$
p^{\min \left\{v_{p}(m) ; m \in \operatorname{Supp}\left(q^{p^{\prime}+1} \Phi_{m^{\prime}}\right)\right\}}=p^{\min \left\{v_{p}\left(m+p^{i^{\prime}+1}\right) ; m \in \operatorname{Supp} \Phi_{m^{\prime}}\right\}} .
$$

By the fact that the non-zero coefficients of $H$ have $v_{q_{2}-q_{1}}$-adic valuation $\geq 0$ we get that

$$
\begin{equation*}
p^{\min \left\{v_{p}(m) ; 0 \neq m \in \text { Supp } \Phi_{m^{\prime}}\right\}} \geq n^{\prime} p^{i^{\prime}+1} \quad \text { if } \Phi_{m^{\prime}} \notin k \tag{4.3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
p^{\min \left\{v_{p}\left(m+p^{i^{\prime}+1}\right) ; m \in \text { Supp } \Phi_{m^{\prime}}\right\}} \geq n^{\prime} p^{i^{\prime}+1} \tag{4.3.11}
\end{equation*}
$$

From (4.3.10) we get

$$
\begin{equation*}
v_{p}(m) \geq i^{\prime}+1 \text { for all } 0 \neq m \in \operatorname{Supp} \Phi_{m^{\prime}}, \text { if } \Phi_{m^{\prime}} \notin k . \tag{4.3.12}
\end{equation*}
$$

We claim now that $n^{\prime}=1$. Assume $n^{\prime} \geq 2$. By (4.3.10)

$$
v_{p}(m)>i^{\prime}+1 \text { for all } 0 \neq m \in \operatorname{Supp} \Phi_{m^{\prime}} \text {, if } \Phi_{m^{\prime}} \notin k .
$$

Hence

$$
v_{p}\left(m+p^{i^{\prime}+1}\right)=i^{\prime}+1 \text { for all } m \in \operatorname{Supp} \Phi_{m^{\prime}} .
$$

By (4.3.11) $p^{i^{\prime}+1} \geq 2 p^{i^{\prime}+1}$, a contradiction. This ends the proof that $n^{\prime}=1$.
By (4.3.12)

$$
\Phi_{m^{\prime}}(q)\left(q^{\prime}\right)^{m^{\prime}}=\left(V^{i^{\prime}+1} \varphi\right)\left(q^{\prime}\right)^{p^{i^{\prime}}}
$$

for some $\varphi \in k[[q]]$. By Lemma 4.3.5 $\Phi_{m^{\prime}}(q)\left(q^{\prime}\right)^{m^{\prime}}$ is Taylor $\delta-p$-symmetric hence so is $\bar{f}-\Phi_{m^{\prime}}(q)\left(q^{\prime}\right)^{m^{\prime}}$ which has smaller degree than $\bar{f}$. We conclude by the induction hypothesis.

### 4.4 Multiplicity one

We begin by recalling the well known situation for series in $k[[q]]$. Then we proceed with our main results about $\delta$-series in $k[[q]]\left[q^{\prime}\right]$.

Throughout this section we fix $\kappa \in \mathbb{Z}_{\geq 0}$.
Definition 4.4.1. A series $\varphi \in q k[[q]]$ is said to be an eigenvector of all Hecke operators $T_{\kappa+2}(n), T_{\kappa+2}(p),(n, p)=1$, with eigenvalues $\bar{\lambda}_{n}, \bar{\lambda}_{p} \in k$ if $\varphi \neq 0$ and the following hold:

$$
\left\{\begin{array}{l}
T_{\kappa+2}(n) \varphi=\bar{\lambda}_{n} \cdot \varphi, \quad(n, p)=1  \tag{4.4.1}\\
T_{\kappa+2}(p) \varphi=\bar{\lambda}_{p} \cdot \varphi .
\end{array}\right.
$$

Of course the last equation in (4.4.1) is equivalent to

$$
U \varphi=\bar{\lambda}_{p} \cdot \varphi
$$

Proposition 4.4.2. Assume $\varphi \in q k[[q]]$ is an eigenvector of all Hecke operators $T_{\kappa+2}(n), T_{\kappa+2}(p),(n, p)=1$, with eigenvalues $\bar{\lambda}_{n}, \bar{\lambda}_{p} \in k$ Then there exists $\gamma \in k^{\times}$ such that

$$
\begin{equation*}
\varphi(q):=\gamma \cdot \sum_{(n, p)=1} \sum_{i \geq 0} \bar{\lambda}_{n} \bar{\lambda}_{p}^{i} \cdot q^{n p^{i}} \tag{4.4.2}
\end{equation*}
$$

Proof. Pick out coefficient of $q$ in the first equation (4.4.1) and the coefficient of $q^{m}, m \geq 1$ in the second equation (4.4.1). (Here we use the convention that $0^{0}=1$.)

Definition 4.4.3. A $\delta$-series $\bar{f}=\bar{f}\left(q, q^{\prime}\right) \in k[[q]]\left[q^{\prime}\right]$ is said to be an eigenvector of all Hecke operators $n T_{\kappa}(n)$, " $p T_{\kappa}(p)$ ", $(n, p)=1$, with eigenvalues $\bar{\lambda}_{n}, \bar{\lambda}_{p} \in k$ if $\bar{f}$ is
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Taylor $\delta-p$-symmetric and satisfies

$$
\left\{\begin{array}{l}
n T_{\kappa}(n) \bar{f}=\bar{\lambda}_{n} \cdot \bar{f}, \quad(n, p)=1  \tag{4.4.3}\\
" p T_{\kappa}(p) " \bar{f}=\bar{\lambda}_{p} \cdot \bar{f} .
\end{array}\right.
$$

Theorem 4.4.4. Assume $\bar{f}=\bar{f}\left(q, q^{\prime}\right) \in k[[q]]\left[q^{\prime}\right], \bar{f} \notin k$, is an eigenvector of all Hecke operators $n T_{\kappa}(n)$, " $p T_{\kappa}(p)$ ", $(n, p)=1$, with eigenvalues $\bar{\lambda}_{n}, \bar{\lambda}_{p} \in k$. Then there exists $\varphi=\varphi(q) \in q k[[q]]$ and $c, c_{i} \in k, i \geq 0$, with $\overline{p^{\kappa}} \cdot c_{i-1}=\bar{\lambda}_{p} \cdot c_{i}$ for $i \gg 0$, such that $\varphi$ is an eigenvector of all Hecke operators $T_{\kappa+2}(n), T_{\kappa+2}(p),(n, p)=1$, with the same eigenvalues $\bar{\lambda}_{n}, \bar{\lambda}_{p}$ and such that

$$
\begin{align*}
\bar{f} & =c+\left(\sum_{i \geq 0} c_{i} F_{/ k}^{i}\right) \varphi^{\sharp, 2}, \\
\varphi^{\sharp, 2} & :=\varphi^{(-1)}-\bar{\lambda}_{p} \cdot V(\varphi) \frac{q^{\prime}}{q^{p}}+\overline{p^{\kappa}} \cdot V^{2}(\varphi)\left(\frac{q^{\prime}}{q^{p}}\right)^{p} . \tag{4.4.4}
\end{align*}
$$

Remark 4.4.5. One can also write $\bar{f}$ in (4.4.4) as

$$
\begin{aligned}
\bar{f} & =c+\sum_{i \geq 0} c_{i}\left[V^{i}\left(\varphi^{(-1)}\right)-\bar{\lambda}_{p} \cdot V^{i+1}(\varphi)\left(\frac{q^{\prime}}{q^{p}}\right)^{p^{i}}+\overline{p^{\kappa}} \cdot V^{i+2}(\varphi)\left(\frac{q^{\prime}}{q^{p}}\right)^{p^{i+1}}\right] \\
& =c+\left(\sum_{i \geq 0} c_{i} V^{i}\right) \varphi^{(-1)}+\sum_{i \geq 0}\left(\overline{p^{\kappa}} c_{i-1}-\bar{\lambda}_{p} c_{i}\right) V^{i+1}(\varphi)\left(\frac{q^{\prime}}{q^{p}}\right)^{p^{i}}
\end{aligned}
$$

where $c_{-1}:=0$. Note that the condition that $\overline{p^{\kappa}} \cdot c_{i-1}=\bar{\lambda}_{p} \cdot c_{i}$ for $i \gg 0$ insures that the right hand side of the first equation in (4.4.4) is a polynomial in the variable $q^{\prime}$. Remark 4.4.6. Looking at the constant terms in (4.4.3) one sees that if $c \neq 0$ then

$$
\left\{\begin{array}{l}
\bar{\lambda}_{n}=n \cdot \sum_{A \mid n} \epsilon(A) A^{\kappa-1}, \quad(n, p)=1  \tag{4.4.5}\\
\bar{\lambda}_{p}=\overline{p^{\kappa}}
\end{array}\right.
$$

Conversely we will prove:

Theorem 4.4.7. Let $\kappa \in \mathbb{Z}_{\geq 0}$. Assume $\varphi=\varphi(q) \in q k[[q]]$ is an eigenvector of all Hecke operators $T_{\kappa+2}(n), T_{\kappa+2}(p),(n, p)=1$, with eigenvalues $\bar{\lambda}_{n}, \bar{\lambda}_{p} \in k$. Let $c_{i} \in k$ for $i \geq 0$ with $\overline{p^{\kappa}} \cdot c_{i-1}=\bar{\lambda}_{p} \cdot c_{i}$ for $i \gg 0$. Also let $c$ be an arbitrary element in $k$ or 0 according as equations (4.4.5) hold or fail respectively. Let $\bar{f} \in k[[q]]\left[q^{\prime}\right]$ be defined by Equation (4.4.4). Then $\bar{f}$ an eigenvector of all Hecke operators $n T_{\kappa}(n)$, " $p T_{\kappa}(p) ",(n, p)=1$, with the same eigenvalues $\bar{\lambda}_{n}, \bar{\lambda}_{p}$.

Let $k\left[F_{/ k}\right]$ be the $k$-algebra generated by $F_{/ k}$ which is a commutative polynomial ring in one variable. Note that $k[[q]]\left[q^{\prime}\right]$ is a $k\left[F_{/ k}\right]$-module and the $k$-linear space of series $\bar{f}\left(q, q^{\prime}\right) \in k[[q]]\left[q^{\prime}\right]$ with $f(0,0)=0$ is a torsion free $k\left[F_{/ k}\right]$-submodule. Note also that the ideal $q k[[q]]$ is a torsion free module over the $\operatorname{ring} k\left[\left[F_{/ k}\right]\right]$ of power series in $F_{/ k}$. Finally recall that a $\delta$-series $\bar{f}\left(q, q^{\prime}\right) \in k[[q]]\left[q^{\prime}\right]$ is called primitive if $U(\bar{f}(q, 0))=0$. Theorems 4.4.4 and 4.4.7 immediately imply:

Corollary 4.4.8. Fix $\bar{\lambda}_{n} \in k$ for $(n, p)=1$ and $\bar{\lambda}_{p} \in k$. Let $\mathcal{F}$ be the $k$-linear space of all the $\delta$-series $\bar{f}=\bar{f}\left(q, q^{\prime}\right) \in k[[q]]\left[q^{\prime}\right]$ with $f(0,0)=0$ which are either 0 or are eigenvectors of all Hecke operators $n T_{\kappa}(n), " p T_{\kappa}(p) ",(n, p)=1$, with eigenvalues $\bar{\lambda}_{n}, \bar{\lambda}_{p} \in k$. We have $\mathcal{F} \neq 0$ if and only if there exists an eigenvector $\varphi \in q k[[q]]$ of all Hecke operators $T_{\kappa+2}(n), T_{\kappa+2}(p),(n, p)=1$, with eigenvalues $\bar{\lambda}_{n}, \bar{\lambda}_{p}$. Assume furthermore that this is the case and let $\varphi^{\sharp, 2}$ be defined as in (4.4.4). Then $\varphi^{\sharp, 2}$ belongs to $\mathcal{F}$ and is a primitive $\delta$-series; also any primitive $\delta$-series in $\mathcal{F}$ is a $k$-multiple of $\varphi^{\sharp, 2}$. Furthemore the following hold:

1) If $\kappa>0, \bar{\lambda}_{p}=0$ then $\mathcal{F}$ is a free $k\left[\left[F_{/ k}\right]\right]$-submodule of $k[[q]]$ of rank 1 with $\operatorname{basis} \varphi^{\sharp, 2}=\varphi^{(-1)}$.
2) If either $\kappa>0, \bar{\lambda}_{p} \neq 0$ or $\kappa=0, \bar{\lambda}_{p}=0$ then $\mathcal{F}$ is a free $k\left[F_{/ k}\right]$-submodule of $k[[q]]\left[q^{\prime}\right]$ of rank one with basis $\varphi^{\sharp, 2}$.
3) If $\kappa=0, \bar{\lambda}_{p} \neq 0$ then $\mathcal{F}$ is a free $k\left[F_{/ k}\right]$-submodule of $k[[q]]\left[q^{\prime}\right]$ of rank 1 with
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basis

$$
\begin{equation*}
\varphi^{\sharp, 1}:=\left(\sum_{i \geq 0}\left(\bar{\lambda}_{p}\right)^{-i} F_{/ k}^{i}\right) \varphi^{\sharp, 2} . \tag{4.4.6}
\end{equation*}
$$

Remark 4.4.9. Note that

$$
\varphi^{\sharp, 1}=\left(\sum_{i \geq 0}\left(\bar{\lambda}_{p}\right)^{-i} V^{i}\right) \varphi^{(-1)}-\bar{\lambda}_{p} \cdot V(\varphi) \cdot \frac{q^{\prime}}{q^{p}}
$$

and also that $\varphi^{\sharp, 1}$ is the unique element of $q k[[q]]$ satisfying the equation

$$
V\left(\varphi^{\sharp, 1}\right)-\bar{\lambda}_{p} \varphi^{\sharp, 1}+\bar{\lambda}_{p} \varphi^{\sharp, 2}=0 .
$$

Proof of Theorem 4.4.4. For any series $\beta(q) \in k[[q]]$ write

$$
\beta(q)=\sum_{m \geq 0} a_{m}(\beta) q^{m}
$$

By Theorem 4.3.1 and Corollaries 4.1.5 and 4.3.3 $\bar{f}$ has the form (4.3.2) and

$$
\begin{align*}
T_{\kappa}(n) \varphi_{0} & =\frac{\bar{\lambda}_{n}}{n} \cdot \varphi_{0}, \quad(n, p)=1 \\
T_{\kappa+2 p^{s}}(n) \varphi_{p^{s}} & =\bar{\lambda}_{n} \cdot \varphi_{p^{s}}, \quad(n, p)=1, s \geq 0  \tag{4.4.7}\\
U\left(\varphi_{p^{s}}\right) & =\bar{\lambda}_{p} \cdot \varphi_{p^{s}}, \quad s \geq 0 \\
\overline{p^{\kappa}} \cdot V\left(\varphi_{0}\right)-\sum_{s \geq 0} V^{s}\left(\varphi_{p^{s}}^{(-1)}\right) & =\bar{\lambda}_{p} \cdot \varphi_{0} .
\end{align*}
$$

In particular the following equalities hold:

$$
\begin{align*}
a_{n p^{s}}\left(\varphi_{0}\right) & =\frac{\bar{\lambda}_{n}}{n} \cdot a_{p^{s}}\left(\varphi_{0}\right), \quad(n, p)=1, s \geq 0, \\
a_{n}\left(\varphi_{p^{s}}\right) & =\bar{\lambda}_{n} \cdot a_{1}\left(\varphi_{p^{s}}\right), \quad(n, p)=1, s \geq 0,  \tag{4.4.8}\\
a_{m p}\left(\varphi_{p^{s}}\right) & =\bar{\lambda}_{p} \cdot a_{m}\left(\varphi_{p^{s}}\right), \quad m \geq 1, s \geq 0, \\
\overline{p^{\kappa}} \cdot a_{p^{s-1}}\left(\varphi_{0}\right)-a_{1}\left(\varphi_{p^{s}}\right) & =\bar{\lambda}_{p} \cdot a_{p^{s}}\left(\varphi_{0}\right), \quad s \geq 0,
\end{align*}
$$

where by convention we set $a_{p^{s-1}}\left(\varphi_{0}\right)=0$ if $s=0$. Let $c=a_{0}\left(\varphi_{0}\right)$ and $c_{i}=a_{p^{i}}\left(\varphi_{0}\right)$ for $i \geq 0$. By (4.4.8) we get

$$
\begin{array}{ll}
a_{n p^{i}}\left(\varphi_{0}\right)=\frac{\bar{\lambda}_{n}}{n} \cdot c_{i}, & (n, p)=1, \quad i \geq 0  \tag{4.4.9}\\
a_{n p^{i}}\left(\varphi_{p^{s}}\right)=\bar{\lambda}_{n} \bar{\lambda}_{p}^{i} \cdot\left(\overline{p^{\kappa}} \cdot c_{s-1}-\bar{\lambda}_{p} c_{s}\right), & (n, p)=1, \quad i \geq 0, \quad s \geq 0
\end{array}
$$

where $c_{-1}:=0$. Define $\varphi$ by the equality (4.4.2) with $\gamma=1$.
Assume first that there is an $s \geq 0$ such that $a_{1}\left(\varphi_{p^{s}}\right) \neq 0$. Then $\varphi_{p^{s}}$ is a non-zero multiple of $\varphi$ so (4.4.1) follows from (4.4.7) and (4.4.4) follows from (4.4.9). Since $\bar{f}$ is a polynomial in $q^{\prime}$ we get that $\overline{p^{\kappa}} \cdot c_{s-1}-\bar{\lambda}_{p} c_{s}=0$ for $s \gg 0$.

Assume now that $a_{1}\left(\varphi_{p^{s}}\right)=0$ for all $s \geq 0$. Then $\varphi_{p^{s}}=0$ for all $s \geq 0$ hence $\bar{f}=\varphi_{0}$. By the last equation in (4.4.7) and since $\varphi_{0} \notin k$ we get $\overline{p^{\kappa}}=\bar{\lambda}_{p}=0$. Then the right hand side of (4.4.4) becomes

$$
\begin{equation*}
c+\sum_{i \geq 0} \sum_{(n, p)=1} c_{i} \frac{\bar{\lambda}_{n}}{n} q^{n p^{i}} \tag{4.4.10}
\end{equation*}
$$

By the first equation in (4.4.9) we get that (4.4.10) equals $\varphi_{0}=\bar{f}$; so equation (4.4.4) holds. Clearly $U \varphi=0$ so the second equality in (4.4.1) holds. Finally, since $\varphi_{0} \notin k$ we may write $\varphi_{0}=F_{/ k}^{d} \tilde{\varphi}_{0}$ with $\tilde{\varphi}_{0} \in k[[q]]$ and $d$ maximal with this property; in
particular $c_{d} \neq 0$. Note that $\theta \tilde{\varphi}_{0}=c_{d} \varphi$. Also by (4.4.7) we have $T_{\kappa}(n) \tilde{\varphi}_{0}=\frac{\bar{\lambda}_{n}}{n} \tilde{\varphi}_{0}$ for $(n, p)=1$. Hence

$$
T_{\kappa+2}(n) \varphi=c_{d}^{-1} T_{\kappa+2}(n) \theta \tilde{\varphi}_{0}=c_{d}^{-1} n \theta\left(T_{\kappa}(n) \tilde{\varphi}_{0}\right)=c_{d}^{-1} \bar{\lambda}_{n} \theta \tilde{\varphi}_{0}=\bar{\lambda}_{n} \varphi
$$

and so the first equality in (4.4.1) holds. This ends the proof.

Proof of Theorem 4.4.7. This follows directly from Corollary 4.1.3 and Theorem 4.3.2 using the following facts (which are direct consequences of the formulae for the Hecke operators acting on Fourier coefficients (4.1.4)):

$$
\begin{aligned}
T_{\kappa+2 p^{i}}(n) \varphi & =\bar{\lambda}_{n} \cdot \varphi, \quad(n, p)=1, \quad i \geq 0 \\
T_{\kappa}(n)\left(\varphi^{(-1)}\right) & =\frac{\bar{\lambda}_{n}}{n} \cdot \varphi, \quad(n, p)=1 .
\end{aligned}
$$

## $4.5 \quad \delta$-modular forms

### 4.5.1 Review of classical modular forms

Start by recalling some basic facts about modular forms; cf. [17]. Let $N>4$ be an integer and let $B$ be a $\mathbb{Z}\left[1 / N, \zeta_{N}\right]$-algebra. Let $Y=Y_{1}(N)$ be the affine modular curve over $B$ classifying pairs $(E, \alpha)$ consisting of elliptic curves $E$ over $B$-algebras plus a level $\Gamma_{1}(N)$ structure $\alpha: \mathbb{Z} / N \mathbb{Z} \rightarrow E$. Let $Y_{\text {ord }}$ be the ordinary locus in $Y$ (i.e. the locus where the Eisenstein form $E_{p-1}$ is invertible). Let $X$ be $Y$ or $Y_{\text {ord }}$. Let $L$ be the line bundle on $X$, direct image of the sheaf of relative differentials on the universal elliptic curve over $X$, and let

$$
\begin{equation*}
V=\operatorname{Spec}\left(\bigoplus_{\kappa \in \mathbb{Z}} L^{\otimes \kappa}\right) \rightarrow X \tag{4.5.1}
\end{equation*}
$$
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be the $\mathbb{G}_{m}$-torsor associated to $L$.
Set $M=\mathcal{O}(V)=\bigoplus_{\kappa \in \mathbb{Z}} L^{\otimes \kappa}$. Recall that there is a Fourier expansion map

$$
E: M \rightarrow B((q))
$$

defined by the cusp $\Gamma_{1}(N) \cdot \infty[17]$, p. 112. Recall also that $Y$ has a natural compactification, $X_{1}(N)$, equipped with a natural line bundle, still denoted by $L$, extending the line bundle $L$ on $Y$, such that the space of classical modular forms, $M\left(\Gamma_{1}(N), B, \kappa\right) \subset L^{\otimes \kappa}$, on $\Gamma_{1}(N)$ of weight $\kappa$, defined over $B$ identifies with $H^{0}\left(X_{1}(N), L^{\otimes \kappa}\right)$. Recall that the diamond operators act on $M\left(\Gamma_{1}(N), B, \kappa\right)$; the invariant elements form the space $M\left(\Gamma_{0}(N), B, \kappa\right)$ of classical modular forms on $\Gamma_{0}(N)$ of weight $\kappa$ defined over $B$. Recall the $q$-expansion principle: for any $B$ as above there is an induced injective Fourier expansion map $E: M\left(\Gamma_{1}(N), B, \kappa\right) \rightarrow B[[q]]$ and if $B^{\prime} \subset B$ then $M\left(\Gamma_{1}(N), B^{\prime}, \kappa\right)$ identifies with the group of all $f \in M\left(\Gamma_{1}(N), B, \kappa\right)$ such that $E(f) \in B^{\prime}[[q]]$. Recall also the following base change property: if $B^{\prime}$ is any $B$-algebra and either $B^{\prime}$ is flat over $B$ or $\kappa \geq 2$ and $N$ is invertible in $B^{\prime}$ then the $\operatorname{map} M\left(\Gamma_{1}(N), B, \kappa\right) \otimes_{B} B^{\prime} \rightarrow M\left(\Gamma_{1}(N), B^{\prime}, \kappa\right)$ is an isomorphism; cf. [17], p.111.

### 4.5.2 $\delta$-series from classical modular forms

Theorem 4.5.1. Let $\kappa \in \mathbb{Z}_{\geq 0}$ and let $f(q)=\sum_{m \geq 1} a_{m} q^{m} \in q \mathbb{Z}_{p}[[q]]$ be a series satisfying $a_{1}=1$ and

$$
\left\{\begin{array}{l}
a_{p^{i} n}=a_{p^{i}} a_{n} \quad \text { for }(n, p)=1, i \geq 0  \tag{4.5.2}\\
a_{p^{i-1}} a_{p}=a_{p^{i}}+p^{\kappa+1} a_{p^{i-1}} \quad \text { for } i \geq 2
\end{array}\right.
$$

Let $\varphi:=\bar{f}=\sum_{m \geq 1} \bar{a}_{m} q^{m} \in q \mathbb{F}_{p}[[q]]$ be the reduction $\bmod p$ of $f(q)$. Then the series

$$
\begin{equation*}
f^{\sharp, 2}=f^{\sharp, 2}\left(q, q^{\prime}, q^{\prime \prime}\right):=\frac{1}{p} \cdot \sum_{n \geq 1} \frac{a_{n}}{n}\left(p^{\kappa} \phi^{2}(q)^{n}-a_{p} \phi(q)^{n}+p q^{n}\right) \in \mathbb{Q}_{p}\left[\left[q, q^{\prime}, q^{\prime \prime}\right]\right] \tag{4.5.3}
\end{equation*}
$$
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belongs to $\mathbb{Z}_{p}[[q]]\left[q^{\prime}, q^{\prime \prime}\right]^{\wedge}$ and its reduction $\bmod p$ equals

$$
\begin{equation*}
\overline{f^{\sharp, 2}}=\overline{f^{\sharp, 2}\left(q, q^{\prime}, q^{\prime \prime}\right)}=\varphi^{(-1)}-\bar{a}_{p} V(\varphi) \frac{q^{\prime}}{q^{p}}+\overline{p^{\kappa}} \cdot V^{2}(\varphi)\left(\frac{q^{\prime}}{q^{p}}\right)^{p} \in \mathbb{F}_{p}[[q]]\left[q^{\prime}\right] . \tag{4.5.4}
\end{equation*}
$$

Proof. For $\kappa=0$ the argument is in [13]; the case $\kappa>0$ is entirely similar. (Note that the form $f_{\left[a_{p}\right]}^{(0)}$ in [13] is congruent $\bmod p$ to $f$ itself.)
Remark 4.5.2. Note that conditions (4.5.2) imply that $U \varphi=\bar{a}_{p} \cdot \varphi$.
Example 4.5.3. Let $\kappa \in \mathbb{Z}_{\geq 0}$ and let $F \subset \mathbb{C}$ be a number field with ring of integers $\mathcal{O}_{F}$. Let

$$
\begin{equation*}
f(q)=\sum_{m \geq 1} a_{m} q^{m} \in q \mathcal{O}_{F}[[q]] \tag{4.5.5}
\end{equation*}
$$

be the Fourier expansion of a cusp form

$$
f \in M\left(\Gamma_{0}(N), \mathcal{O}_{F}, \kappa+2\right)
$$

Assume $a_{1}=1$ and assume $f(q)$ is an eigenvector for all the Hecke operators $T_{\kappa+2}(n)$ with $n \geq 1$. Assume $p$ is a rational prime that splits completely in $F$, consider an embedding $\mathcal{O}_{F} \subset \mathbb{Z}_{p}$, view $f(q)$ as an element of $q \mathbb{Z}_{p}[[q]]$, and let $\varphi:=\bar{f}=$ $\sum_{m \geq 1} \bar{a}_{m} q^{m} \in q \mathbb{F}_{p}[[q]]$ is the reduction $\bmod p$ of $f(q)$. Then the equalities (4.5.2) hold. So by Theorem 4.5.1 the series

$$
\begin{equation*}
f^{\sharp, 2}=f^{\sharp, 2}\left(q, q^{\prime}, q^{\prime \prime}\right):=\frac{1}{p} \cdot \sum_{n \geq 1} \frac{a_{n}}{n}\left(p^{\kappa} \phi^{2}(q)^{n}-a_{p} \phi(q)^{n}+p q^{n}\right) \in \mathbb{Q}_{p}\left[\left[q, q^{\prime}, q^{\prime \prime}\right]\right] \tag{4.5.6}
\end{equation*}
$$

belongs to $\mathbb{Z}_{p}[[q]]\left[q^{\prime}, q^{\prime \prime}\right]^{\wedge}$ and its reduction $\bmod p$ equals

$$
\begin{equation*}
\overline{f^{\sharp, 2}}:=\overline{f^{\sharp, 2}\left(q, q^{\prime}, q^{\prime \prime}\right)}=\varphi^{(-1)}-\bar{a}_{p} V(\varphi) \frac{q^{\prime}}{q^{p}}+\overline{p^{\kappa}} \cdot V^{2}(\varphi)\left(\frac{q^{\prime}}{q^{p}}\right)^{p} \in \mathbb{F}_{p}[[q]]\left[q^{\prime}\right] . \tag{4.5.7}
\end{equation*}
$$

Note also that $T_{\kappa+2}(n) \varphi=\bar{a}_{n} \cdot \varphi$ for $(n, p)=1$ and $U \varphi=\bar{a}_{p} \cdot \varphi$. So by Theorem 4.4.7 $\overline{f^{\sharp, 2}}=\varphi^{\sharp, 2}$ is an eigenvector of the Hecke operators $n T_{\kappa}(n), " p T_{\kappa}(p) ",(n, p)=1$, with eigenvalues $\bar{a}_{n}, \bar{a}_{p}$. Also, by the same Theorem, if in addition $\bar{a}_{p} \neq 0$ and $\kappa=0$, then the series $\varphi^{\sharp, 1}$ in (4.4.6) is also an eigenvector of the Hecke operators $n T_{\kappa}(n)$, " $p T_{\kappa}(p)$ ", $(n, p)=1$, with eigenvalues $\bar{a}_{n}, \bar{a}_{p}$.
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Example 4.5.4. Consider the Ramanujan series

$$
P(q):=E_{2}(q):=1-24 \sum_{m \geq 1}\left(\sum_{d \mid m} d\right) q^{m}
$$

and assume $N$ is prime. Consider the series

$$
g(q):=-\frac{1}{24}\left(P(q)-N P\left(q^{N}\right)\right)=\frac{N-1}{24}+f(q) \in \mathbb{Z}_{(p)}[[q]]
$$

where

$$
\begin{equation*}
f(q)=\sum_{m \geq 1}\left(\sum_{A \mid m} \epsilon(A) A\right) q^{m} \tag{4.5.8}
\end{equation*}
$$

Then $g(q)$ is the Fourier expansion of a classical modular form in
$M\left(\Gamma_{0}(N), \mathbb{Z}_{(p)}, 2\right)$ which is an eigenvector of the Hecke operators $T_{2}(n)$ for all $n \geq 1$ with eigenvalues $a_{n}:=\sum_{A \mid n} \epsilon(A) A$; cf. [17], Example 2.2.6, Proposition 3.5.1, and Remark 3.5.2. Let $\varphi:=\bar{f}=\sum_{m \geq 1} \bar{a}_{m} q^{m} \in q \mathbb{F}_{p}[[q]]$ be the reduction $\bmod p$ of $f(q)$. By [24], Theorem 9.17, the equalities (4.5.2) hold with $\kappa=0$. So by Theorem 4.5.1 the series

$$
\begin{equation*}
f^{\sharp, 2}=f^{\sharp, 2}\left(q, q^{\prime}, q^{\prime \prime}\right):=\frac{1}{p} \cdot \sum_{n \geq 1} \frac{a_{n}}{n}\left(\phi^{2}(q)^{n}-a_{p} \phi(q)^{n}+p q^{n}\right) \in \mathbb{Q}_{p}\left[\left[q, q^{\prime}, q^{\prime \prime}\right]\right] \tag{4.5.9}
\end{equation*}
$$

belongs to $\mathbb{Z}_{p}[[q]]\left[q^{\prime}, q^{\prime \prime}\right]^{\wedge}$ and its reduction $\bmod p$ equals

$$
\begin{equation*}
\overline{f^{\sharp, 2}}:=\overline{f^{\sharp, 2}\left(q, q^{\prime}, q^{\prime \prime}\right)}=\varphi^{(-1)}-\bar{a}_{p} V(\varphi) \frac{q^{\prime}}{q^{p}}+V^{2}(\varphi)\left(\frac{q^{\prime}}{q^{p}}\right)^{p} \in \mathbb{F}_{p}[[q]]\left[q^{\prime}\right] . \tag{4.5.10}
\end{equation*}
$$

Note also that $T_{2}(n) \varphi=\bar{a}_{n} \cdot \varphi$ for $(n, p)=1$ and $U \varphi=\bar{a}_{p} \cdot \varphi$. So by Theorem 4.4.7 $\overline{f^{\sharp, 2}}=\varphi^{\sharp, 2}$ is an eigenvector of the Hecke operators $n T_{0}(n)$, " $p T_{0}(p) ",(n, p)=1$, with eigenvalues $\bar{a}_{n}, \bar{a}_{p}$. Also, by the same Theorem, if in addition $\bar{a}_{p} \neq 0$ and $\kappa=0$, then the series $\varphi^{\sharp, 1}$ in (4.4.6) is also an eigenvector of the Hecke operators $n T_{\kappa}(n), " p T_{\kappa}(p) ",(n, p)=1$, with eigenvalues $\bar{a}_{n}, \bar{a}_{p}$. Note that if $N \equiv 1 \bmod p$ then

Equations 4.4.5 hold because

$$
\left\{\begin{array}{l}
a_{n}=\sum_{A \mid n} \epsilon(A) A \equiv n \sum_{A \mid n} \epsilon(A) A^{-1}, \bmod p \text { for }(n, p)=1 \\
a_{p}=\sum_{A \mid p} \epsilon(A) A \equiv 1 \bmod p
\end{array}\right.
$$

Note also that if $N \equiv 1 \bmod p$ it follows that $f(q) \equiv g(q) \bmod p$ so $\varphi(q)$ is the Fourier expansion of a modular form in $M\left(\Gamma_{0}(N), \mathbb{F}_{p}, 2\right)$

### 4.5.3 Application to $\delta$-eigenforms

As noted in [15] the image of the Fourier expansion map $M^{\infty} \rightarrow R((q))^{\wedge}$ is contained in $\mathcal{W}$; this is by the universality property of $\mathcal{O}^{r}(V)$ and by the fact that $\mathcal{W}$ possesses a lift of Frobenius $\phi_{0}$ and hence it is naturally a $\delta$-subring of $R((q))^{\wedge}$.

Proposition 4.5.5. The image of $M^{r}(w)$ in $\mathcal{W}$ consists of elements of weight $\operatorname{deg}(w)$.

Proof. It is easy to see that one may replace $X$ in the statement above by an open set of it. So one may assume $L$ is free on $X$. Let $x$ be a basis of $L$. Then any element $f \in M^{r}(w)$ can be written as $f=f_{0} \cdot x^{w}$ where $f_{0} \in \mathcal{O}^{r}(X)$. Now the image of $x$ in $\mathcal{W}$ has weight 1 . Since $\phi_{0}$ on $\mathcal{W}$ preserves the elements of a given weight it follows that the image of $x^{w}$ in $\mathcal{W}$ has weight $\operatorname{deg}(w)$. On the other hand $f_{0}$ is a $p$-adic limit of polynomials with $R$-coefficients in elements of the form $\delta^{i} g_{0}$, where $g_{0} \in \mathcal{O}(X)$. Again, since $\phi_{0}$ sends elements of weight 0 in $\mathcal{W}$ into elements of weight 0 the same is true for $\delta: \mathcal{W} \rightarrow \mathcal{W}$. Since the image of $g_{0}$ in $\mathcal{W}$ has weight 0 so does the image of $\delta^{i} g_{0}$ in $\mathcal{W}$ and hence so does the image of $f$.

Next we state our main applications to " $\delta$-eigenforms" (i.e. $\delta$-modular forms whose $\delta$-Fourier expansions are " $\delta$-eigenseries"). First we will prove:
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Theorem 4.5.6. Assume $\bar{f}=\bar{f}\left(q, q^{\prime}\right) \in k[[q]]\left[q^{\prime}\right]$ is not a $p$-th power in $k[[q]]\left[q^{\prime}\right]$ and assume $\bar{f}$ is the reduction mod $p$ of the $\delta$-Fourier expansion of a $\delta$-modular form in $M^{r}(w)$ with $r \geq 0, \kappa:=\operatorname{deg}(w) \geq 0$. Assume furthermore that $\bar{f}$ is an eigenvector of all Hecke operators $n T_{\kappa}(n)$, " $p T_{\kappa}(p) ",(n, p)=1$, with eigenvalues $\bar{\lambda}_{n}, \bar{\lambda}_{p} \in k$. Then there exists $\varphi=\varphi(q) \in q k[[q]]$ which is the Fourier expansion of a modular form in $M\left(\Gamma_{1}(N), k, \kappa^{\prime}\right), \kappa^{\prime} \geq 0, \kappa^{\prime} \equiv \kappa+2 \bmod p-1$, and there exist $c, c_{i} \in k$, $i \geq 0$, with $\overline{p^{\kappa}} \cdot c_{i-1}=\bar{\lambda} c_{i}$ for $i \gg 0$, such that $\varphi$ is an eigenvector of all Hecke operators $T_{\kappa+2}(n), T_{\kappa+2}(p),(n, p)=1$, with the same eigenvalues $\bar{\lambda}_{n}, \bar{\lambda}_{p}$ and such that $\bar{f}$ satisfies (4.4.4).

Conversely we will prove:

Theorem 4.5.7. Assume $\varphi \in q k[[q]]$ is the Fourier expansion of a modular form in $M\left(\Gamma_{1}(N), k, \kappa^{\prime}\right), \kappa^{\prime} \geq 0, \kappa^{\prime} \equiv \kappa+2 \bmod p-1$, and that $\varphi$ is an eigenvector of all Hecke operators $T_{\kappa+2}(n), T_{\kappa+2}(p),(n, p)=1$, with eigenvalues $\bar{\lambda}_{n}, \bar{\lambda}_{p} \in k$. Assume $X=Y_{\text {ord }}$. Consider the series $\bar{f}=\bar{f}\left(q, q^{\prime}\right) \in k[[q]]\left[q^{\prime}\right]$ defined by the formula (4.4.4) with $c=0, c_{i} \in k$ for $i \geq 0$, and $c_{i}=0$ for $i \gg 0$. Then $\bar{f}$ is the $\delta$-Fourier expansion of a $\delta$-modular form $f \in M^{1}(\kappa)$ and (by Theorem 4.4.7) is an eigenvector of all Hecke operators $n T_{\kappa}(n)$, " $T_{\kappa}(p)$ ", $(n, p)=1$, with the same eigenvalues $\bar{\lambda}_{n}, \bar{\lambda}_{p}$.

Note that Theorems 4.5.6 and 4.5.7 imply Theorem 1.0.10 in the Introduction. The one-to-one correspondence in Theorem 1.0.10 is given by $\varphi \mapsto \varphi^{\sharp, 2}$ with $\varphi^{\sharp, 2}$ defined by (4.4.4).

### 4.5.4 Review of $\delta$-modular forms [11, 15]

Let $V$ be an affine smooth scheme over $R$ and fix a closed embedding $V \subset \mathbb{A}^{m}$ into an affine space over $R$.

Definition 4.5.8. A map $f: V(R) \rightarrow R$ is called a $\delta$-function of order $r$ on $X$ [7] if there exists a restricted power series $\Phi$ in $m(r+1)$ variables, with $R$-coefficients such that

$$
f(a)=\Phi\left(a, \delta a, \ldots, \delta^{r} a\right)
$$

for all $a \in V(R) \subset R^{m}$. We denote by $\mathcal{O}^{r}(V)$ the ring of $\delta$-functions of order $r$ on $V$.
(Recall that restricted means with coefficients converging p-adically to 0; also the definition above does not depend on the embedding $V \subset \mathbb{A}^{m}$.) Composition with $\delta$ defines $p$-derivations $\delta: \mathcal{O}^{r}(V) \rightarrow \mathcal{O}^{r+1}(V)$. The rings $\mathcal{O}^{r}(V)$ have the following universality property: for any $R$-algebra homomorphism $u: \mathcal{O}(V) \rightarrow A$ where $A$ is a $p$-adically complete $\delta$-ring there are unique $R$-algebra maps $u^{r}: \mathcal{O}^{r}(V) \rightarrow A$ that commute in the obvious sense with $\delta$ and prolong $u$.

Let now $V$ be as in (4.5.1) with $B=R$ and $\mathbb{Z}\left[1 / N, \zeta_{N}\right] \subset R$ a fixed embedding.
Definition 4.5.9. [15] A $\delta$-modular function of order $r$ (on $\Gamma_{1}(N)$, holomorphic on $X)$ is a $\delta$-function $f: V(R) \rightarrow R$ of order $r$.

Let $W:=\mathbb{Z}[\phi]$ be the ring generated by $\phi$. For $w=\sum a_{i} \phi^{i} \in W\left(a_{i} \in \mathbb{Z}\right)$ set $\operatorname{deg}(w)=\sum a_{i} \in \mathbb{Z}$; for $\lambda \in R^{\times}$we set $\lambda^{w}:=\prod \phi^{i}(\lambda)^{a_{i}}$.

Definition 4.5.10. A $\delta$-modular form of weight $w$ (of order $r$, on $\Gamma_{1}(N)$, holomorphic on $X$ ) is a $\delta$-modular function $f: V(R) \rightarrow R$ of order $r$ such that

$$
f(\lambda \cdot a)=\lambda^{w} f(a)
$$

for all $\lambda \in R^{\times}$and $a \in V(R)$, where $(\lambda, a) \mapsto \lambda \cdot a$ is the natural action $R^{\times} \times V(R) \rightarrow$ $V(R)$.

We denote by $M^{r}:=\mathcal{O}^{r}(V)$ the ring of all $\delta$-modular functions of order $r$ and we set $M^{\infty}:=\bigcup_{r \geq 0} M^{r}$. We denote by $M^{r}(w)$ the $R$-module of $\delta$-modular forms of order
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$r$ and weight $w$; cf. [15]. (In [11] the space $M^{r}(w)$ was denoted by $M^{r}\left(\Gamma_{1}(N), R, w\right)$ or $M_{\text {ord }}^{r}\left(\Gamma_{1}(N), R, w\right)$ according as $X$ is $Y$ or $Y_{\text {ord }}$.) Note that $M^{r}(0)$ identifies with $\mathcal{O}^{r}(X)$ which, in its turn, embeds into $\mathcal{O}^{r}\left(X_{1}(N)\right)$.

By the universality property of the rings $M^{r}=\mathcal{O}^{r}(V)$ there exists a unique $\delta$-ring homomorphism (the $\delta$-Fourier expansion map)

$$
E: M^{\infty} \rightarrow S_{f o r}^{\infty}:=\bigcup_{r \geq 0} R((q))\left[q^{\prime}, \ldots, q^{(n)}\right]^{\wedge}, \quad E(f)=f\left(q, q^{\prime}, q^{\prime \prime}, \ldots\right)
$$

extending the Fourier expansion map $E: M \rightarrow R((q))^{\wedge}$. We may also consider the composition

$$
M^{\infty} \rightarrow S_{f o r}^{\infty} \xrightarrow{\pi} R((q))^{\wedge}, \quad f \mapsto f(q)
$$

where the map $\pi$ sends $q^{\prime}, q^{\prime \prime}, \ldots$ into 0 ; we refer to this composition as the Fourier expansion map.

Recall the " $\delta$-expansion principle":
Proposition 4.5.11. [11] The maps $E: M^{r}(w) \rightarrow R((q))\left[q^{\prime}, \ldots, q^{(r)}\right]^{\wedge}$ are injective with torsion free cokernel; hence the induced maps $\bar{E}: M^{r}(w) \otimes k \rightarrow k((q))\left[q^{\prime}, \ldots, q^{(r)}\right]$ are injective.

Proof. This is [11], Lemma 6.1.

Recall also the following result:
Theorem 4.5.12. [11] If in Example 4.5.3 $\kappa=0, F=\mathbb{Q}$, and $p \gg 0$ then the series $f^{\sharp, 2}\left(q, q^{\prime}, q^{\prime \prime}\right) \in R[[q]]\left[q^{\prime}, q^{\prime \prime}\right]^{\wedge}$ in (4.5.6) is the image of a (unique) $\delta$-modular form (still denoted by) $f^{\sharp, 2} \in \mathcal{O}^{2}\left(X_{1}(N)\right) \subset M^{2}(0)$. If in addition $f$ in Example 4.5.3 is of "CL type" then the series $\varphi^{\sharp, 1} \in k[[q]]\left[q^{\prime}\right]$ in that Example is the image of a $\delta$-modular form $f^{\sharp, 1} \in \mathcal{O}^{1}\left(X_{1}(N)\right) \subset M^{1}(0)$.

Here by $f$ being of $C L$ type we mean that the Neron model of the elliptic curve over $\mathbb{Q}$ associated to $f$ via the Eichler-Shimura construction has good ordinary reduction
and its base change to $R$ is the canonical lift of this reduction; cf. [11, 13] for more details.

Proof. Let $f^{\sharp} \in \mathcal{O}^{r}\left(X_{1}(N)\right)$ be as in [11], Theorems 6.3 and 6.5; cf. also [13], Lemma 4.18. So $r$ is 1 or 2 according as $f$ is or is not of CL type. Then Theorem 4.5.12 follows from [11], Theorems 6.3 and 6.5 , by letting the $\delta$-modular form $f^{\sharp, 2}$ be defined by

$$
f^{\sharp, 2}:=\left\{\begin{array}{l}
f^{\sharp}, \quad \text { if } f \text { is not of CL type, } \\
\phi\left(f^{\sharp}\right)-a_{p} f^{\sharp}, \quad \text { if } f \text { is of CL type, }
\end{array}\right.
$$

and by letting

$$
f^{\sharp, 1}:=f^{\sharp} \quad \text { if } f \text { is of CL type. }
$$

Remark 4.5.13. It is tempting to conjecture that if in Example 4.5.3 $\kappa \geq 0$ is arbitrary, $F=\mathbb{Q}$, and $p \gg 0$ then the series $f^{\sharp, 2}\left(q, q^{\prime}, q^{\prime \prime}\right)$ is the $\delta$-Fourier expansion of a $\delta$-modular form $f^{\sharp, 2} \in M^{r}(\kappa)$ for some $r \geq 2$. An appropriate variant of this should also hold for arbitrary $F$. As we shall see, however, the situation is drastically different with Example 4.5.4; cf. Theorem 4.5.17.

Recall the Serre derivation operator $\partial: M \rightarrow M$ introduced by Serre and Katz [22]. (Cf. also [10], p. 254 for a review). Recall that $\partial\left(L^{\otimes n}\right) \subset L^{\otimes(n+2)}$. Recall also that if $X$ is contained in $Y_{\text {ord }}$ then one has the Ramanujan form $P \in M^{0}(2)$. By [10], Propositions 3.43, 3.45, 3.56, there exists a unique sequence of $R$-derivations $\partial_{j}: M^{\infty} \rightarrow M^{\infty}, j \geq 0$, such that

$$
\left\{\begin{array}{l}
\partial_{j} \circ \phi^{s}=0 \text { on } M \text { for } j \neq s  \tag{4.5.11}\\
\partial_{j} \circ \phi^{j}=p^{j} \cdot \phi^{j} \circ \partial \text { on } M \text { for } j \geq 0
\end{array}\right.
$$

These derivations then also have the property that

$$
\left\{\begin{array}{l}
\partial_{j}=0 \text { on } M^{j-1} \text { for } j \geq 1  \tag{4.5.12}\\
\partial_{j} \circ \delta^{j}=\phi^{j} \circ \partial \text { on } M \text { for } j \geq 0
\end{array}\right.
$$
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and that

$$
\begin{equation*}
\partial_{j}\left(M^{r}(w)\right) \subset M^{r}\left(w+2 \phi^{j}\right) \tag{4.5.13}
\end{equation*}
$$

Recall the Ramanujan theta operator $\theta=q \frac{d}{d q}: R((q)) \rightarrow R((q))$. Then by [10], Lemma 4.18, there is a unique sequence of $R$-derivations $\theta_{j}: S_{f o r}^{\infty} \rightarrow S_{f o r}^{\infty}$ such that

$$
\left\{\begin{array}{l}
\theta_{j} \circ \phi^{s}=0 \text { on } R((q)) \text { for } j \neq s  \tag{4.5.14}\\
\theta_{j} \circ \phi^{j}=p^{j} \cdot \phi^{j} \circ \theta \text { on } R((q)) \text { for } j \geq 0
\end{array}\right.
$$

and such that

$$
\left\{\begin{array}{l}
\theta_{j}=0 \text { on } R((q))\left[q^{\prime}, \ldots, q^{(j-1)}\right]^{\wedge} \text { for } j \geq 1  \tag{4.5.15}\\
\theta_{j} \circ \delta^{j}=\phi^{j} \circ \theta \text { on } R((q)) \text { for } j \geq 0
\end{array}\right.
$$

Proposition 4.5.14. For any $w=\sum_{i=0}^{r} a_{i} \phi^{i} \in W$, any $j \geq 0$, and any $f \in M^{r}(w)$ the following formula holds in $S_{\text {for }}^{\infty}$ :

$$
E\left(\partial_{j} f\right)=\theta_{j}(E(f))-a_{j} p^{j} E(f) E(P)^{\phi^{j}}
$$

Proof. This was proved in [10], Proposition 8.42 in the case of " $\delta$-Serre-Tate expansions"; the case of $\delta$-Fourier expansions is entirely similar. (The level 1 case of this Proposition was proved in [1] using the structure of the ring of modular forms of level 1.)

Proof of Theorem 4.5.6. By Theorem 4.4.4 all we have to show is that $\varphi$ in that Theorem is the Fourier expansion of a modular form in $M\left(\Gamma_{1}(N), k, \kappa^{\prime}\right), \kappa^{\prime} \equiv \kappa+2$ $\bmod p-1$. Since $\bar{f}$ is not a $p$-th power we may assume $c_{0}=1$. Now if $\bar{f}\left(q, q^{\prime}\right)$ is the reduction $\bmod p$ of the $\delta$-Fourier expansion

$$
E(f)=f\left(q, q^{\prime}, \ldots, q^{(r)}\right) \in S_{\text {for }}^{\infty}
$$

of a $\delta$-modular form $f \in M^{r}(w)$ then, by Proposition 4.5.14, and Equations 4.4.4 and 4.5.15 we have the following congruences $\bmod p$ in $S_{f o r}^{\infty}$ :

$$
\begin{aligned}
E\left(\partial_{1} f\right) & \equiv \theta_{1}(E(f)) \\
& \equiv-\bar{\lambda}_{p} V(\varphi) q^{-p} \theta_{1}(\delta q) \\
& \equiv-\bar{\lambda}_{p} V(\varphi) q^{-p} \phi(\theta q) \\
& \equiv-\bar{\lambda}_{p} V(\varphi)
\end{aligned}
$$

By Equation (4.5.13) we have that $\partial_{1} f \in M^{r}(w+2 \phi)$. So by Proposition 4.5.5 the image $E\left(\partial_{1} f\right)(q, 0, \ldots, 0)$ of $E\left(\partial_{1} f\right)$ in $R((q))^{\wedge}$ is an element of weight $\kappa+2$ in $\mathcal{W}$. So $E\left(\partial_{1} f\right)(q, 0, \ldots, 0)$ is congruent $\bmod p$ to the Fourier expansion of a classical modular form of weight $\kappa^{\prime} \equiv \kappa+2 \bmod p-1$. So $\bar{\lambda}_{p} V(\varphi)$ is the Fourier expansion of a modular form in $M\left(\Gamma_{1}(N), k, \kappa^{\prime}\right)$. If $\bar{\lambda}_{p} \neq 0$ then $V(\varphi)$ is the Fourier expansion of a modular form in $M\left(\Gamma_{1}(N), k, \kappa^{\prime}\right)$ hence so is $\varphi=U V \varphi$ (because $U$ preserves the weight [20], p.458). If $\bar{\lambda}_{p}=0$ then, by (4.4.2) we have $\varphi=\sum_{(n, p)=1} \bar{\lambda}_{n} q^{n}$ so $\varphi=\theta\left(\varphi^{(-1)}\right)=\theta\left(\varphi_{0}\right)$. Now $\varphi_{0}$ is the image of $E(f)$ in $k[[q]]$ so, as above, by Proposition 4.5.5, $\varphi_{0}$ is the Fourier expansion of a modular form in $M\left(\Gamma_{1}(N), k, \kappa^{\prime \prime}\right)$ where $\kappa^{\prime \prime} \equiv \kappa \bmod p-1$. But $\theta$ sends Fourier expansions of modular forms of weight $\kappa^{\prime \prime}$ into Fourier expansions of modular forms of weight $\kappa^{\prime \prime}+p+1$; cf. [20], p. 458. So $\varphi$ is the Fourier expansion of a modular form in $M\left(\Gamma_{1}(N), k, \kappa^{\prime \prime}+p+1\right)$, and we are done because $\kappa^{\prime \prime}+p+1 \equiv \kappa+2 \bmod p-1$.

Proof of Theorem 4.5.7. Set $\kappa^{\prime}=\kappa+2+(p-1) \nu, \nu \geq 0$. Since $\varphi^{(-1)}(q)=\theta^{p-2} \varphi(q)$ by get that $\varphi^{(-1)}(q)$ is the Fourier expansion of a modular form over $k$ of weight $\kappa^{\prime}+(p-2)(p+1)=\kappa+(p-1)(p+\nu)$ hence $V^{i}\left(\varphi^{(-1)}(q)\right)$ is the Fourier expansion of a modular form over $k$ of weight $\kappa_{0, i}:=p^{i}(\kappa+(p-1)(p+\nu))$; the latter lifts to a modular
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form $\Phi_{0, i} \in M\left(\Gamma_{1}(N), R, \kappa_{0, i}\right)$ which can be viewed as an element in $M^{0}\left(\kappa_{0, i}\right)$. Also $V^{i+1}(\varphi)$ and $V^{i+2}(\varphi)$ are Fourier expansions of modular forms over $k$ of weights $\kappa_{1, i}:=p^{i+1} \kappa^{\prime}$ and $\kappa_{2, i}:=p^{i+2} \kappa^{\prime}$ so they lift to modular forms $\Phi_{i, 1} \in M\left(\Gamma_{1}(N), R, \kappa_{1, i}\right)$ and $\Phi_{2, i} \in M\left(\Gamma_{1}(N), R, \kappa_{2, i}\right)$ respectively. The latter can be viewed as elements of $M^{0}\left(\kappa_{1, i}\right)$ and $M^{0}\left(\kappa_{2, i}\right)$ respectively. Finally note that $f^{1} \cdot f^{\partial} \in M^{1}(-2)$ and the Eisenstein form $E_{p-1}$ can be viewed as an element in $M^{0}(p-1)$; its inverse is an element in $M^{0}(1-p)$. Let $\lambda_{p} \in R$ be a lift of $\bar{\lambda}_{p}$. Note that $\kappa_{0, i} \equiv \kappa \bmod p-1$; set $e_{0, i}:=\frac{\kappa-\kappa_{0, i}}{p-1}$. Similarly $\kappa_{1, i} \equiv \kappa+2 \bmod p-1$ and $\kappa_{2, i} \equiv \kappa+2 p \bmod p-1$; set $e_{1, i}:=\frac{\kappa+2-\kappa_{1, i}}{p-1}$ and $e_{2, i}:=\frac{\kappa+2 p-\kappa_{2, i}}{p-1}$. Then, by Propositions 3.5.8 and 3.5.9 $\bar{f}$ is the $\delta$-Fourier expansion of the $\delta$-modular form

$$
\begin{equation*}
\sum_{i \geq 0} c_{i}\left[E_{p-1}^{e_{0, i}} \cdot \Phi_{0, i}-\lambda_{p} \cdot E_{p-1}^{e_{1, i}} \cdot \Phi_{1, i} \cdot\left(f^{1} \cdot f^{\partial}\right)+\overline{p^{\kappa}} \cdot E_{p-1}^{e_{2, i}} \cdot \Phi_{2, i} \cdot\left(f^{1} \cdot f^{\partial}\right)^{p}\right] \tag{4.5.16}
\end{equation*}
$$

which is an element of $M^{1}(\kappa)$. This ends the proof.
Example 4.5.15. We consider the special case of Example 4.5.3. Let

$$
\begin{equation*}
f(q)=\sum_{m \geq 1} a_{m} q^{m} \in q \mathbb{Z}[[q]] \tag{4.5.17}
\end{equation*}
$$

be the Fourier expansion of a cusp form $f \in M\left(\Gamma_{0}(N), \mathbb{Z}, 2\right)$. Assume $a_{1}=1$ and assume $f(q)$ is an eigenvector for all the Hecke operators $T_{2}(n)$ with $n \geq 1$. Assume $p$ is a prime and let $\varphi:=\bar{f}=\sum_{m \geq 1} \bar{a}_{m} q^{m} \in q \mathbb{F}_{p}[[q]]$ be the reduction $\bmod p$ of $f(q)$. Then the equalities (4.5.2) hold with $\kappa=0$. So by Theorem 4.5.1 the series

$$
\begin{equation*}
f^{\sharp, 2}=f^{\sharp, 2}\left(q, q^{\prime}, q^{\prime \prime}\right):=\frac{1}{p} \cdot \sum_{n \geq 1} \frac{a_{n}}{n}\left(p^{\kappa} \phi^{2}(q)^{n}-a_{p} \phi(q)^{n}+p q^{n}\right) \in \mathbb{Q}_{p}\left[\left[q, q^{\prime}, q^{\prime \prime}\right]\right] \tag{4.5.18}
\end{equation*}
$$

belongs to $\mathbb{Z}_{p}[[q]]\left[q^{\prime}, q^{\prime \prime}\right]^{\wedge}$ and its reduction $\bmod p$ equals

$$
\begin{equation*}
\overline{f^{\sharp, 2}}:=\overline{f^{\sharp, 2}\left(q, q^{\prime}, q^{\prime \prime}\right)}=\varphi^{(-1)}-\bar{a}_{p} V(\varphi) \frac{q^{\prime}}{q^{p}}+V^{2}(\varphi)\left(\frac{q^{\prime}}{q^{p}}\right)^{p} \in \mathbb{F}_{p}[[q]]\left[q^{\prime}\right] . \tag{4.5.19}
\end{equation*}
$$

Note also that $T_{2}(n) \varphi=\bar{a}_{n} \cdot \varphi$ for $(n, p)=1$ and $U \varphi=\bar{a}_{p} \cdot \varphi$. So by Theorem 4.4.7 $\overline{f^{\sharp, 2}}$ is an eigenvector of the Hecke operators $n T_{0}(n)$, " $p T_{0}(p)$ ", $(n, p)=1$, with
eigenvalues $\bar{a}_{n}, \bar{a}_{p}$. In addition, if $p \gg 0$, by Theorem 4.5.12, the series $f^{\sharp, 2}\left(q, q^{\prime}, q^{\prime \prime}\right)$ in (4.5.18) is the $\delta$-Fourier expansion of a $\delta$-modular form $f^{\sharp, 2} \in \mathcal{O}^{2}\left(X_{1}(N)\right) \subset M^{2}(0)$.

On the other hand, as in the proof of Theorem 4.5.7, $\varphi^{(-1)}(q)$ is the Fourier expansion of a modular form over $k$ of weight $p^{2}-p$; the latter lifts to a modular form $\Phi_{0} \in M\left(\Gamma_{1}(N), R, p^{2}-p\right)$ which can be viewed as an element in $M^{0}\left(p^{2}-p\right)$. Also $V(\varphi)$ and $V^{2}(\varphi)$ are Fourier expansions of modular forms over $k$ of weights $2 p$ and $2 p^{2}$ so they lift to modular forms $\Phi_{1} \in M\left(\Gamma_{1}(N), R, 2 p\right)$ and $\Phi_{2} \in M\left(\Gamma_{1}(N), R, 2 p^{2}\right)$ respectively. The latter can be viewed as elements of $M^{0}(2 p)$ and $M^{0}\left(2 p^{2}\right)$ respectively. Then $\overline{f^{\sharp, 2}\left(q, q^{\prime}, q^{\prime \prime}\right)}$ is the $\delta$-Fourier expansion of the $\delta$-modular form

$$
\begin{equation*}
f^{!}:=E_{p-1}^{-p} \cdot \Phi_{0}-a_{p} \cdot E_{p-1}^{-2} \cdot \Phi_{1} \cdot\left(f^{1} \cdot f^{\partial}\right)+\cdot E_{p-1}^{-2 p} \cdot \Phi_{2} \cdot\left(f^{1} \cdot f^{\partial}\right)^{p} \in M^{1}(0) \tag{4.5.20}
\end{equation*}
$$

Note now that $f^{\sharp, 2} \in M^{2}(0)$ and $f^{!} \in M^{1}(0)$ have the same $\delta$-Fourier expansion and the same weight. By Proposition 4.5.11 (the " $\delta$-expansion principle") we get the following:

Corollary 4.5.16. In the notation of Example 4.5 .15 we have the congruence $f^{\sharp, 2} \equiv$ $f^{!} \bmod p$ in $M^{2}(0)$.

Note that the right hand side of this congruence has order 1 and has a priori "singularities" both at the cusps of $X_{1}(N)$ and at the supersingular points. In stark contrast with that, the left hand side of the above congruence has no "singularity" at either the cusps or the supersingular points.

Also in stark contrast with Theorem 4.5.12 we have the following consequence of Theorem 4.5.6.

Theorem 4.5.17. Let $f(q)$ be as in Example 4.5 .4 and assume $N \not \equiv 1 \bmod p$ (for instance $p \gg 0)$. Then the series $\overline{f^{\sharp}\left(q, q^{\prime}, q^{\prime \prime}\right)}$ in (4.5.10) is not the image of any element in any space $M^{r}(w)$ with $r \geq 0, \operatorname{deg}(w)=0$.

Proof. Assume the notation of Example 4.5.4. By Theorem 4.5.6 it follows that the image of $f(q)$ in $\mathbb{F}_{p}[[q]]$ is the Fourier expansion of some modular form $\widehat{f} \in M\left(\Gamma_{1}(N), \mathbb{F}_{p}, 2+(p-1) \nu\right), \nu \geq 0$. On the other hand, by Example 4.5.4 we know that the image of $g(q)$ in $\mathbb{F}_{p}[[q]]$ is the Fourier expansion of a modular form $\widehat{g} \in M\left(\Gamma_{0}(N), \mathbb{F}_{p}, 2\right)$. It follows that the modular form

$$
\widehat{h}:=E_{p-1}^{\nu} \cdot \widehat{g}-\widehat{f} \in M\left(\Gamma_{1}(N), \mathbb{F}_{p}, 2+(p-1) \nu\right)
$$

has Fourier expansion a constant $\gamma:=\frac{N-1}{24} \in \mathbb{F}_{p}^{\times}$. On the other hand $\gamma$, viewed as an element in $M\left(\Gamma_{0}(N), \mathbb{F}_{p}, 0\right)$ has Fourier expansion $\gamma$. By the Serre and SwinnertonDyer Theorem [18], p.140, the difference $\widehat{h}-\gamma$ is divisible by $E_{p-1}-1$ in the ring $\bigoplus_{\kappa \in \mathbb{Z}} M\left(\Gamma_{1}(N), \mathbb{F}_{p}, \kappa\right)$. It follows that the weights $2+(p-1) \nu$ and 0 are congruent $\bmod p-1$, a contradiction.
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