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Abstract

We present density functional theory (DFT) calculations of oxygen and silver de-

fects in a crystalline model of amorphous Ge2Se3. We studied defects arising from

atomic oxygen and dioxygen, as well as interstitial silver and silver displacing ger-

manium, following Campbell's conjecture on the mechanism of dendrite formation.

For oxygen defect concentrations below 2%, we show that O2 dissociates in Ge2Se3,

oxygen atoms are immobile, and oxygen atoms do not cluster. Within this model, the

most preferred oxygen defect in intrinsic Ge2Se3 is Ge-O-Ge bridge. We conclude that

oxygen defects will not severely alter the electrical properties of Ge2Se3. Our results
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on silver defects in Ge2Se3 agree with and extend previous work using a similar model;

the two most preferred silver defect types are intralayer silver interstitial and silver

displacement of germanium. We also studied the interaction between silver defects

and the most preferred oxygen defect. We learned that discounting the highest defect

concentrations, oxygen defects will not severely change the behavior of silver defects

in Ge2Se3, but it will inhibit the formation of Ag-Ge dimers.
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Chapter 1: Introduction

1.1 Device Background

Since Chua's exploration of memristors in 1971 [2], we have known that these non-

volatile memory1 technologies hold great promise in certain novel applications, such

as arti�cial neurons for neuromorphic computing [4, 5], con�guration memory in �eld-

programmable gate arrays [6] and threshold logic [7]. Flash memory [3], the pervasive

non-volatile memory technology, su�ers from slow writing speed,2 low endurance3 and

high write operation voltage4 requirements [9]. Electrochemical metallization bridge

(EMB)5 memristors6 are non-volatile memory technologies capable of replacing �ash

memory due to lower write operation voltage,7 higher endurance8 and competitive

scalability [9] and write speed [9].

EMB memristor-based memory switches are based on ion motion and electrochem-

ical reactions in their semiconductor layers [9, 11]. Campbell has been utilizing the

1Non-volatile memory retains its memory after being powercycled. For more information about
non-volatile memory and �ash memory, refer to Ref. [3].

2The 2007 International Technology Roadmap for Semiconductors (ITRS) Emerging Research
Devices (ERD) chapter states that the write/erase times of �oating-gate NAND are 1 ms/0.1 ms
[8];Valov et al.[9] state that the write time of NAND �ash is ~1 ms. Derbenwick and Brewer [10]
wrote that write speeds of typical �ash memories are around 10 ms to 2 ms. Regardless of this
discrepancy, referencing again the Emerging Research Devices chapter, the write/erase times of
stand-alone DRAM are 1 ns.

3DRAM's endurance is 1015 program/erase cycles [9]. The 2007 ITRS ERD chapter [8] states
that the endurance of �oating-gate NAND is 100,000 program/erase cycles.

4The 2007 ITRS ERD chapter [8] states that the write operation voltages of �oating-gate NOR
and NAND devices are 12 V and 15 V, respectively. The voltages of these two devices are by far
the highest of all devices mentioned in the chapter.

5EMB is the o�cial term used by the ITRS ERD chapter. The EMB memristor is one of four
major categories of redox RAM technologies [6].

6EMB memristors are also known as ionic memristors [11], electrochemical metalization (ECM)
cells [9] and condutive bridging random access memory (CBRAM) [12].

7In Ref. [13], the write/erase operation sweep voltages of self-directed channel (SDC) memristor
are 0 to 1 V and 0 to -1 V, respectively. Campbell's SDC memristor is an EMB memristor and
uses Ge2Se3, the chalcogenide material this thesis is about. Compared to the previously stated 15
V write operation voltage of �oating-gate NAND, the write operation voltage requirement of SDC
memristors is 15 times smaller.

8Campbell [13] demonstrated that the endurance of the SDC device is at least 1,000,000,000
program/erase cycles; this is much greater than the endurance of �oating-gate NAND.
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chalcogenide glass, Ge2Se3, as the electrolyte layer material and silver as the active

metal in these memristors [13, 14, 15]. In addition to the usual metal-insulator-metal

design, Campbell also included a SnSe metal-chalcogenide layer. EMB memristors of

this layer composition are more reliable than ones that use selenium-rich GexSe1-x,

with more consistent and lower threshold voltages [16]. A new class of the EMB

memristor, the self-directed channel (SDC) memristor, using these layer composi-

tions is operational immediately after an one-step fabrication through sputtering or

evaporation and can operate continuously at 150 ◦C or greater [13].

Campbell et al. proposed that germanium dimers in Ge2Se3 play a major role in

the write and erase processes; speci�cally, silver displacing germanium and leading

to permanent Ag-Ge bonds that form paths for future write processes [13, 14, 15].

Edwards et al. performed theoretical studies to understand the electrochemistry of

EMB memristors with the layer compositions mentioned. In Ref. [1], they performed

density functional theory calculations to study silver defects in Ge2Se3 and emphasized

germanium dimers. In Refs. [16, 17], calculations showed tin is attracted to paired

electrons self-trapped on germanium dimers and can assist in forming Ag-Ge bonds.

1.2 EMB Memristor

To put the details of active metal ion motion and electrochemistry in the elec-

trolyte in better context, we refer to Figure 1 for a simpli�ed depiction of the opera-

tion of an EMB memristor. This memristor is constructed with three layers: an active

metal electrode layer (shown in blue), a solid electrolyte layer (shown in yellow) and

an inactive metal electrode layer (shown in gray) [9].

2



Figure 1: EMB memristor operation. This �gure, taken from Ref. [9], displays sim-
pli�ed write (A-D) and erase (E) processes.

In Step A of Figure 1, the device is in its virgin state. When an electric �eld

is applied through the device, atoms from the active metal layer oxidize9 and travel

through the electrolyte layer as shown in Step B [9]. Active metal ions deposit on the

surface of the inactive metal electrode layer as shown in Step C [9]. The accompanying

current-voltage plot of Figure 1 shows minimal current with increasing voltage from

Step A to Step B due to lack of physical connection across the device. With repeated

and concentrated deposition, a conductive metal dendrite forms across the electrolyte

9For our layer composition, the Ag donates an electron to the bulk Ge2Se3 and becomes Ag+;
bulk Ge2Se3 oxidizes Ag.

Ag → Ag+ + e−

3



layer and connects the left and right10 in a redox/oxidation process11 as shown by

Step C to Step D [9]. Referring to the current-voltage plot, the resistance of the

device drops dramatically with this left to right connection [9]. Of course, the actual

write process can be more complicated. During this process, active metal ions can

interact and may permanently change the electrolyte layer [1], and the change a�ects

future write and erase processes [9, 13, 14, 15, 17].

To break this left to right connection, an electric �eld is applied in the opposite

direction, which returns active metal atoms to their original layer and causes discon-

nection as shown in Step D to Step E [9]. Shown in the current-voltage plot, the

metal dendrite disconnection returns the current to zero. In short, the resistance,

which is the memory of the device, depends on the continuity of the metal dendrite,

and the continuity of the metal dendrite depends on the amount and duration of

applied voltage [9]. However, the memory does not solely depend on the continu-

ity of the dendrite; it also depends on the metal dendrite width, i.e. thick and thin

dendrite respectively lead to lower and higher resistances. This means that after the

connection, the write and erase processes need not involve dendrite continuity.

The memory12 of the device can be read out by measuring the resistance with

short and low-voltage pulses; in doing so, the read process does not disturb the

actual memory of the device [9].

10Figure 1's orientation is active metal layer on the left and inactive metal layer on the right.
Other publications may orientate the device from top to bottom.

11For our layer composition, Ag+ acquires electrons from the bulk inactive metal and neutralizes;
the bulk inactive metal reduces Ag+. On the other hand, Ag+ oxidizes the bulk inactive metal.

Ag+ + e− → Ag

12For example, in binary, the on and o� states.
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1.3 Oxygen Defects in Ge2Se3

So far, we have brie�y described some of the physics and chemistry of the ba-

sic/ideal memory mechanism of EMB memristors. In reality, the presence of impu-

rities may negatively a�ect device operation. Slack et al. [18] have reported oxygen

impurities and their e�ects in the semiconductors AlN and GaN. To date, we are not

aware of any theoretical studies on oxygen defects in Ge2Se3, the electrolyte layer

material we are interested in.

Concerned by the abundance and reactivity of oxygen, we were motivated to study

the e�ects of oxygen on 1) electrical properties of Ge2Se3 and on 2) the behavior

of silver within the Ge2Se3 environment to address potential disruption of device

operation. Atomic oxygen and dioxygen/molecular oxygen, termed O2 in this thesis,

can disrupt device operation by directly changing the electrical properties of Ge2Se3

or by changing the behavior of silver solutes in Ge2Se3.

1.4 Overview

In Chapter 2, we brie�y review the periodic quantum mechanical treatment used

in these studies. Chapter 2 starts with density functional electronic structure the-

ory (2.1.1 and 2.1.2) and geometry optimization (2.1.3). The chapter continues with

additional frameworks, periodic approach (2.1.4) and pseudopotential theory (2.1.5).

Discussions about defect modeling using a periodic approach (2.1.6) and calculation

details (2.1.7) conclude the primary calculation topics. The chapter concludes with

post-processing calculation topics, nudged elastic band method, a method to deter-

mine activation energy (2.1.8), and projected density of states (2.1.9).

In Chapter 3, we discuss the crystalline model of Ge2Se3 used by Edwards et al. in

Refs. [1, 16, 17] to model Ge2Se3 and present preliminary calculations on the perfect

cell. The crystalline model discussion includes past experimental and theoretical

5



results on short-range order and chemical order of Ge2Se3 (3.1.1) and characterization

of the crystalline model (3.1.2). The chapter concludes with physical description of

the crystalline model (3.2.1) and convergence studies for the k-point sampling mesh

(3.2.2) and real space sampling grid (3.2.3).

In Chapter 4, we present results on oxygen defects. Section 4.1 covers the approach

(4.1.1) and analytical interpretation (4.1.2, 4.1.3 and 4.1.4) utilized in the studies in

this thesis. Our analysis used statistical thermodynamics and kinetics with the op-

erational temperature provided by K. Campbell to interpret the results. Section 4.2

begins our oxygen defect result presentation. The atomic oxygen defect convergence

study (4.2.1) determined the 80-atom unit cell is su�cient for the majority of our

calculations. In the next two subsections, we report a preference for low spin in-

tralayer atomic oxygen defect con�gurations in Ge2Se3 (4.2.2 and 4.2.3). Section 4.3

discusses the e�ects of intralayer atomic oxygen defects on Ge2Se3. We found that

atomic oxygen energetically prefers to form defects in the intralayer environment and

speci�cally to occupy germanium dimers13 (4.3.1). Electrical properties of Ge2Se3 do

not change signi�cantly in the presence of atomic oxygen defects (4.3.2 and 4.3.3).

In Chapter 5, we present results on silver defects and silver/oxygen interactions.

The chapter begins with past theoretical work by Edwards et al. on silver defects

and self-trapped electrons (5.1.1). The next subsection begins our silver defect result

presentation. The silver defect convergence study determined the 80-atom unit cell

is su�cient for the majority of our calculations (5.1.2). The results of these repeated

silver defect calculations agree well with Edwards' results (5.1.3 and 5.1.4). Section

5.2 addresses interactions of intralayer atomic oxygen defects with silver defects in

Ge2Se3. Electrical properties of Ge2Se3 with absorbed silver again do not change

signi�cantly in the presence of atomic oxygen defects (5.2.1 and 5.2.2). Localized

states of silver defect con�gurations are preserved after incorporating atomic oxygen

13atomic oxygen occupies germanium dimers by bridging the dimers. That is by Ge-O-Ge.
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(5.2.2). As mentioned, silver occupation of germanium dimers14 is thought to be

crucial to device operation, and oxygen tends to occupy germanium dimers. We show

that germanium dimer occupation operates on a �rst-come-�rst-serve basis; i.e. the

Ge-O-Ge moities repel silver, and the Ag-Ge moities repel oxygen.

Lastly, in Chapter 6, we summarize the conclusions reached in this thesis and

outline relevant future work.

14Silver occupies germanium dimers by silver substitution/displacement of a germanium.
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Chapter 2: General Background

Theory

2.1 QuantumMechanical Modeling of Defects in Crys-

tals

In performing defect modeling, we must identify the statistically preferred, i.e.

lowest energy, defect con�gurations to know their e�ects and behavior in a host

material. We use energy of formation (∆Ef ),

∆Ef = E(Defect) − (E(Host) +
∑
i

Niµi). (1)

In Eq. 1, E(Defect) is the defect con�guration energy. E(Host) is the host crystal15

con�guration energy. Ni is the number of atoms of the i th element added (Ni > 0) or

subtracted (Ni < 0) from the host system to form the defects, and µi is the chemical

potential of the i th element in its standard state.

To compute ∆Ef , we need chemically accurate energies16 corresponding to the de-

fect and reference states. In this section, we �rst brie�y review the periodic quantum

mechanical method used to atomically model Ge2Se3, the host material, and defect

con�gurations.

2.1.1 Born-Oppenheimer Approximation

We begin with the separation of the time-independent Schrödinger equation (Eq.

2) into electronic and nuclear portions with the Born-Oppenheimer Approximation

15Host crystals do not have defects.
16Chemically accurate energies are accurate enough to calculate barriers and bond energies. This

typically mean fractions of an eV; more speci�cally, this means energies accurate to 0.043 eV.
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[19]. Through this approximation, the N (N)-nuclei and N (e)-electron quantum prob-

lem is separated into distinct electronic structure and nuclear structure problems.

HΨ =

{
−

N(N)∑
a

~2

2m
(N)
a

∇2
a −

N(e)∑
i

~2

2m(e)
∇2
i (2)

+
∑
i>j

e2

|ri − rj|
−
∑
i,a

Zae
2

|ri −Ra|

+
∑
a>b

ZaZbe
2

|Ra −Rb|

}
Ψ = EΨ

Here, H is the total Hamiltonian operator, Ψ is the total wave function and E is

the total energy of the complete system. The �rst term is the nuclear kinetic energy

operator with the index, a, labeling each nucleus. The second term is the electronic

kinetic energy operator with the index i labeling the electrons. The third term is

the electronic-electronic potential energy operator with indices i and j labeling each

electron. The fourth term is the electronic-nuclear potential energy operator. The

�fth term is the nuclear-nuclear potential energy operator, with indices a and b la-

beling the nuclei. ~ = h
2π

is the reduced Planck constant. N (N) and N (e) are the

total number of nuclei and electrons, respectively. m(N)
a and m(e) are the masses of

nuclei, a, and electrons, respectively. e is the elementary electron charge, and Za is

the nuclear charge of the ath nucleus.

In an ordinary solid state system, the nuclear and electronic motions operate

on very di�erent timescales due to the great mass di�erence between electrons and

nuclei. Born and Oppenheimer showed using a perturbative approach that the time-

independent Schrödinger equation is approximately separable; that is, for the l th

electronic energy level, we have,

Ψl({ri}, {Ra}) ≈ χl({Ra})ψl({ri}; {Ra}). (3)

9



Here, χl is the nuclear wave function with {Ra} as the nuclear coordinates, and ψl

is the electronic wave function with {ri} as the electronic coordinates. Note that

ψl({ri}; {Ra}) depends explicitly on {ri} and parametrically on {Ra}, and χl({Ra})

only depends on {Ra}. After substituting Eq. 3 into Eq. 2, one obtains two equations,

the electronic and nuclear Schrödinger equations. ψl can be determined through the

electronic Schrödinger equation for �xed {Ra},

H(e)ψl =

{
−

N(e)∑
i

~2

2m(e)
∇2
i +

∑
i>j

e2

|ri − rj|
(4)

−
∑
i,a

Zae
2

|ri −Ra|
+
∑
a>b

ZaZbe
2

|Ra −Rb|

}
ψl = E

(e)
l ({Ra})ψl.

Here, H(e) is the electronic Hamiltonian operator. E(e)
l is the electronic energy. Since

{Ra} are �xed while solving for E(e)
l ({Ra}) and E(e)

l does not depend on {ri}, the

nuclear-nuclear potential energy term is a constant and can be removed from the

equation and added on at the end of the calculation. E(e)
l ({Ra}) acts as the potential

energy operator in the nuclear Schrödinger equation (Eq. 5). Solving the nuclear

structure problem requires �rst solving the electronic structure problem, Eq. 4.

(
−

N(N)∑
a

~2

2m
(N)
a

∇2
a + E

(e)
l ({Ra})

)
χl = Eχl (5)

2.1.2 Density Functional Theory

There are two popular families of methods to solve the electronic structure prob-

lem, Eq. 4, wave function (WF)-based methods, constituted by Hartree-Fock theory

and its extensions, and density functional theory-based methods [20]. The former

is formulated around the electronic wave function, ψl({ri}), and the corresponding

single-electron wave functions, ψl,i(ri); the latter is formulated around the electron
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density, ρ(r). Modern applications of WF and DFT methods expand ψl,i(ri) in a

known basis set [21], such as plane waves [22, 23, 24, 25] and linear combinations of

atomic orbitals (LCAO) [26].

Due to its historical impact and the physical insights it provides about its exten-

sions � such as second and fourth order Møller-Plesset Perturbation Theories (MP2)

[27] (MP4) [28] and con�guration interaction [29, 30] � and DFT, a brief discussion

of Hartree-Fock theory is warranted. This theory begins with a trial wave function

in the form of a Slater determinant constructed from single-electron wave functions,

ψi(r) [31, 32, 33]. Eq. 4 becomes

{(
− ~2

2m(e)
∇2

1 −
∑
a

Zae
2

|r1 −Ra|

)
(6)

+

(∑
j 6=i

∫
e2
|ψj(r2)|2

|r1 − r2|
dr2

)}
ψi(r1)

−

(∑
j 6=i

∫
e2
ψ∗j (r2)ψi(r2)

|r1 − r2|
dr2ψj(r1)

)
= εiψi(r1),

i = 1, 2, 3...N (e).

These are the famous Hartree-Fock equations. The �rst two terms constitute the

single-electron Hamiltonian operator, H(e)
1 . The third term is the Coulomb poten-

tial operator as it corresponds to the classical electrostatic repulsion of the i th elec-

tron with the remaining electrons. The exchange operator is de�ned as Kjψi(r1) =∫
e2

ψ∗j (r2)ψi(r2)

|r1−r2| dr2ψj(r1). εi is the orbital energy for the i th electron. The single Slater

determinant ansatz allows ψi(r) to have some but not enough quantum interaction,

speci�cally exact exchange but no explicit correlation,17 consequently Hartree-Fock

does not provide su�cient overall chemical accuracy for computing atomization ener-

17We de�ne quantum interaction, exchange and correlation, below. In short, quantum interaction
is all energy not captured by the non-interacting kinetic energy and classical electrostatic energy.
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Table 1: Atomization energies deviation of DFT versus Hartree-Fock and extensions.
Deviation (kcal/mol) from experiment of DFT methods and WF methods 6-31G*
atomization energies, for 32 neutral molecular systems. Taken from Table I of Ref.
[35].

DFT WF
B-VWN B-LYP Hartree-Fock MP2

Mean deviation 0.1 1.0 -85.8 -22.4
Mean absolute deviation 4.4 5.6 85.9 22.4

gies. But Hartree-Fock's extensions, through systematic improvements, can achieve

greater chemical accuracy at the expense of greater computational e�ort [34, 35].

By contrast, DFT has better chemical accuracy and scaling with problem size

than Hartree-Fock [35]. Table 1 shows the deviation from experiment of DFT meth-

ods and WF methods taken from an early paper comparing the two. The exchange

functional for DFT was the Becke (B) functional [36], a generalized gradient ap-

proximation (GGA) exchange functional. The two correlation functionals for DFT

were the Vosko, Wilk, and Nusair (VWN) parameterization [37], related to the lo-

cal spin density approximation (LDSA) functional [38], and the Lee, Yang, and Parr

(LYP) functional based on the Colle-Salvetti functional [39]. DFT, with a density-

gradient corrected exchange, outperformed Hartree-Fock and MP2 in atomization

energy chemical accuracy. Table 2 shows the formal scaling with problem size for WF

methods versus DFT methods and modern applications of Hartree-Fock theory ver-

sus DFT in large systems. Researchers have used Hartree-Fock [40] and MP2 [41] of

the WF family to model solids. In large systems, even modern, e�cient implementa-

tions of Hartree-Fock, such as that in GAMESS [42], have worse problem size scaling

than DFT in SeqQuest [43, 44].18 While MP2 has acceptable chemical accuracy, its

unfavorable scaling with problem size frequently limits the problem size that can be

studied [35].

18SeqQuest scales O(N-N1.5) with the problem size for calculations with less than 500 atoms [43].
This is the quantum electronic structure code we used.
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Table 2: Atomic orbital basis function scaling for several methods. The formal atomic
orbital basis function scaling of several methods and of modern applications in large
systems with e�cient implementations.

Formal Scaling
Method HF [35] MP2 [35] MP4 [35] DFT [35]

Scaling Order O(N4) O(N5) O(N7) O(N3)
Modern Application in Large Systems

Code (GAMESS) (HF) [42] SeqQuest (DFT) [43, 44]
Scaling Order O(N3) O(N1-1.5)

Historically, researchers have used density-based methods as opposed to Hartree-

Fock to model electronic structure in condensed matter due to the favorable scaling.

One such method is the Thomas-Fermi model [45, 46, 47], and another is Slater's

Xa method [48], which used self-consistent �eld (SCF) iteration with a density-based

exchange-correlation functional. We should note that Slater �rst intended the Xa

method as just a simpli�cation of Hartree-Fock that used a density functional ex-

change energy functional to replace the exchange operator term [49]. In 1964, Hohen-

berg and Kohn formalized the density-based methods with the two Hohenberg-Kohn

theorems of ground state DFT [50]. In 1965, Kohn and Sham made DFT practical

with the Kohn-Sham method [38].

The two Hohenberg-Kohn theorems provide the formal theoretical basis for DFT.

The �rst Hohenberg-Kohn theorem states, �the external potential v(r)19 is deter-

mined, within a trivial additive constant, by the electron density ρ(r) [51].� Since

v(r) uniquely determines the ground state energy (Egs), ρgs uniquely determines Egs

[51].

The second Hohenberg-Kohn theorem is an energy variational principle for ρ(r).

Consider Eq. 4 for the ground state, we denote the electronic kinetic energy as

T [ρ] = 〈ψ|−
∑N(e)

i
~2

2m(e)∇2
i |ψ〉, the electronic-electronic potential energy as V (ee)[ρ] =

19In this thesis, the electronic-nuclear or external potential is notated as V (Ne)(r) =

−
∑

i,a
Zae

2

|ri−Ra| .
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〈ψ|
∑

i>j
e2

|ri−rj | |ψ〉 and the electronic-nuclear potential energy as V (Ne)[ρ] = 〈ψ| −∑
i,a

Zae2

|ri−Ra| |ψ〉 = −
∫ ∑

a
Zae2

|r−Ra|ρ(r) dr. Hohenberg and Kohn showed that there ex-

ists a universal functional valid for any external potential, FHK [ρ] = T [ρ] + V (ee)[ρ],

so the energy is then de�ned as E[ρ] = FHK [ρ] + V (Ne)[ρ] [50]. For any particular

V (Ne)[ρ], the Egs of the system is the global minimum value of this functional, and

the ρ(r) that minimizes E[ρ] is ρgs [52]. The electronic structure problem thus can

be framed as the minimization of the total electronic energy with respect to the total

electron density:

Egs = E[ρgs] = min
ρ

(E[ρ]) (7)

= min
ρ

(
T [ρ] + V (ee)[ρ]−

∫ ∑
a

Zae
2

|r −Ra|
ρ(r) dr

)

+
∑
a>b

ZaZbe
2

|Ra −Rb|
.

As mentioned, T [ρ] is the kinetic energy functional, and V (ee)[ρ] is the electronic-

electronic potential energy functional.

Due to the di�culties of explicitly expressing T [ρ] and coincidentally the impor-

tance of the single-electron wave functions in the analysis of solid state systems, Kohn

and Sham turned to an approach that utilizes single-electron �wave functions�20 as

intermediate functions of ρ(r), framed similarly to the Xa method [38, 48]. We start

by rewriting two terms, the kinetic energy functional, T [ρ], and the electron-electron

interaction energy functional, V (ee)[ρ], as

T [ρ] = − ~2

2m(e)

N(e)∑
i

∫
φi(ri)∇2

i (φi(ri)) dri + ∆T [ρ] (8)

20The physicality of the Kohn-Sham eigenfunctions is beyond the scope of this thesis.

14



V (ee)[ρ] =
e2

2

∫ ∫
ρ(r)ρ(r′)

|r − r′|
dr dr′ + ∆V (ee)[ρ] (9)

The �rst term of Eq. 8 is the kinetic energy functional of a �ctitious Kohn-Sham sys-

tem of noninteracting electrons with the {φi(r)} as the Kohn-Sham single-electron

wave functions, conventionally known as the Kohn-Sham orbitals. Due to the non-

interaction of the electrons, Φ, the Kohn-Sham system's total electronic wave func-

tion, is exactly a Slater determinant of the {φi(r)}. The �rst term of Eq. 9 is the

classical electrostatic energy functional.21 ∆T [ρ] and ∆V (ee)[ρ] are remaining terms

that account for portions of the corresponding energies missed by rewriting T [ρ] and

V (ee)[ρ].

Kohn and Sham showed that the {φi(r)} can be obtained by solving the coupled

set of Kohn-Sham single-electron equations,

{
−~2

2m(e)
∇2 + e2

∫
ρ(r′)

|r − r′|
dr′ (10)

−
∑
a

Zae
2

|r −Ra|
+
δE(XC)[ρ]

δρ

}
φi(r) = e

(mod)
i φi(r)

i = 1, 2, 3...N (e)

Here, e2
∫ ρ(r′)
|r−r′| dr

′ is the classical electrostatic repulsion potential, and −
∑

a
Zae2

|r−Ra|

is the complete nuclear attraction on a single electron. The functional derivative

of the exchange-correlation energy, δE(XC)[ρ]
δρ

= V (XC)[ρ], is known as the exchange-

correlation potential, where E(XC)[ρ] = ∆T [ρ] + ∆V (ee)[ρ]. e(mod)i are the eigenvalues

of the Kohn-Sham orbitals. Note that e(mod)i are di�erent from the real orbital energies

due to the modi�ed external potential used in the Kohn-Sham equations.

Notice the similarities between the Kohn-Sham equations and the Hartree-Fock

21The classical electrostatic energy is also known as Hartree energy.
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equations. − ~2

2m(e)∇2−
∑

a
Zae2

|r−Ra| = H(e)
1 is the same as the corresponding terms in the

Hartree-Fock equations; e2
∫ ρ(r′)
|r−r′| dr

′ of Eq. 10 closely resembles
∑

j 6=i
∫
e2
|ψj(r2)|2
|r1−r2| dr2

of Eq. 6.22 Intuitively, the remaining term, δE(XC)[ρ]
δ[ρ]

, must relate to exchange and

correlation.

Once the {φi} have been found by solving Eqs. 10 with a given input ρ(r), an

updated output ρ(r) can be obtained from the {φi} via

ρ(r) =
N(e)∑
i

|φi|2. (11)

Eqs. 10 and Eq. 11 must be solved self-consistently. A trial density, ρinput, is input into

the Kohn-Sham equations to solve for the {φi}. The {φi} are used to compute a new

density, ρoutput. If ρinput and ρoutput do not agree to within a small tolerance, we input

ρoutput into the Kohn-Sham equations, and the iteration repeats until ρinput ≈ ρoutput.

This ρoutput is ρgs. ρgs and the corresponding consistent {φi} are input into E[ρ] to

obtain Egs, given in Eq. 12,

Egs = − ~2

2m(e)

N(e)∑
i

∫
φi(ri)∇2

i (φi(ri)) dri (12)

+
e2

2

∫ ∫
ρgs(r)ρgs(r

′)

|r − r′|
dr dr′

−
∑
a

∫
Zae

2

|r −Ra|
ρgs dr + E(XC)[ρgs]

+
∑
a>b

ZaZbe
2

|Ra −Rb|
.

The di�erence between Eq. 7 and Eq. 12 is due to the new expressions of T [ρ] and

V (ee)[ρ].

22The Kohn-Sham equations also include j = i terms. These self-interaction energy terms must
be corrected with E(XC)[ρ].
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2.1.3 Geometry Optimization

In Subsection 2.1.2 we reviewed the Kohn-Sham method of DFT. With it, we can

compute the electronic ground state energy, Egs, for a given atomic con�guration

or geometry, {Ra}. A fully quantum mechanical treatment of the nuclear structure

problem (Eq. 5) would require considerable computation. Fortunately, we only require

the global energy-minimized geometry, which necessitates local minimization23 of the

overall electronic energy by varying the {Ra}.

The force on a nucleus a is given by F a = −∇RaEgs({Ra}). We can arrive

at a local energy minimum by eliminating the net forces on all nuclei. With a given

geometry, {Ra}, we solve the electronic structure problem to obtain Egs at said {Ra},

and we then compute {F a}. A chosen local root-�nding algorithm then attempts24

to produce a local root of {F a},25 i.e. a new {Ra} where each F a = 0. This new

{Ra} becomes the new geometry. We then compute Egs and {F a} again with the

new geometry. This iterative process, known as geometry relaxation, is repeated until

each F a ≈ 0 within a small threshold. The resulting atomic con�guration is the local

energy minimum geometry.

The global energy minimum geometry corresponds to the system's nuclear ground

state, which are the statistically preferred equilibrium positions of those nuclei's vi-

brational motion.26 We perform su�cient con�guration sampling to �nd a reasonable

candidate for the global energy minimum geometry.27

23The minimization, or search, over the energy surface is performed locally.
24The exact operations of these mathematical procedures are not appropriate for this thesis's

content.
25Each F a is a function of {Ra}.
26Given a global energy minimum con�guration and multiple energy minimum con�gurations that

have similar energies, all of these con�gurations are relevant. Please refer to Subsection 4.1.3.
27We describe this �su�cient con�guration sampling� in Subsection 4.1.1.
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2.1.4 Periodic Systems

Additional theoretical framework is necessary in order to perform practical calcu-

lations for large periodic systems using the theories described above. Two pervasive

modeling methods for solids are the cluster approximation and periodic method [53].

The cluster approximation simply models the material using a subsystem, with hydro-

gen atoms to terminate dangling bonds. The periodic calculation models an in�nitely

periodic system. Taking advantage of the periodic potential and imposing periodic

boundary conditions on the single-electron wave function, we can model macro-scale

host crystals without unreasonably increasing the calculation time.

The centerpiece of the periodic approximation, Bloch's Theorem, is a consequence

of the periodic boundary condition and periodic potential [53, 54]. The periodic poten-

tial causes the single-electron Schrödinger equation to have translational symmetry.

Single-electron Schrödinger-like equations with translational symmetry have solutions

of the form of:

ψi,k(r + R) = eik·Rψi,k(r) (13)

ψi,k(r) = eik·rui,k(r) (14)

ψi,k(r), known as a Bloch function, is the single-electron wave function associated

with a speci�c wave vector k. For each k, an electron occupies a single-electron level,

i,28 based on the Aufbau principle. R is a Bravais lattice vector. Whenever a Bloch

function is translated by R, it is merely multiplied by a phase factor, eik·R. In Eq.

14, ui,k(r) has the same periodicity as the Bravais lattice, which consists of the set

of all possible R,

28For a temperature of 0 K, the N (e) electrons would occupy up to N(e)

2 levels rounded up, of
course starting from lowest energy levels �rst until all electrons are accounted for.
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R = n1a1 + n2a2 + n3a3. (15)

Here, a1, a2, and a3 are three primitive lattice vectors,29 and n1, n2, and n3 are

integers ranging from 0 to N1, N2 and N3 respectively. N = N1N2N3 is the total

number of unit cells in the periodic system.

Lastly, the periodic boundary condition leads to the quantization of k.30 There

are only a �nite number of unique ψi,k from the in�nite number of possible k that

satisfy these boundary conditions. It can be shown that the actual single-electron

wave functions, ψi(r), can be represented as the sum of all unique Bloch functions

[55],

ψi(r) =
∑

k∈{kFBZ}

ψi,k(r) (16)

Conventionally, the set of all unique Bloch functions are chosen to correspond to

k ∈ {kFBZ}, the wave vectors in the �rst Brillouin zone.

So far the above-described periodic machinery have been framed to be used with

WF theory, but we can also use this machinery with DFT. We input the explicit

expression of ψi,k and Eq. 16 into Eq. 11. With the Kohn-Sham SCF iteration, we

can in principle compute ρgs by performing a summation over {kFBZ} and determine

Egs for a given {Ra} of a unit cell inside the in�nitely large host crystal. The problem

is the large size of {kFBZ}.31

The {kFBZ} summation can be replaced with an integral, but even the {kFBZ} in-

tegration of a �tted ψi(k) would require unreasonable computational time/resources.

Fortunately, Monkhorst and Pack [56] showed that this integral can be replaced by a

limited weighted summation over certain equally spaced members of {kFBZ}, which
29Physically, they are the three unique edges of the parallelepiped primitive unit cell.
30Periodic boundary conditions imply eik·Rmax = 1, where Rmax is the extent of the Bravais

lattice. This evidently leads to the quantization of k.
31The number of k ∈ {kFBZ} is N = N1N2N3, with N1, N2 and N3 each approaching in�nity.

19



are known as the k-point mesh.

On a side note, the explicit expression of uk(r) is basis-dependent [55]. Using

LCAO expansion, ψi,k(r) and ui,k(r) take the following forms [57],

ψi,k(r) =
∑
m

cm(k)
∑
R

eik·Rθm,k(r − (R + Rm)) (17)

ui,k(r) =
∑
m

cm(k)
∑
R

eik·(R−r)θm,k(r − (R + Rm)) (18)

Here, θj,k(r − R − Ra) is a j type atomic orbital for atom a and centered at its

location, Ra, and (R + Ra) are equivalent locations throughout the Bravais lattice.

The index, m, is shorthand for the three indices, the atomic orbital type, j, atom

number, a, and element of atom a. cm(k) is the weight of each orbital. The expression

of ui,k(r) in Eq. 18 has manifestly the same periodicity as the Bravais lattice, which

is of course indicative that this ψi,k(r) is a Bloch function.

2.1.5 Pseudopotentials

With the combined machinery of the Kohn-Sham method, geometry relaxation,

and the periodic method, we can perform host crystal calculations and obtain local

energy-minimum geometry con�gurations, but this procedure is still excessively time-

consuming. To reduce the computational size of the problem, we take advantage of

the fact that the tightly bound core electrons do not participate in chemical bonding.

The pseudopotential approximation replaces the Coulombic potential of the nucleus

and core electrons with an e�ective ionic potential, so we only need to solve for the

valence electrons [58].

Proper execution of the pseudopotential approximation makes calculations more

tractable, while still accurate [58]. The reduction of the number of electrons solved is

very often over 50%. For example, consider Ge2Se3. Germanium has 4 valence elec-
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trons and 32 total electrons. Selenium has 6 valence electrons and 34 total electrons.

Per stoichiometric Ge2Se3 unit, 140 out of 166 electrons can be removed.

2.1.6 Defect Modeling and Supercell Approximation

So far, our discussion only pertain to host crystals; the machinery rigorously mod-

els defect-free crystalline environments. With typical neutral defect concentrations

being 1 : 105 to 1 : 107, they are isolated from one another. To extend our theoretical

machinery to this situation, we use the supercell approximation [59] to model neutral

isolated defects.

The supercell is a �nite periodic replication of the primitive unit cell. We intro-

duce one or more point defect into the supercell and use the defected supercell as the

unit cell in the combined theoretical machinery described so far. In principle, we can

use the supercell approximation to study arbitrary defect concentrations. However,

typical concentrations cannot be achieved in practice. Fortunately, neutral defect en-

ergies quickly approach the in�nite dilution value as cell size increases. To determine

the minimally su�cient cell size, we have performed convergence studies involving

equivalent defect con�gurations of varying unit cell sizes.

2.1.7 Calculation Details

Using the the supercell approximation, we performed host crystal and neutral

defect calculations to obtain local energy-minimum geometries (relaxed geometries),

their respective energies and Kohn-Sham orbitals. Our defect studies pick a number of

representative starting geometries to implement the prescribed theoretical machinery

to su�ciently sample the variational space of that defect con�gurations in the host

crystal. We now summarize the calculation details used in our defect studies. We

performed all calculations with SeqQUEST [44], an LCAO, pseudopotential, DFT

electronic structure code. The exchange-correlation functional used was the spin-
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polarized Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional [60]. We

used the Hamann pseudopotential [61] for germanium, selenium and silver atoms,

and the Troullier/Martins pseudopotential [62] for oxygen atoms. We represented

the atomic orbitals with double-zeta basis functions including polarization functions

[63].

The PBE exchange-correlation functional is one of several GGA functionals [60].

To extend the LSDA and incorporate the inhomogeneity of the electron density, GGA

adds ∇ρ dependence to E(XC)[ρ] [60]. Hamann and Troullier/Martins pseudopoten-

tials are both norm-conserving pseudopotentials [64]. The double-zeta basis uses

contracted Gaussian functions to represent two Slater type orbitals [63], which are

then used to represent a Kohn-Sham orbital. Polarization functions add the �exibility

needed to capture bonding behavior [63].

SeqQUEST uses two kinds of grids, a real space sampling grid and a k-space grid,

also known as k-point mesh [44]. The orbitals in an LCAO basis set are generally

not orthogonal to each other, so evaluation of overlap integrals is necessary. The real

space sampling grid controls how �nely they are numerically evaluated. In Subsec-

tion 2.1.4, we mentioned that �nite sums of Monkhorst-Pack k-points are used to

compute ρ(r); the k-point mesh determines the number of Monkhorst-Pack k-points

included. To determine the minimally su�cient dimensions of real space grid and k-

point mesh used, we conducted convergence studies, which involves performing host

crystal calculations and varying real space grid and k-point mesh dimensions.

2.1.8 Nudged Elastic Band Method

As part of our studies, we need to determine barrier heights32 to escape a given

defect con�guration and transition to another defect con�guration. Using barrier

heights and kinetic theory,33 we can determine the time for the given defect con-
32Barrier heights are also known as activation energies.
33Refer to Subsection 4.1.3 for relevant details regarding kinetics.
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�guration to transition to another. The nudged elastic band (NEB) method is a

technique to determine the barrier height between two states, the two given defect

con�gurations, by �nding the local minimum energy path [65].

The NEBmethod involves performing several image calculations (Images 1 through

N) connected sequentially by �ctitious computational springs; the two ends of this

sequence are the two given defect con�gurations [65].34 We input speci�c image

geometries, so the sequential gradual geometric variation from the �rst defect con�g-

uration to Images 1 through N to the second defect con�guration �morphs� one defect

con�guration to the other; regarding energy surfaces, the images map out a transi-

tion path between the two defect con�gurations that crosses over the energy barrier

in question. The �ctitious computational springs constrain the geometry relaxations

of the images to result in the local minimum energy path.

After completing the NEB calculation, the transition state is the image with the

highest energy. Using the two unchanged defect con�gurations and the transition

state geometry, the energy di�erence between the �rst defect and the transition state

is the barrier height to access the second defect con�guration from the �rst; the energy

di�erence between the second defect and the transition state is the barrier height to

access the �rst defect con�guration from the second.

2.1.9 Projected Density of States

For every wave number, k, each electron has its own set of single-electron states.

The density of states is the binning of energies of all single-electron states of the solid

to show the number of states within each energy interval [66].35 In principle, the

density of states should be based on all sets of single-electron states from all k in
34For example, for an NEB calculation with three images, the �rst defect con�guration (D1 or I0,

Image 0) is connected to Image 1 (I1), Image 1 is connected to Image 2 (I2), Image 2 is connected
to Image 3 (I3), and Image 3 is connected to the second defect con�guration (D2 or I4, or Image 4).
D1-I1-I2-I3-D2.

35The energy of each single-electron state would fall within an energy interval and count as one
for that energy interval.
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{kFBZ}. In practice, only the single-electron states of Monkhorst-Pack k-points are

used. Increasing number of k does not change important band structure features,

such as band edges, band gap and gap state.

Note that the single-electron states used in this thesis are the Kohn-Sham eigen-

states, not the real single-electron states. Also, calculations done with pseudopoten-

tials do not include the core electron states in the density of states. Fortunately, they

do not determine the band structure features mentioned, because the core electron

energies are too low and not remotely close to the band gap. While the density of

states shows changes to the band structure features of the supercell, we require each

atom's projected density of states to study electron localization.

Projected density of states of an atom is the binning of energies of all single-

electron states of that atom. Population analysis methods determine the percentage

of a single-electron state or Kohn-Sham eigenstate �belonging� to each atom.36 In

the studies of this thesis, we used Mulliken population analysis [67], which provides

a reasonable representation of ionicity.

36For a projected density of states of an atom, the energy of a single-electron state still falls
within an energy interval but count as the atom-assigned percentage. If an electron �belongs� to a
speci�c atom, the atom-assigned percentage would be high. Of course, the sum of all percentages of
a single-electron state over all atoms is 100%.
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Chapter 3: Crystalline Model of

Ge2Se3

3.1 Modeling Amorphous Ge2Se3

In Chapter 2, we described the supercell approximation for investigating defects

in host crystals. However, the Ge2Se3 material we are interested in is an amorphous

semiconductor, which lacks long range periodicity. Nevertheless, it still possesses

short-range order, i.e. the local chemistry of each atom still determines its nearby

environment [68, 69]. In past decades, researchers performed theoretical modeling

of amorphous semiconductors with crystalline models [70, 71]. With chemically or-

dered37 amorphous semiconductors, the short-range order is paramount in their de-

scription and modeling. In this section, we motivate the use of a crystalline model

for studying amorphous Ge2Se3.

3.1.1 Short-Range Order and Chemical Order of Ge2Se3

In terms of structural order, amorphous materials are comparable to classical

liquids [72]. They lack long-range periodicity but still possess short-range order. No-

tably, the resistivities of most crystalline solids do not change drastically after melting

[73]. This naïvely suggests that the loss of periodicity does not cause signi�cant prop-

erty changes.

Indeed, it is known that short-range order determines the opto-electronic prop-

erties in amorphous semiconductors [73]. For example, the density of states as a

function of binding energy of amorphous (a-)Si and crystalline (c-)Si are similar. Cal-

culations have shown that the minor di�erence is due to the changes in the short

37Chemical ordering is de�ned below.

25



range order,38 not the loss of long range periodicity [73]. The topological nature of

the network in some semiconductors, perhaps Ge2Se3, is more important than the

long-range periodicity, because electronic properties depend on the short-range order

of these semiconductors.

With these motivations, we focus on the short-range order of Ge2Se3. To employ

the supercell approximation to model an amorphous compound semiconductor, its

short-range atomic con�guration must be chemically ordered; i.e. with each element

having a strongly preferred coordination number and bonds to speci�c number of

atoms of speci�c elements [74]. Ge2Se3 is ordered this way [75, 76].

Zhou et al. [75] report that germanium-selenium glasses are chemically ordered.

In Table 1 of Ref. [75], for Ge2Se3,39 germanium on average bonds with 3 ± 0.3

seleniums and 1 ± 0.2 germaniums thus is approximately 4-fold coordinated, and

selenium on average bonds with 1.9 ± 0.2 germaniums and thus is approximately

2-fold coordinated.

In the �rst principles periodic molecular dynamics studies on glassy (g-)Ge2Se3, Le

Roux et al. [76] report that for g-Ge2Se3,40 selenium on average bonds with 0.01 sele-

niums and 2.14 germaniums, so its average coordination number is 2.15; germanium

on average bonds with 3.21 seleniums and 0.52 germaniums, so its average coordina-

tion number is 3.73. As seen in Figure 2, for g-Ge2Se3, Le Roux et al. [76] found that

roughly 77% of germanium atoms are 4-fold coordinated and roughly 85% of selenium

atoms are 2-fold coordinated. Out of the 77% 4-fold coordinated germanium atoms,

33% (from the 77%) bond with three seleniums and one germanium, and 35% bond

with four seleniums [76]. Out of the 85% 2-fold coordinated selenium atoms, 83%

(from the 85%) bond with two germaniums [76].

These theoretical results are largely consistent with the experimental results re-

38In a-Si, there are odd numbered rings, �ve-fold and seven-fold, while in c-Si, there are only 6
fold rings [73].

39Ge2Se3 is notated Ge40Se60 in Ref. [75].
40In Ref. [76], Le Roux used the term, g-Ge2Se3. This is the same as amorphous Ge2Se3.
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Figure 2: Chemical order details for Ge2Se3. This �gure was taken from Ref. [76], and
the liquid (l)-Ge2Se3 data comes from Ref. [77]. Glassy (g)-Ge2Se3 and l-Ge2Se3 are
labeled in red and black, respectively. The coordination numbers of all germanium
and selenium atoms in the study was tabulated and presented as fractions. For each
element and coordination number, the nearest neighbors are speci�ed.

ported by Zhou et al., but the di�erence in average bond type of germaniums is

signi�cant. For 4-fold coordinated germanium atoms, nearest neighbors of three sele-

niums and one germanium and nearest neighbors of four seleniums contribute nearly

equally. Note that this departure from experimental values may be due to the small

sample size of 120 atoms/cell in this study.

3.1.2 Characteristics of Crystalline Model of Ge2Se3

In past studies that were the starting point for the present work, Edwards et al.

used a crystalline model of Ge2Se3 (shown in Figure 3) based on Si2Te3 to investigate

silver defects, self-trapped electrons (STE) and STE caused by silver and tin incor-

poration [1, 16, 17]. The theoretical level, computational details and practices used
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in the studies of this thesis are largely identical to those Edwards et al. used.41

(a) Perspective#1 (b) Perspective#2

Figure 3: Crystalline model of Ge2Se3 from 2 perspectives. For all geometry �gures,
germanium atoms are shown in yellow and selenium atoms in green.

In this crystalline model, each germanium is 4-fold coordinated and bonds with

three seleniums and one germanium, and each selenium is 2-fold coordinated and

bonds with two germaniums. In Table 3, we compiled characteristic physical and

electrical values for Ge2Se3, GeSe2 and the crystalline model to make theoretical ver-

sus experimental comparisons. The signi�cant di�erence between experimental and

theoretical band gap is expected, because DFT often underestimates the band gap

[79]. The experimental versus theoretical bond length and number density di�erences

are minor. The di�ering stoichiometry likely contributed to the minor bond angle dif-

ferences. The layered structure of the crystalline model is a signi�cant departure from

experimental results. Despite this cell structural di�erence, the chemically ordered

41Aside from a set of cluster calculations using the B3LYP [78] exchange-correlation potential
in Ref. [16], we used largely identical methodology details as those Edwards et al. used in Refs.
[1, 16, 17], and unless speci�cally stated, they are the same.
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crystalline model su�ciently captures the collective short-range order of Ge2Se3.

Table 3: Experimental and theoretical characteristics of Ge2Se3 and GeSe2.

Characteristics

Band Gap
(eV)

Ge-Ge Bond
Length (Å)

Ge-Se Bond
Length (Å)

Number
Density

(atoms/Å3)
Ge2Se3

(Experiment)
2.2 [1] 2.41 [75] 2.36 [75] 0.0341 [80]

Crystalline
Model (Theory)

0.98 [1]

2.49 for
(Ge-Ge)‖42

[1], 2.40 for
(Ge-Ge)⊥43

[1]

2.41± 0.02
[1]

0.0316

Characteristics
Ge-Se-Ge Bond Angle

(degrees)
Se-Ge-Se Bond Angle

(degrees)
GeSe2

(Experiment)
98± 8.2 [75] 113± 11 [75]

Crystalline
Model (Theory)

99.0± 5.6 [1] 110.6± 7.5 [1]

3.1.3 Band Gaps of c-GeSe2 and a-GeSe2

We have not directly provided support for the claim that the short-range order of

Ge2Se3 determines its electrical properties in the last two subsections. We examined

the band gaps of c-GeSe2 and a-GeSe2 to make a fair crystalline versus amorphous

comparison to argue that long-range periodicity does not contribute signi�cantly to

the electrical properties of Ge2Se3. Inoue et al. [81] reported that the band gaps of

c-GeSe2 and a-GeSe2 are respectively 2.6 eV and 2.2 eV. This moderate agreement is

consistent with the notion that the short-range order of GeSe2 determines its electrical

properties. Furthermore, Inoue et al. [81] stated the similarities of photoemission

42We de�ne (Ge-Ge)‖ in Subsection 3.2.1.
43We de�ne (Ge-Ge)⊥ in Subsection 3.2.1.
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spectra44 of c-GeSe2 and a-GeSe2 is due to their similar short-range order. While

a-Ge2Se3 and a-GeSe2 have signi�cant structural di�erence,45 they are similar enough

to lend credence to the notion that the short-range order of Ge2Se3 determines its

electrical properties, because the relevant electrical properties of c-GeSe2 and a-GeSe2

are similar.

3.2 Preliminary Study Procedures

Environments in and local features of the crystalline model represent locations

of interest in Ge2Se3. Su�cient sampling of defect con�gurations involves geometry

relaxation of defects placed at locations of interest, so �rst their identi�cation is

crucial. Next, we must perform convergence studies to determine the minimally

su�cient real space sampling grid point and k-point mesh densities for the crystalline

model system; the resulting grid densities ensure calculation precision.46

3.2.1 Physical Description and Locations of Interest in Crys-

talline Model of Ge2Se3

The �rst and second lattice vectors of the 20-atom primitive unit cell are almost

the same in length, and the third is approximately twice in length of the �rst and

second. The �rst lattice vector length is roughly 14.6 a0, where a0 is the Bohr radius.

For the majority of studies in this thesis, we used an 80-atom unit cell replicated

from the primitive unit cell by repeating the cell twice along the �rst and second

lattice vector directions, so that the 80-atom unit cell is roughly cubic. This 20-atom

primitive unit cell is the same primitive unit cell Edwards et al. used to create the

80-atom unit cell used in Refs. [1, 16, 17]; the 80-atom unit cell is the same as well.

44Photoemission spectra are similar to density of states.
45a-Ge2Se3 have germanium dimers, but a-GeSe2 do not [81].
46We use the minimally su�cient grid densities to conserve computational resources while ensuring

precision.
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As seen in Figure 3, the 80-atom unit cell is layered; extensive empty space sep-

arates the identical layers. Within the layers, there are some empty spaces. Due to

the chemical ordering of the crystalline model, only germanium dimers and Ge-Se

exist in the crystalline model. There are two types of germanium dimers, parallel

to layer Ge-Ge, (Ge-Ge)‖, and perpendicular to layer Ge-Ge, (Ge-Ge)⊥. Each ger-

manium dimer is part of a (Ge-Ge)‖/(Ge-Ge)⊥ pair site, where they are positioned

very closely together as seen in Figure 4b. In Figure 4b, features refer to moities of

interest to defect formation, such as the two germanium dimer types, Ge-Se bonds,

germaniums and seleniums for oxygen substitutional defects.

In Ref. [1], Edwards and Campbell reported that the variations in bond lengths of

and bond angles involving Ge-Se are small, so we treat all Ge-Se equivalently; likewise,

we also treat all selenium sites equivalently. The empty separations can represent

extensive void environments in the Ge2Se3 material. The layers represent the denser

environment in the Ge2Se3 material. Empty spaces within a layer correspond to micro-

void environments in the Ge2Se3 material. The two types of germanium dimers can

limitedly represent the local-environmentally varying germanium dimers in the Ge2Se3

material. The variational space of germanium dimers (orientation, bond lengths and

local bond angles) may be enormous. (Ge-Ge)‖ and (Ge-Ge)⊥ are very di�erent in

orientation, bond lengths and local bond angles, so the two may represent enough of

the variational space for our studies. (Ge-Ge)‖/(Ge-Ge)⊥ pairs can represent small

groups or pairs of Ge-Ge dimers in the Ge2Se3 material.

3.2.2 k-Point Sampling Mesh

In Table 4, we present the results of the k-point and real space sampling con-

vergence studies on the 20-atom primitive unit cell. The criterion of this study for

convergence is for the error< 0.01 eV. The table shows signi�cant and consistent dif-

ferences from the 2x2x1 k-point mesh to the 4x4x2 and 6x6x3 k-point meshes with all

31



(a) Various environments

(b) Various local features

Figure 4: Structures in the crystalline model. These are locations of interest.
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real space sampling. From 2x2x1 to 4x4x2, the energies di�er consistently by around

0.035 eV for all real space sampling grids. From 4x4x2 to 6x6x3, the energy di�erences

are negligible. Based on these results, the minimally su�cient k-point mesh for the

primitive unit cell is 4x4x2. For the 80-atom unit cell we mainly used, the k-point

mesh was appropriately scaled from 4x4x2 to 2x2x2.

Table 4: Convergence of k-point and real space sampling for the 20-atom primitive
unit cell. These energies are con�guration energies relative the highest con�guration
energies in the set (140 × 140 × 280 real space sampling grid paired with 4 × 4 × 2
and 6× 6× 3 k-point meshes) in eV.

Real Space

k-Point
60

× 60
×120

80
× 80
×160

100
×100
×200

120
×120
×240

140
×140
×280

2× 2× 1 -0.0408 -0.03808 -0.03808 -0.03672 -0.03536
4× 4× 2 -0.00544 -0.00272 -0.00272 -0.00136 0
6× 6× 3 -0.00544 -0.00408 -0.00136 -0.00136 0

3.2.3 Real Space Sampling Grid

Table 4 shows minor di�erences with increasing real space sampling levels (60x60x120,

80x80x160, 100x100x200, 120x120x240 and 140x140x280). The di�erences were in the

thousandth place in eV. The greatest energy di�erence was between 60x60x120 and

80x80x160. Grid spacing from 0.2-0.3 a0/(grid point) is needed for atoms with very

compact wave functions, which include oxygen [44]. With 75 grid points along that

lattice vector, the grid spacing is 0.195 a0/(grid point), which is more than su�-

cient. The minimally su�cient real space sampling grid for the primitive unit cell is

75x75x150. For the 80-atom unit cell, we appropriately scaled the real space sampling

grid to 150x150x150.
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Chapter 4: Oxygen Defects

4.1 Introduction and Approach

As stated in Section 1.3, oxygen is highly abundant and highly reactive, so it is

important to investigate whether oxygen defects play a signi�cant role in the electrical

properties of EMB memristors. It is well known that atomic oxygen and O2 defects

exist in SiO2 and play an important role in electrical properties and radiation response

of semiconductor materials [82, 83]. Experimentally, Campbell has observed only

atomic oxygen, not O2, in the Ge2Se3-based memristors she has manufactured [84].

This motivates us to study the properties of oxygen defects in Ge2Se3 using the tools

introduced in Chapters 2 and 3. Before presenting the results, the remainder of this

section is devoted to the details of the approach and the analysis methods used for

these defects.

4.1.1 Approach

In studying impurities, the examination focuses on the process of foreign atoms

entering the material to form defect con�gurations. Standard states provides reference

energies used in computing the energies of formation, seen in Eq. 1. Since the standard

state of oxygen is O2, this suggests we should look for defect con�gurations involving

O2 in addition to atomic oxygen. Figure 4a shows a number of environments for the

atomic oxygen or O2 to reside: interlayer, intralayer and intralayer void environments.

Within the intralayer environment, we also sampled local features which are labeled

in Figure 4b.

Based on thermodynamics, the con�guration with the lowest energy of formation

per defect atom is the lowest energy con�guration, which is the most abundant. The

relative abundance of these defect con�guration, thus their relevance to this study,
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is assessed by comparing their energies with this lowest energy con�guration. The

changes to electronic properties of the host crystal due to relevant defect con�gura-

tions re�ect the e�ects of corresponding impurities in the material. Lastly, we used

projected density of states analyses to extract information on the electrical properties

of these preferred con�gurations.

4.1.2 Energy of Formation

The related defect formation process begins with the foreign atom outside the host

crystal in its standard state and ends with the isolated neutral defect con�guration.

The energy change associated with this defect formation process is the energy of

formation of interest. If ∆Ef < 0, the defect formation process is exothermic; if

∆Ef > 0, the defect formation process is endothermic. Thermodynamically, if the

process is exothermic, then it will complete without aid; if endothermic, then it will

not.

4.1.3 Equilibrium Statistical Thermodynamics and Kinetics

Energies of formation comparisons are interpreted by equilibrium statistical ther-

modynamics [85]. In thermodynamic equilibrium, the probability P (E) for the defect

system to take a speci�c stable con�guration is related to the partition function and

Boltzmann factor as

P (E) =
1

Z
e
− E

KBT . (19)

Here, Z is the partition function, E is the con�guration energy, T is the temperature

and KB is Boltzmann's constant. The probability ratio, which is also abundance

ratio, between two defect formation processes with the same numbers and types of

elements is
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P1(∆Ef,1)

P2(∆Ef,2)
= e

−
(∆Ef,1−∆Ef,2)

KBT . (20)

To use the above expression to determine relative abundances of defects, we used the

fabrication process temperature, as it most likely will re�ect the defect distribution.

The temperature of the wafers during the fabrication process of Ge2Se3 is less than

80 C° [84]. For both silver and oxygen defects, we used 360 K is the temperature

of defect processes in these studies. For the abundance ratio to be 1:500 at 360 K,

∆Ef,1 −∆Ef,2 is roughly 0.2 eV. We regard defects with abundance ratio relative to

the lowest energy/most abundant con�guration of less than 1:500 to be not relevant

to this study. Thus defects with energies such that ∆Ef,2 −∆Ef,min > 0.2 eV, where

∆Ef,min is the energy of formation of the lowest energy con�guration, irrelevant as it

is relatively rare.

In our studies, we have also considered the kinetics of some defect formation

processes. The kinetics of these defect processes depends on the activation energy

and attempt frequency. The rates for the processes of interest are given by the

Arrhenius equation [86, 87],

k = Ae
− Ea

KBT (21)

Here, k is the rate, A is the attempt frequency, and Ea is the activation energy. The

timescale for a process is inverse of the rate. If the timescale for a process is about one

month given at a 1013 Hz attempt frequency47, then Ea is roughly 1.40 eV at 360 K.

Processes with Ea > 1.40 eV are not observable on typical experimental timescales.

47This attempt frequency �gure is a safe over-estimate. Refer to appendix section A.1. Using the
stricter criterion did not change the conclusions of this thesis.
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4.1.4 Band Gap, Gap State and Electron Localization

As mentioned in Subsection 2.1.9, projected density of states analysis reveals

band structure information, such as band edges, band gap and gap state and allows

for studying electron localization. The band gap and potential electron localization

determine certain electrical properties of the material. Consider Figure 13a, the

complete projected density of states plot of the host crystal. The Fermi level (εF )

in a semiconductor is the energy of an hypothetical state that if it existed would

have a 50% occupation probability in thermodynamic equilibrium [88], and we use

it to determine the location of the band gap region. In Figure 13b, we have zoomed

into the band gap region of Figure 13a. The energy range with no bulk atom single

electron states48 is the band gap, and it separates the valence and conduction bands.

The lower and upper ends of the band gap are respectively the valence band edge and

conduction band edge.

In this thesis, we are looking at extrinsic point defects, and there are two types

of extrinsic point defects, solutes and impurities; solutes result from intentional in-

troductions of foreign atoms into a material, and impurities result from unintentional

introductions [89]. Doping a semiconductor is the intentional introduction of foreign

atom (extrinsic) defects to dramatically change the conductivity of the semiconduc-

tor. To achieve this, the dopants create single electron states in the band gap (gap

states) and introduce excess or de�cit of electrons in very speci�c ways [90]. Impu-

rities can function similarly as dopants to create gap states; gap state indicates sites

of potential spatial electron localization. These sites include defect sites and sites in

certain materials that can inherently trap excess electrons [16, 17].

In examining a con�guration with electron localization, one would observe a gap

state in the projected density of states �gure, and the atoms corresponding to that

48Bulk atoms are not within the e�ect range of defects. In this case, all atoms are bulk, because
there is no defect in the host crystal.
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state would have density of states in the gap, and the electron in that state is spatially

localized.

4.2 Preliminary Studies

So far, our discussions have strictly been on the theoretic and modeling framework

for studying extrinsic defects in Ge2Se3, provided calculation details and mapped out

the research procedures; we now present the results, starting with two preparatory

sets of calculations. The �rst set, a defect cell size convergence study, determines the

minimally su�cient cell size for studying oxygen defects. The second set determined

preferences of spin con�gurations oxygen structure. Tables 5 and 6 list all oxygen

defects examined in this thesis and their respective designations.

Table 5: Oxygen defect designations (1). Listing of 1-atomic oxygen defects examined,
their respective �gure # and designation.

Environment
Oxygen
Form

Defect Type Notes Figure Designation

Intralayer
1 oxygen
atom

Substitution 1 germanium
Not

Included
OGe

Intralayer
1 oxygen
atom

Substitution 1 selenium 6b OSe

Intralayer
1 oxygen
atom

Displacement

1 selenium,
and it
relaxed

interstitially
elsewhere

Not
Included

OSe:ISe

Intralayer
1 oxygen
atom

Bridging
Interstitial

(Ge-Ge)⊥ 11b BO⊥

Intralayer
1 oxygen
atom

Bridging
Interstitial

(Ge-Ge)‖ 5b BO‖

Intralayer
1 oxygen
atom

Bridging
Interstitial

Ge-Se
Not

Included
BOGe-Se
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Table 6: Oxygen defect designations (2). Listing of O2 and 2-atomic oxygen defects
examined, their respective �gure number and designation.

Environment
Oxygen
Form

Defect
Type

Notes Figure Designation

Interlayer O2 Interstitial
Located at
layer surface

7b IO2

(1)

Intralayer O2 Interstitial 7c IO2

(2)

Interlayer
2 oxygen
atoms

Interstitial 8a I2O(1)

Intralayer
2 oxygen
atoms

Interstitial 8b I2O(2)

Intralayer
2 oxygen
atoms

Bridging
Interstitial

Closest
(Ge-Ge)⊥

and
(Ge-Ge)‖

8d [BO⊥:BO‖]

We now brie�y explain the defect designation conventions used. The designations

re�ect defect type (substitution, interstitial or bridging interstitial) and elements

involved. AB denotes that atom A has substituted atom B, and IC denotes an in-

terstitial atom C defect. The super-scripted designation numbers, (1), (2), etc, only

discriminate one defect con�guration from another and do not infer con�guration

characteristics. �BO� denotes speci�cally an atomic oxygen bridging a dimer, and the

corresponding subscripts, ⊥, ‖ and Ge-Se, denotes the dimer type, (Ge-Ge)⊥, (Ge-

Ge)‖ and Ge-Se, respectively. Defect D : Defect E is a combination defect and denotes

multiple defects in one unit cell; FG:IG represents atom F displacing atom G. Defect

H + Defect J denotes two in�nitely separated and thus non-interacting defects and is

useful for comparisons with interacting combination defects. The energy of formation

of this combination is the sum of the energies of formation of those two individual

defects. Lastly, [Defect K : Defect L] denotes an intimate-pair.
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4.2.1 Atomic Oxygen Defect Cell Size Convergence Study

In this study, we determined the minimally su�cient cell size for studying atomic

oxygen defects, i.e. the cell size for which the defect can be regarded as not interacting

with its periodic images. The results provided con�dence for the assertion made

in Subsection 2.1.6 about defect interaction range. The criterion of this study for

convergence is for the energy di�erence to be less than 0.05 eV. Table 7 shows that

the di�erence of energies of formation of BO‖ (shown in Figures 5a and 5b) at the

20-atom and 80-atom cell sizes is 0.058 eV and is marginally too large for in�nite

dilution energy convergence. Thus, the defect interaction range is slightly larger than

the primitive unit cell for BO‖. The energies of formation at the 80-atom and the

360-atom cell sizes di�er by only 0.015 eV, so the minimally su�cient cell size is

between the 20-atom and 80-atom cell sizes.

To obtain the BO‖ defect, we placed the atomic oxygen next to the center of

(Ge-Ge)‖, and it spontaneously bridged the dimer.

Table 7: Convergence of energies of formation of 3 oxygen defects for 3 di�erent unit
cell sizes.

Energies of Formation (eV)
Defect 20-Atom 80-Atom 360-Atom
BO‖ -2.008 -2.066 -2.051
OSe -1.36 -1.469 -1.495
BO⊥ Not Available -1.673 -1.705
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(a) Starting geometry of BO‖. (b) Relaxed geometry of BO‖.

                                        

                                        

                                        

                                        

                                        

                                        

                                                                                                                        

(c) Relaxed geometry of BO‖ in orientation to show
layers.

Figure 5: Starting and relaxed geometries of BO‖. No other major geometry re-
laxation occurred; for all defects in this thesis, we discussed all relevant geometry
relaxation. For all geometry �gures, oxygen atoms are indicated in red. Most �gures
are not in the same orientation as Figures 3a and 3b; we oriented geometry �gures in
this thesis to best show the defect(s). From Figure 5c, we see the Ge-O-Ge bridge is
parallel to the layer.
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(a) Starting geometry of OSe. (b) Relaxed geometry of OSe.

Figure 6: Starting and relaxed geometries of OSe.

For OSe (shown in Figures 6a and 6b), the di�erence of energies of formation at

the 20-atom and the 80-atom cell sizes is 0.106 eV, which is too large for in�nite

dilution energy convergence. The energies of formation at 80-atom and 360-atom cell

sizes agree to 0.026 eV. Thus, the minimal su�cient cell size for OSe is between 20

and 80 atoms.

To obtain the OSe defect, we started with the host crystal cell, changed one of

the selenium to an oxygen and left the con�guration relax. Note that there is an

activation energy associated with atomic oxygen displacing a selenium, so there may

be an activation energy associated with this defect.

The 80-atom cell size is su�cient for studying atomic oxygen and 2-neighboring

atomic oxygen defects in the crystalline model. This is the same 80-atom unit cell

used in Refs. [1, 16, 17]. We did not discuss the trend for the BO⊥ defect, because

we do not have the data for the BO⊥ defect at the 20-atom unit cell size.
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4.2.2 Oxygen Defect Low Spin and High Spin Calculations

In isolation, the triplet state O2 is preferred, and this study begins with this

fact. Oxygen form, environment and high/low spin may interact unexpectedly; high

spin O2 may not be preferred over high spin O2 or high/low spin atomic oxygen in

intralayer locations. We examined �ve di�erent oxygen defects, consisting of two O2

and three 2-atomic oxygen con�gurations (shown in Figures 7b, 7c, 8a, 8b and 8d).

IO2

(1) and I2O(1) are interlayer defect con�gurations, and IO2

(2), I2O(2) and [BO⊥:BO‖]

are intralayer defect con�gurations. Table 8 shows that the energy of formation

di�erences from high spin to low spin were greater than 0.8 eV for all defects. The

low spin con�gurations are preferred over high spin. Note that the computed energies

for isolated O2 with low spin and high spin have the triplet state preferred as expected

from Hund's rule [91].49

Table 8: Examination of energies of formation to determine preferred spin, environ-
ments and oxygen form.

Defect Low Spin ∆Ef (eV) High Spin ∆Ef (eV) Energy Di�erence (H-L)
IO2

(1) -0.109 0.721 0.829
IO2

(2) 0.095 1.482 1.387
I2O(1) -1.972 -0.966 1.006
I2O(2) -1.659 -0.653 1.006

[BO⊥:BO‖] -3.930 -2.761 1.169

To obtain the IO2

(1) and IO2

(2) defects, we placed O2 in the interlayer and in-

tralayer environments in host crystal cells and left these con�gurations to relax. All

calculations, the ones shown above and others, involving inserting O2 into locations

of interest have starting geometries with O-O bond lengths around the typical 1.21

Å. To obtain the I2O(1) and I2O(2) defects, we placed two atomic oxygen in the in-

tralayer and interlayer environments and left these con�gurations to relax. To obtain
49We used Eq. 1 and the con�guration energy of gaseous O2 to compute many energies of formation

of defects in this thesis.
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the [BO⊥:BO‖] defect, we placed the O2 between two Ge-Ge dimers, and it sponta-

neously dissociated during relaxation.

(a) Starting geometry of IO2

(1). (b) Relaxed geometry of IO2

(1).

(c) Relaxed geometry of IO2

(2).

Figure 7: Starting and relaxed geometries of an interlayer O2 defect and an intralayer
O2 defect.
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(a) Relaxed geometry of I2O
(1). (b) Relaxed geometry of I2O

(2).

(c) Starting geometry of [BO⊥:BO‖]. (d) Relaxed geometry of [BO⊥:BO‖].

Figure 8: Starting and relaxed geometries of 2 two-atomic oxygen defect and an O2

defect between 2 Ge-Ge dimers.

4.2.3 Oxygen Form

Continuing with just the low spin portion of Table 8, we note that relaxing an

O2 at an empty space inside a layer or at the surface of a layer corresponds to an

endothermic process or a barely exothermic process, respectively; the energy of for-

45



mation of IO2

(2) is positive, and the energy of formation of IO2

(1) is barely negative.

Thus, the two processes of bringing O2 from outside and placing it inside the crys-

talline model are unfavorable. On the other hand, all processes of bringing O2 from

outside, dissociating it and placing the two atomic oxygen inside the crystalline model

are highly exothermic; energies of formation of I2O(1-3) are all highly negative. From

the thermodynamic perspective, these results imply preference for O2 dissociation.

Below, we present a possible path of O2 dissociation. Figures 7a and 7b show

that the interlayer O2 spontaneously forms a peroxide linkage between a germanium

and selenium at the surface of a layer after relaxation. This indicates oxygen will

travel toward dense locations and bond with germaniums and seleniums. Speci�cally

regarding IO2

(1), the calculated O-O bond length is 1.509 Å, and the experimental

O-O bond length of hydrogen peroxide is 1.49 Å [92]. The peroxide linkage formed

relatively strong bond with the germanium and selenium. Note that IO2

(1) and IO2

(2)

are both peroxide linkage con�gurations; the energy of formation of IO2

(1) is lower

than that of IO2

(2) by 0.204 eV.

Next, in Figure 9, the NEB transition state calculation for a path from defect

con�guration I2O(2) to defect con�guration IO2

(2) strongly supports dissociation in the

intralayer environment. To dissociate O2 to form two atomic oxygen, the reverse

reaction, requires 2 eV, but the forward reaction only requires 0.27 eV. We have not

studied the kinetics of the formation of the IO2

(2) defect. Lastly, if O2 is placed in

between two seleniums (shown in Figure 10a), then O2 spontaneously dissociates after

relaxation (shown in Figure 10b). We see the same behavior again in Figures 8c and

8d, where O2 was initially placed in the middle of a (Ge-Ge)‖/(Ge-Ge)⊥ pair.

We investigated the potential for O2 to dissociate by nearby seleniums by placing

O2 between two seleniums, each at a layer surface, and the O2 dissociates into two

atomic oxygen. The relaxed geometry showed that the distance between the two

atomic oxygen is 2.77 Å, which is more than 1 Å greater than typical O-O bond
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lengths and signi�es O2 dissociation.
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Figure 9: Transition state path energies between I2O(2) (Image 0) and IO2

(2) (Image
4) computed using the NEB method.

(a) Starting geometry of O2 between 2 seleniums. (b) Relaxed geometry of O2 dissociates between 2
seleniums.

Figure 10: Starting and relaxed geometries of interstitial O2 placed between 2 seleni-
ums. The distance between the 2 atomic oxygen after relaxation is 2.77 Å.
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Based on the results, we see that O2 tends to travel toward dense locations, where

it will readily dissociate, and we �nd that the only relaxed oxygen form in Ge2Se3 is

atomic oxygen. These conclusions agree with Campbell's experimental results, where

Campbell observed only atomic oxygen in the material [84]. Our conclusions also

agree with experimental results by Yan et al., where they observed atomic oxygen

bridging Ge-Ge dimers to form Ge-O-Ge bridges [93].

4.3 Intralayer Atomic Oxygen Defect Con�guration

Preferences

In Section 4.2, we identi�ed the most probable oxygen form, which narrowed the

variational space of defect con�gurations moving forward. Next, we examined the

energetic preference of intralayer atomic oxygen defect con�gurations to compare

their energies with the interlayer oxygen defect con�gurations and also determine the

relevant atomic oxygen defects. Lastly, we looked at the potential of intralayer atomic

oxygen defects to cluster.

In general, the internal structures of amorphous semiconductors follow continu-

ous random network arrangements, i.e. the valence of all atoms must be satis�ed.

Valence satisfaction and conclusions from the last section guide this defect study.

Our examination of on-site defects, such as substitutional defects or bond bridging

defects, satis�es the 2-fold coordinated atomic oxygen valence without needlessly al-

tering their geometry; this potentially provides stable and low energy atomic oxygen

defect con�gurations.

The �nal set of studies present projected density of states analyses of the host

crystal system and oxygen defect systems to determine the e�ects of oxygen defects

on band structure. Due to a tendency of DFT to underestimate the band gap [79],

we focused on trends only, in particular, the e�ects of defects on the band gap and

48



the potential introduction of gap state.

4.3.1 Intralayer Atomic Oxygen Defect Energetics

We studied �ve possible intralayer atomic oxygen substitution or bond bridging

defects. The results in Tables 8 and 9 show that atomic oxygen defects prefer the

intralayer environment. To compare 1-atomic oxygen defects with 2-atomic oxygen

and O2 defects, we normalize the energies of formation by the number of atomic

oxygen in the cell. The lowest intralayer on-site atomic oxygen defects, OSe, BO⊥

and BO‖, all have much lower energies of formation per atomic oxygen than the

interlayer 2-atomic oxygen and O2 defects, IO2

(1) and I2O(1).

To obtain BO⊥, we placed atomic oxygen next to the center of (Ge-Ge)⊥, and it

spontaneously bridged the dimer.

Table 9: Energies of formation of intralayer atomic oxygen defects. In the case of
OSe:ISe, we also considered several locations for the displaced selenium, and the lowest
energy defect is listed.

Defect Cell Size ∆Ef (eV)
∆Ef Relative to Lowest

Energy Con�guration (eV)
OGe 80 1.061 3.210
OSe 80 -1.469 0.680

OSe:ISe 80 -1.333 0.816
BO⊥ 80 -1.673 0.476
BO⊥ 360 -1.705 0.480*
BO‖ 80 -2.149 0
BO‖ 360 -2.185 0*

BOGe-Se 80 -0.884 1.265

Next, we show in Table 9 the only relevant atomic oxygen defect is BO‖ (shown

in Figures 5a and 5b). While BO⊥ (shown in Figures 11a and 11b) is not relevant,

these two atomic oxygen defects together are the atomic oxygen-bridging germanium

dimer defect type and limitedly represent atomic oxygen-bridging the environmentally
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varying germanium dimers in Ge2Se3. As before, if the two types of germanium dimers

represent enough of the variational space of germanium dimers, then the atomic

oxygen-bridging germanium dimer defect type may be represented adequately by BO⊥

and BO‖. From the germanium dimer's perspective, the atomic oxygen occupies the

dimer by bridging the dimer.

(a) Starting geometry of BO⊥. (b) Relaxed geometry of BO⊥.

Figure 11: Starting and relaxed geometries of BO⊥. From Figures 11a and 11b, we
see the Ge-O-Ge bridge is perpendicular to the layer.

Our attention now shifts to preference of defect types, speci�cally whether the

atomic oxygen-bridging germanium dimer defect type is preferred over the others.

With energy of formation of BO⊥ as the upper bound for its type, the next lowest en-

ergy con�guration, OSe (shown in Figures 6a and 6b), is still more than 0.2 eV higher,

which corresponds to the thermodynamic preference of atomic oxygen-bridging ger-

manium dimer defect type over the others. Regarding kinetics, BO⊥ and BO‖ do not

possess formation activation energy requirements. No further studies on the kinetics

of other atomic oxygen defect types is necessary, because they can only optimally lack
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formation activation energy requirements; thermodynamic analysis is enough.

Lastly, we note the abundance of germanium dimers in Ge2Se3 .50 Only complete

(at least locally) saturation of them by atomic oxygen will cause OSe to be relevant.

We are thus convinced that the atomic oxygen-bridging germanium dimer defect type

is the preferred oxygen defect type in Ge2Se3. In Ge2Se3 contaminated by high oxygen

density or in selenium-rich GexSe1-x systems, OSe, atomic oxygen-bridging Se-Ge and

atomic oxygen-bridging selenium dimer defect types may play a greater role.

4.3.2 Clustering Behavior of Atomic Oxygen Defects

At the end of the previous subsection, we concluded atomic oxygen-bridging ger-

manium dimer defect type is the only overall relevant defect type. Due to the over-

whelming preference of atomic oxygen-bridging germanium dimer defect type,51 move-

ments of atomic oxygen within the material require those atoms to vacate from occu-

pying germanium dimers. Movement of impurities are necessary for their clustering;

immobile52 impurities will not achieve thermodynamic distribution of con�gurations

in meaningful timescales and thus will not cluster.

In Figure 12, the NEB transition state calculation for a path from defect con�gu-

ration BO⊥ to defect con�guration BO‖ strongly indicates immobile atomic oxygen.

It shows that the intra-dimer group motion requires an 1.99 eV activation energy.

As stated previously, the atomic oxygen-bridging germanium dimer defect type lacks

formation activation energy requirements. The energy requirement for atomic oxygen

to vacate from occupying germanium dimers is the major contribution to the barrier

in Figure 12. The 1.99 eV barrier height is characteristic of the escape activation

50The Ge2Se3 system has one Ge-Ge dimer per �ve atoms.
51BO⊥ is preferred over OSe, the runner-up, by 0.204 eV, so the probability ratio of BO⊥ to OSe

is 717 : 1. The probability ratio of the two respective defect types should be similar optimally for
the oxygen substituion of selenium defect type.

52From Subsection 4.1.3, a > 1.4 eV activation energy implies the defect formation is not observ-
able. Impurities, taking on a preferred defect con�guration with > 1.4 eV escape activation energy,
are immobile.
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energy of the defect type. Without additional calculations, we conclude that oxygen

atoms are immobile after being introduced into Ge2Se3, so oxygen impurities will not

cluster.
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Figure 12: Transition state path energies between BO⊥ (Image 0) and BO‖ (Image
7).

4.3.3 Projected Densities of States of Host Crystal and Defect

Con�gurations

Our oxygen defect study concludes with projected density of states analyses of

the host crystal and defected systems. In these projected density of states �gures,

we plotted the projected densities of states of bulk germanium and selenium, which

showed the band edges, in blue and green respectively, of the atomic oxygen defect

in red and of any atoms contributing signi�cantly to the gap state. Figures 13a and

13b show that Fermi level of the host crystal is -4.98 eV, and the band gap is 0.89

eV. We observe a clean gap, i.e. there is no gap state. Figures 14a and 14b show that

the band gap of BO‖ is 0.81 eV. Note that the germanium and selenium densities of

states are altered by the presence of the defect, but no localized state is introduced
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into the gap.

BO‖ did not signi�cantly alter the band gap or introduce gap state. Examination

of the projected density of states for the next two lowest energy con�gurations (shown

at Figures 15a and 15b for BO⊥. Figures 16a and 16b for OSe.) leads to similar results.

As BO⊥, BO‖ and potentially OSe represent virtually all observable oxygen defect

con�gurations, we are convinced oxygen will not change the electrical properties of

Ge2Se3 through alteration of the band gap or introduction of gap state.
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(a) Computed projected density of states.

(b) Projected density of states in the band gap region.

Figure 13: Projected density of states of host crystal of the crystalline model of
Ge2Se3. The valence band edge is at -5.44 eV, and the conduction band edge is at
-4.55 eV.
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(a) Computed projected density of states.

(b) Projected density of states in the band gap region.

Figure 14: Projected density of states of BO‖ con�guration. The valence band edge
is at -5.37 eV, and the conduction band edge is at -4.55 eV. The germanium and
selenium shown corresponds to atoms adjacent to the defect.
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(a) Computed projected density of states.

(b) Projected density of states in the band gap region.

Figure 15: Projected density of states of BO⊥ con�guration. The valence band edge
is at -5.46 eV, and the conduction band edge is at -4.64 eV.
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(a) Computed projected density of states.

(b) Projected density of states in the band gap region.

Figure 16: Projected density of states of OSe con�guration. The valence band edge is
at -5.45 eV, and the conduction band edge is at -4.62 eV.
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Chapter 5: Silver Defects and

Interactions of Silver and Oxygen

Defects

5.1 Past Work and Silver Atom Defect Studies

The study of absorbed oxygen reported in Chapter 4 addressed its e�ects on

Ge2Se3 used in EMB and SDC memristors. We found little changes to the Ge2Se3

electrical properties due to oxygen. In this chapter, we discuss the interaction of silver

and atomic oxygen defects to determine interference of silver behavior in Ge2Se3 by

atomic oxygen. First, identi�cation of relevant silver defects is necessary. Refer to

Tables 10 and 11 for all silver defects examined in this thesis and their respective

designations.

Table 10: Silver defect designations. All silver defects examined and their respective
�gure number and designation.

Environment Defect Type Notes Figure Designation
Interlayer Interstitial 19 IAg(1)

Intralayer Interstitial
Relaxed at an empty
space near 4 seleniums

18 IAg(2)

Intralayer Interstitial
Relaxed at an empty
space near 6 seleniums

20a IAg(3)

Intralayer Interstitial
Relaxed at an empty
space near 4 seleniums

and 1 germanium
20b IAg(4)

Intralayer Displacement
1 germanium, and it
relaxed at a preferred
interstitial location

17 AgGe:IGe
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Table 11: Silver/atomic oxygen defect designations. All silver/atomic oxygen com-
bination defects examined and their respective �gure number and designation. We
used the 80-atom supercell to calculate for these defect pairings.

Pairing Notes Figure Designation
BO‖ with AgGe:IGe Same layer #1 26a (BO‖:AgGe:IGe)(1)

BO‖ with AgGe:IGe Same layer #2 26b (BO‖:AgGe:IGe)(2)

BO‖ with AgGe:IGe Same layer #3 26c (BO‖:AgGe:IGe)(3)

BO‖ with AgGe:IGe Di�erent layers (BO‖:AgGe:IGe)(4)

1 atomic oxygen-bridging
Ag-Ge

25 Ag-O-Ge

BO‖ with AgGe:IGe In�nitely separated BO‖+AgGe:IGe
BO‖ with IAg(2) Same layer #1 27a (BO‖:IAg(2))(1)

BO‖ with IAg(2) Same layer #2 27b (BO‖:IAg(2))(2)

BO‖ with IAg(2)
Same layer #3. 1 atomic

oxygen occupies the original
STE site, and the STE

relocated to another (Ge-Ge)‖

27c (BO‖:IAg(2))(3)

BO‖ with IAg(2) In�nitely separated BO‖+IAg(2)

5.1.1 Past Work

In Section 1.1, previous works by Edwards et al in Refs. [1, 16, 17] were brie�y

noted. We expand on these results in this section. Table 12 shows that silver has

an intralayer environmental preference. With IAg(A) as the lowest energy con�gura-

tion, AgGe:IGe and IAg(A) are the two relevant con�gurations. Edwards reported that

AgGe:IGe has gap state and IAg(A) does not. In Subsection 5.1.3, we present our in-

vestigation on environmental and isolated silver defect preferences and compare them

with the results in Ref. [1].

Table 12: Energies of formation of 3 defects from Ref. [1]. Note that Edwards did
not use these designations in Ref. [1].

Defect Designation ∆Ef (eV)
Interstitial Ag Relaxed Intralayer IAg(A) 0.59
Interstitial Ag Relaxed Interlayer IAg(B) 0.81

Ag Substitutes Ge, and Ge Relaxes Interstitially AgGe:IGe 0.69
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In Ref. [17], Edwards et al reported that interstitial silver atoms autoionize in

Ge2Se3 and donate an electron to the cell. For IAg(A), the donated electron self-traps

on a nearby (Ge-Ge)‖ and an neighboring (to the (Ge-Ge)‖) Ge-Se, and the STE

expands (Ge-Ge)‖ and Ge-Se bond lengths by 0.12 Å and 0.13 Å, respectively. In

Ref. [16], Edwards et al �rst reported electron self-trapping in the absence of silver

with charged cluster and supercell approximations.

5.1.2 Silver Defect Cell Size Convergence Study

As when we studied oxygen defects, we must also determine the minimally su�-

cient cell size for the silver defect studies. Table 13 shows the energies of formation

of AgGe:IGe and IAg(2) at the 80-atom and the 360-atom cell sizes. The energies of

formation agree to 0.005 eV for both defects. The respective geometries are shown

in Figures 17 and 18. Once again, we �nd that the 80-atom cell size is su�cient for

silver atom defect studies.

To obtain the IAg(2) defect, we inserted the silver atom in an intralayer empty

space; this and similar con�gurations formation are on observable timescales. After

relaxation, the bond length of (Ge 1-Ge 2) of Figure 18 expanded from 2.49 Å to 2.56

Å. For details about AgGe:IGe, see Ref. [1].

Table 13: Convergence of energies of formation of 2 silver defects for 2 di�erent unit
cell sizes.

∆Ef (eV)
Defect 80-Atom 360-Atom
AgGe:IGe 0.710 0.705
IAg(2) 0.639 0.634
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Figure 17: Relaxed geometry of AgGe:IGe. The labeled atoms are referenced in Figures
22a and 22b. For all geometry �gures, silver atoms are colored in silver.

Figure 18: Relaxed geometry of IAg(2). The labeled atoms are referenced in Figures
23a and 23b.
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5.1.3 Relevant Silver Defects

We studied interstitial silver and silver substituting for germanium to explore

Campbell's model for dendrite growth. The sampling process resulted in four relaxed

interstitial defect con�gurations, and the relaxed geometry of AgGe:IGe was obtained

from Edwards et al [1]. Table 14 shows that the energies of formation of all silver

defects are positive. This is consistent with the need for an applied electric �eld for

silver introduction into the Ge2Se3 layer.

Table 14: Energies of formation of interlayer and intralayer silver defect con�gura-
tions. IAg(1) is the only interlayer con�guration in this table.

Defect ∆Ef (eV) ∆Ef Relative to Lowest Energy Con�guration (eV)
IAg(1) 0.833 0.227

IAg(2) 0.639 0.033
IAg(3) 0.606 0
IAg(4) 0.616 0.010

AgGe:IGe 0.709 0.103

The interlayer defect con�guration (shown at Figure 19) is higher in energy com-

pared to all intralayer defect con�gurations; speci�cally, the energy of formation of

IAg(1) is 0.227 eV higher than the lowest energy con�guration. This is consistent with

results of Edwards et al [1]; Table 12 shows a 0.22 eV preference for silver in the

intralayer environment.

To obtain the IAg(1) defect, we placed the silver in the interlayer environment and

let the con�guration relax.

Finally, Table 14 shows four relevant silver defect con�gurations, IAg(2), IAg(3),

IAg(4) and AgGe:IGe. We have not calculated the activation energy for movement

between any silver defects, so we cannot comment on their kinetics. IAg(2) - (4) are

geometrically and energetically very similar. In fact, we argue that IAg(2) and IAg(4)

are metastable con�gurations of the IAg(3) defect. The AgGe:IGe defect is the silver
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displacement of a germanium, and from the perspective of the original germanium

dimer, silver occupies the geramnium dimer site by displacing a germanium.

Figure 19: Relaxed geometry of IAg(1).

The method to obtain IAg(3) and IAg(4) defects is similar to the way to obtain IAg(2).

We now go into some details regarding those �rst two intralayer silver defects. The

�gures show the silver is graphically connected to six seleniums (Figure 20a) and four

seleniums/one germanium (Figure 20b). We calculated for the equilbrium geometry

of molecular Ag2Se, and the Ag-Se bonds are 2.46 Å. When compared to the Ag-Se

distance in IAg(3) and IAg(4), the Ag2Se Ag-Se bond is 0.38-0.6 Å and 0.29-0.47 Å

shorter, respectively. The labeled atoms are referenced in Figures 21a, 21b, 24a and

24b. For IAg(3) and IAg(4), bond lengths of (Ge 1-Ge 2) respectively expanded from

2.49 to 2.61 and 2.56 Å after relaxation.

5.1.4 Projected Densities of States of Defect Con�gurations

We plotted the projected density of states �gures in this subsection similarly to

those in Subsection 4.3.3. In addition, these �gures would include atoms with high
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gap state peaks and/or notable atoms;53 smaller gap state peaks have been excluded.

For all projected density of states �gures below, the projected densities of states

of germaniums and seleniums with high gap state peaks appear in violet and dark

green respectively, and silver and displaced germanium appear in silver and maroon,

respectively.

Figures 21a and 21b show that the band gap of Ge2Se3 is unchanged by the IAg(3)

defect. Labeled in Figure 20a, (Ge 1-Ge 2) bond length expanded by 0.12 Å, which

indicates the donated electron self-trapped around the (Ge 1-Ge 2) site. Figures 22a

and 22b shows that AgGe:IGe has an 1 eV band gap. The Fermi level shifted from

-4.98 eV to -4.79 eV. Figure 22b shows that the gap state localized on atoms, Ag,

Ge and Se 1-6, labeled in Figure 17. The donated electron localized around the (Ag-

Ge) site. These two defect con�gurations are in agreement with the corresponding

con�gurations in Ref. [1].

We now discuss further details of the projected densities of states of the AgGe:IGe

defects. We note the atom correlation of gap state peak heights. From Figure 17, Ge

(NN to Ag) is directly connected to Se 1,2 and 3, and their peak heights are similarly

higher; Ag is directly connected to Se 4,5,6, and their peaks heights are similarly

lower. The gap state localized more strongly on the germanium side rather than the

silver side. We observe this pattern for many other defect con�gurations.

The projected densities of states of IAg(2) and IAg(4), although geometrically and

energetically similar to IAg(3), deviate from results just mentioned in those projected

densities of states. Figures 23a and 23b show that IAg(2) has a 1.04 eV band gap,

which signi�cantly di�ers from the band gap of IAg(3). The Fermi level shifted to

-4.55 eV. Figure 23b shows that the gap state localized around the (Ge 1-Ge 2) site

labeled in Figure 18. The bond length of (Ge 1-Ge 2) expanded by 0.07 Å; this is

somewhat consistent with Ref. [17], and the reported characteristics still indicates

53These are the intrinsic and extrinsic defects.
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STE. In Figures 24a and 24b, we see a 1.02 eV band gap; again, this di�ers from the

band gap of IAg(3). The Fermi level shifted to -4.49. Figure 24b shows that the gap

state localized around the (Ge 1-Ge 2) site labeled in Figure 20b. The bond length

of (Ge 1-Ge 2) expanded by 0.7 Å.

From the projected density of states �gures of relevant silver defect con�gurations,

we conclude that the presence of silver in Ge2Se3 does not alter its band gap, but

silver defects does introduce gap state.

(a) Relaxed geometry of IAg
(3). (b) Relaxed geometry of IAg

(4).

Figure 20: Relaxed geometries of intralayer silver interstitial con�gurations. For the
IAg(3) con�guration, the Ag-Se bond lengths range from 2.84 Å to 3.06 Å. For the
IAg(4) con�guration, The Ag-Se bond lengths range from 2.75 Å to 2.93 Å.
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(a) Computed projected density of states.

(b) Projected density of states in the band gap region.

Figure 21: Projected density of states of IAg(3) con�guration, see Figure 20a. Bulk Se
labeled are seleium states from the host crystal. Se (STE) labeled are states of the
selenium at the STE site; this de�nes the gap state location, roughly -4.5 eV.

66



(a) Computed projected density of states.

(b) Projected density of states in the band gap region.

Figure 22: Projected density of states of AgGe:IGe con�guration, see Figure 17. The
valence band edge is at -5.44 eV and the conduction band edge is at -4.44 eV. The
middle of the gap state peaks is at -5.23 eV.
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(a) Computed projected density of states.

(b) Projected density of states of IAg
(2) con�guration in the band gap region.

Figure 23: Projected density of states of IAg(2) con�guration, see Figure 18. The
valence band edge is at -5.44 eV and the conduction band edge is at -4.40 eV. The
middle of the gap state peaks is at -4.81 eV.
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(a) Computed projected density of states.

(b) Projected density of states in the band gap region.

Figure 24: Projected density of states of IAg(4) con�guration, see Figure 20b. The
valence band edge is at -5.45 eV and the conduction band edge is at -4.43 eV. The
middle of gap state peaks is at -4.67 eV.
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5.2 Silver and Atomic Oxygen Defect Interactions

In the previous section, we con�rmed and added to silver defect results by Edwards

et al [1, 17]. We now examine the interaction of silver and oxygen defects. The

relevant silver and oxygen defects guide the sampling process. After determining the

most energetically favored ways for silver and oxygen defects to interact, projected

density of states analysis reveals any changes to band edges, band gaps, presence of

gap/localized states and shifts of gap/localized states.

5.2.1 Relevant Silver and Atomic Oxygen Defect Interactions

This study paired the relevant silver defects, IAg(2) and AgGe:IGe, with the only

relevant oxygen defect, BO‖. IAg(2) is typical of all intralayer silver interstitials. Sim-

ilarly, AgGe:IGe is an average representation of an intralayer silver displacement of

germanium. For each silver defect con�guration, we inserted atomic oxygen at sev-

eral equivalent (Ge-Ge)‖ sites, where they would normally form BO‖. This allowed

us to study the interaction of these silver and atomic oxygen defects as a function of

their separation distance.

Figure 25: Relaxed geometry of Ag-O-Ge. Before oxygen bridging, the Ag-Ge bond
length is 2.55 Å; after oxygen bridging, the Ag-Ge distance is 3.02 Å.

70



In the study of pairing atomic oxygen with AgGe:IGe, we also bridged Ag-Ge with

atomic oxygen. The equilibrium geometry is shown in Figure 25. Note that after the

atomic oxygen spontaneously bridged the Ag-Ge bond, the its length increased by

0.47 Å; the bond is dramatically weaken. We now go into further details regarding

the BO‖:AgGe:IGe pairings and their respective geometry �gures. We selected nearby

(Ge-Ge)‖ sites in the same layer as the AgGe:IGe. The labeled atoms are referenced in

Figures 28a, 28b, 30a, 30b, 31a and 31b. In Figure 26a, BO‖ and its speci�c location

caused signi�cant rearrangement on the local geometry of (BO‖AgGe:IGe)(1) around

Ag-Ge; this led to further energy reduction (see Table 15). In Figure 26b, there is

no signi�cant geometric rearrangement, but additional energy reduction suggests the

silver and atomic oxygen defects interacted. In Figure 26c, there is little geometric

rearrangement and energy minimization. The top half of Table 15 summarizes the

results for these �ve pairings and an in�nitely separated pair.

Table 15: Energies of formation of silver/atomic oxygen defect combination con�g-
urations. We used the comparisons to in�nite separation and separation distance of
silver and oxygen to study the interaction of defects and interaction range.

∆Ef
(eV)

∆Ef Relative to
Lowest Energy
Con�guration

(eV)

∆Ef Relative to
the Defect's

Respective In�nite
Separation Limit

(eV)

Ag and O
Separation
Distance

(Å)

(BO‖:AgGe:IGe)(1) -1.640 0 -0.198 6.82
(BO‖:AgGe:IGe)(2) -1.563 0.077 -0.121 6.23
(BO‖:AgGe:IGe)(3) -1.450 0.190 -0.008 7.46
(BO‖:AgGe:IGe)(4) -1.462 0.178 -0.020 8.45

Ag-O-Ge -0.321 1.319 1.121 2.15
BO‖+AgGe:IGe -1.442 0.198 0 ∞
(BO‖:IAg(2))(1) -1.417 0.223 0.094 4.34
(BO‖:IAg(2))(2) -1.522 0.118 -0.011 5.22
(BO‖:IAg(2))(3) -1.544 0.096 -0.033 5.10
BO‖+IAg(2) -1.511 0.129 0 ∞
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For separations ≤ 6.82 Å, the two defects (shown in Figures 26a and 26b) are

weakly attracted. For separation around 7 Å, the attraction between these two defects

(shown in Figure 26c), sharply drops o�. The relatively high energy of formation of

Ag-O-Ge indicates this con�guration is very unlikely.

Before reporting the results for BO‖:IAg(2) pairing, we �rst discuss further details

regarding obtaining the pairings and their respective geometry �gures. We selected

nearby (Ge-Ge)‖ sites in the same layer as the IAg(2). The labeled atoms are referenced

in Figures 29a, 29b, 32a, 32b, 33a and 33b. We observe no signi�cant geometric

rearrangement for this pairing. For (BO‖:IAg(2))(1), the silver and atomic oxygen

separation is the shortest, and the two foreign atoms interacted unfavorably (see Table

15). In Figures 27a and 27c, the bond lengths of (Ge 1-Ge 2) respectively expanded

from 2.49 to 2.59 and 2.64 Å after relaxation. In (BO‖:IAg(2))(3), the atomic oxygen

ejected the STE site to another (Ge-Ge)‖. In (BO‖:IAg(2))(2) (shown at Figure 27b),

the bond length of (Ge 1-Ge 2) expanded from 2.49 to only 2.52 Å after relaxation.

The bottom half of Table 15 summarizes results for three pairings of atomic oxygen

with IAg(2) and an in�nitely separated pair. At separation of 4.34 Å, the two defects

(shown in Figure 27a) are weakly repulsive. At separations around 5 Å, the repulsion

between these two defects (shown in Figures 27b and 27c) sharply drops o�. The

apparent attraction beyond 5 Å separation is insigni�cant.

Once an Ag-Ge bond forms, even a mobile oxygen atom will not disrupt that

bond. We now consider the converse, i.e. whether a silver atom can disrupt a Ge-O-

Ge bridge to form Ag-Ge bond. Considering the thermodynamics, we note the Ge-O

bond is much stronger than the Ge-Ge bond, and silver disruption of Ge-O-Ge must

involve breaking a Ge-O bond. 0.7 eV is required for breaking a Ge-Ge bond [94],

and we expect the activation energy of Ag disruption of Ge-O-Ge to be signi�cantly

larger. Without performing an NEB transition state calculation, this process, with

Ag-O-Ge as an intermediate state, would have a minimum activation energy of 1.32
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eV, which corresponds to timescales on the order of tens of days. Without additional

calculations, we do not know the timescale of this process more accurately. We

conclude that ejection of atomic oxygen from a Ge-O-Ge bridge by silver is unlikely.

Conversely, atomic oxygen cannot eject silver from a silver-germanium dimer because

it is immobile.

(a) Relaxed geometry of (BO‖:AgGe:IGe)
(1). (b) Relaxed geometry of (BO‖:AgGe:IGe)

(2).

(c) Relaxed geometry of (BO‖:AgGe:IGe)
(3).

Figure 26: Relaxed geometries of (BO‖:AgGe:IGe) pairings. For the (BO‖:AgGe:IGe)(1)

con�guration, the Ag-Se 3 bond length is 2.61 Å. The Ge-Se 3 bond length is 2.73 Å.
The Ag-Ge bond length is 2.98 Å.

73



(a) Relaxed geometry of (BO‖:IAg
(2))(1). (b) Relaxed geometry of (BO‖:IAg

(2))(2).

(c) Relaxed geometry of (BO‖:IAg
(2))(3).

Figure 27: Relaxed geometries of (BO‖:IAg(2)) pairings.

5.2.2 Projected Densities of States of Silver and atomic oxygen

Defect Combinations

The projected density of states of (BO‖:AgGe:IGe)(1) (shown at Figures 28a and

28b) exhibits a band gap of 1.02 eV and gap state with energy at -4.50 eV. Figure

28b shows that the gap state localized on the atoms, Ge, Se 1, Se 2, Se 3 and Se 4,

labeled in Figure 26a. Originally, the Ag was not bonded to the Se 3, and the Ge
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was not bonded to Se 4. This introduction of the BO‖ caused signi�cant geometry

rearrangement. Seemingly, Se 3 bonded with Ag and became 3-fold coordinated,

and the Ag remained 4-fold coordinated Se 4 bonded with Ge, and the Ge became

5-fold coordinated. The Ag-Se 3 bond length is Figure 28b shows that the gap state

contribution of silver and two of its nearest neighbor seleniums diminished compared

to the isolated AgGe:IGe con�guration, while the gap state is still localized. When

compared to AgGe:IGe, the band edges and band gap changed minimally, and the gap

state energy shifted from -5.23 to -5.14 eV. Note that the localized states did not shift

out of the band gap.

The projected density of states of (BO‖:IAg(2))(1) (shown at Figures 29a and 29b)

exhibits a band gap of 1.01 eV and gap state with energy at -4.65 eV. The densities

of states of Ge 1 and Ge 2 remain correlated with their respective nearest neighbor

selenium atoms compared to the IAg(2) con�guration. Figure 29b shows that the

gap state localized on atoms, Ge 1, Ge 2 and Se 1-6, labeled in Figure 27a. When

compared to IAg(2), the band edges and band gap changed minimally, and the gap

state energy shifted from -4.81 to -4.65 eV. Again the localized state did not shift out

of the band gap.

In Table 16, we see minimal or no changes to band edges and band gap of silver

defects due to atomic oxygen defects. Certain gap state energy shifts were signi�cant,

but no silver/atomic oxygen defect combination results in localized states shifting

out of the band gap; we have no evidence of atomic oxygen drastically changing the

electrical behavior of silver defects in Ge2Se3.
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(a) Computed projected density of states.

(b) Projected density of states in the band gap region.

Figure 28: Projected density of states of (BO‖:AgGe:IGe)(1) con�guration, see Figure
26a. The valence band edge is at -5.42 eV and the conduction band edge is at -4.50
eV. The gap state energy is -5.14 eV.
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(a) Computed projected density of states.

(b) Projected density of states in the band gap region.

Figure 29: Projected density of states of (BO‖:IAg(2))(1) con�guration, see Figure 27a.
The valence band edge is at -5.43 eV and the conduction band edge is at -4.42 eV.
The gap state energy is -4.65 eV.
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Table 16: Projected density of states results for silver/atomic oxygen defect combi-
nation con�gurations.

Defect Combination Valence
Band
Edge
(eV)

Conduction
Band
Edge
(eV)

Band
Gap (eV)

Electron
Localization?

Gap
State
Energy
(eV)

AgGe:IGe -5.44 -4.44 1.00 on Ag-Ge -5.23
(BO‖:AgGe:IGe)(1) -5.42 -4.50 0.92 on Ag NN Ge -5.14
(BO‖:AgGe:IGe)(2) -5.40 -4.45 0.95 on Ag-Ge -5.24
(BO‖:AgGe:IGe)(3) -5.43 -4.23 1.2 on Ag-Ge -5.26

IAg(2) -5.44 -4.40 1.04 STE on Ge
1-Ge 2

-4.81

(BO‖:IAg(2))(1) -5.43 -4.42 1.01 STE on Ge
1-Ge 2

-4.65

(BO‖:IAg(2))(2) -5.41 -4.49 0.92 STE on Ge
1-Ge 2

-4.98

(BO‖:IAg(2))(3) -5.44 -4.41 1.03 STE on Ge
1-Ge 2

-4.65
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Chapter 6: Conclusion and Future

Work

6.1 Conclusion

The results in Chapters 4 and 5 demonstrated minimal impacts of oxygen defects

on Ge2Se3 and on silver defects in Ge2Se3. We now summarize these results and

discuss them in further detail in the context of the EMB device. In Subsection 4.2.3,

thermodynamic and kinetic results showed that O2 will dissociate after traveling

toward dense environments of Ge2Se3 or upon absorption. In Subsection 4.3.1, we

studied three intralayer atomic oxygen defects, BO⊥, BO‖ and OSe, which are the

three dominant oxygen defects. The atomic oxygen-bridging germanium dimer defect

type, represented by BO⊥ and BO‖, are energetically favored over the other types.

We studied oxygen clustering using an NEB calculation with BO⊥ and BO‖ as the

two end points in Subsection 4.3.2 and found that clustering does not occur, because

oxygen atoms are immobile in Ge2Se3. The oxygen study then concluded with the

projected density of states of the relevant defects in Subsection 4.3.3. Projected

densities of states of the three dominant defects showed no gap state or signi�cant

change to the band gap of Ge2Se3.

In Subsection 5.1.3, we reported that silver, like oxygen, has an intralayer pref-

erence. In Subsection 5.1.4, projected densities of states of the two relevant defect

types, silver displacing germanium and silver interstitial, showed no signi�cant change

to band gap for all defect con�gurations included. Although we did observe shift of

Fermi levels and introduction of gap state in both the silver defect types.

Finally, in Section 5.2, we discussed the interaction of silver defects with oxygen

defects. Due to the short interaction range, there is limited attraction or repulsion
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between silver and oxygen. The AgGe:IGe and BOGe-Ge defect formations are compet-

itive processes and operate on �rst-come, �rst-served basis. Ag ejecting (Ge-O-Ge)

is kinetically unlikely; atomic oxygen ejecting (Ag-Ge) is kinetically impossible. We

note that atomic oxygen bridging the Ag-Ge bond, while thermodynamically unlikely,

results in Ag-O-Ge and dramatically weakens the Ag-Ge bond. Examination of pro-

jected densities of states showed again no signi�cant change to the band gap. The

presence of silver's gap state did not change due to oxygen.

We concluded earlier that the atomic oxygen-bridging germanium dimer defect

type is the only relevant type barring high oxygen density in the material. Neverthe-

less, as reported by Campbell [84], Ge2Se3 made by sputtering deposition can have

oxygen atom percentage as high as 5%. High oxygen density and Ge-Ge dimer satura-

tion is unlikely but possible. However, under the reported circumstances, germanium

dimers of the system could have been at least locally saturated. We mentioned that

oxygen will not cluster in Ge2Se3, because they are immobile in the material. How-

ever, oxygen defects formed after fabrication will accumulate near the electrolyte

layer edges and lead to local saturation, which can prevent local (Ag-Ge) structure

formation and inhibit device function.

Finally, we are convinced that oxygen cannot disrupt EMB or SDC memristors

operations by directly changing the electrical properties of Ge2Se3 or by changing

interaction of silver with Ge2Se3. However, oxygen, immobile in Ge2Se3, can accumu-

late near the electrolyte layer edges if they enter into the material after fabrication.

This can disrupt device operation by interfering with dendrite formation through

forming Ge-O-Ge bridges.
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6.2 Future Work

While our studies have been extensive, certain aspects remain to be studied. We

therefore close this thesis with suggestions for future work. The results we have

presented do not provide information on defect con�guration preferences in Ge2Se3

at other Fermi levels; the Fermi level of a semiconductor can be shifted through

doping [90]. We should perform calculations of varying charge states to determine

the energies of formation as a function of the Fermi level for oxygen, silver defects and

silver/oxygen combination defects. We were unable to perform the necessary charge

calculations due to time constraints.

To de�nitively investigate O2 dissociation in Ge2Se3, we need to perform one

additional NEB transition state calculation. The goal is to determine the activation

energy for O2 to travel into the denser environment of Ge2Se3 while staying intact. A

possible approach is to determine the activation energy for a peroxide linkage formed

at the surface of a layer to transition into the peroixde linkage in the intralayer

environment. We have shown in Subsection 4.2.3 that an intralayer peroxide linkage

will dissociate. The remaining question is the kinetics of O2 motion into the intralayer

environment.

To de�nitively characterize the motion of silver, we need to perform additional

NEB transition state calculations between stable locations of silver in the material.

The �rst of two calculations would determine the activation energy, Ea(AgGe:IGe), for

silver to displace germanium, and the second would determine the activation energy,

Ea(Ag ejects O), for silver to displace germanium and eject oxygen. Ea(AgGe:IGe)

addresses whether the defect con�guration can be observed on typical experimental

timescales. The kinetics of AgGe:IGe formation is crucial due to the mentioned notion

that permanent (Ag-Ge) is the reason for consistent write/erase processes in EMB

or SDC memristors that utilizes Ge2Se3 [13, 14, 15]. Ea(Ag ejects O) addresses con-

vincingly if silver ejection of oxygen occupation is possible. Oxygen can only disrupt

81



EMB or SDC memristor operations by occupying germanium dimers before silver

can displace a germanium atom. If silver can eject oxygen occupation of germanium

dimers, then oxygen would not disrupt EMB or SDC memristor operations at all.

NEB calculations are moderately di�cult to complete; we recommend calculating for

tin-assisted reactions to obtain Ea(AgGe:IGe) and Ea(Ag ejects O).
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Appendices

A.1 Harmonic Oscillator Approximation to Attempt

to Escape Frequency

We consider nuclei in a solid to be classical particles under the in�uence of har-

monic potentials near their relaxed geometry positions. The force constant, k, is

related to the angular oscillation frequency, ω, and oscillation frequency, f , by Eq.

22,

ω = 2πf =

√
k

m
(N)
a

(22)

We approximate the energy change from relaxed geometry to the nearest transition

state geometry, ∆E, by Eq. 23,

∆E =
1

2
k

(∑
a

(∆d)2a

)
(23)

Here,

(∑
a(∆d)2a

)
is the square of all nuclei displacement from their relaxed geom-

etry positions.

In this thesis, two transition state studies using the NEB method determined

kinetic barriers relevant to oxygen(O2) dissociation and atomic oxygen movement in

Ge2Se3. We approximate the order of magnitude attempt to escape frequency by

using the second transition state study; the transition state path energies can be seen

at Figure 12. We used the mass of oxygen atom for m(N)
a , because atomic oxygen

is the lightest element in the unit cell; this results in an upper bound. We compute(∑
a(∆d)2a

)
by using the displacement of all 81 atoms in the cell. ∆E is 0.127 eV.

With these values, f is 2.98× 1013 Hz. Alternatively, inferred vibrational spectra of
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GeSe2 in Ref. [95] show that the entire absorption range (for all modes and elements)

is 400-1200 number of waves/cm. The corresponding frequency range is 1.9 × 1012-

5.7× 1012 Hz.

A.2 Remaining Projected Densities of States of Silver

and Atomic Oxygen Defect Combinations

Figures 30b, 31b, 32b and 33b display the missing details complied in Table 16. As

before, no silver/atomic oxygen defect combination results in localized states shifting

out of the band gap.
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(a) Computed projected density of states.

(b) Projected density of states in the band gap region.

Figure 30: Projected density of states of (BO‖:AgGe:IGe)(2) con�guration, see Figure
26b. The valence band edge is at -5.40 eV and the conduction band edge is at -4.45
eV. The gap state energy is -5.24 eV. The projected densities of states of silver and
connected germanium are correlated with their respective nearest neighbor selenium
atoms.
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(a) Computed projected density of states.

(b) Projected density of states in the band gap region.

Figure 31: Projected density of states of (BO‖:AgGe:IGe)(3) con�guration, see Figure
26c. The valence band edge is at -5.43 eV and the conduction band edge is at -4.23
eV. The gap state energy is -5.26 eV. The projected densities of states of silver and
connected germanium are correlated with their respective nearest neighbor selenium
atoms.
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(a) Computed projected density of states.

(b) Projected density of state in the band gap region.

Figure 32: Projected density of states of (BO‖:IAg(2))(2) con�guration, see Figure 27b.
The valence band edge is at -5.41 eV and the conduction band edge is at -4.49 eV.
The gap state energy is -4.98 eV. The projected densities of states of Ge 1 and Ge 2
are correlated with their respective nearest neighbor selenium atoms.
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(a) Computed projected density of states.

(b) Projected density of states in the band gap region.

Figure 33: Projected density of states of (BO‖:IAg(2))(3) con�guration, see Figure 27c.
The valence band edge is at -5.44 eV and the conduction band edge is at -4.41 eV.
The gap state energy is -4.65 eV. The projected densities of states of Ge 1 and Ge 2
are correlated with their respective nearest neighbor selenium atoms.
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