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ABSTRACT 
 

Lateralization is specialization of the brain hemispheres in certain tasks, such as 

language, mathematics, cognition and motor skills. It is one of the most queried topics 

related to the human brain. After the invention of modern medical imaging techniques 

including functional magnetic resonance imaging (fMRI), scientific research about the 

human brain, including lateralization, gained huge momentum. There have been a 

remarkable numbers of studies about lateralization and most of these studies focused on 

investigating which part of the brain dominates in which tasks. However, there have been 

very few lateralization studies on brain intrinsic activity, i.e., resting state activity where 

subjects are asked to stay awake while resting without performing any specific tasks.  

Independent component analysis (ICA), a data-driven blind source separation 

method, has become one of the conventional data analysis tools for brain imaging data. 

ICA can separate the brain imaging data into functional regions that are temporally 
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coherent, and functional network connectivity (FNC) of these regions can be computed. 

FNC is a measure that captures the temporal covariance of the brain networks.  

In this dissertation, we focus on the lateralization during the resting state and 

assess hemispheric differences during the resting state. The lateralization of the resting 

state networks and their association with age and gender is presented using a large resting 

state fMRI dataset. A novel approach for generating hemisphere specific time-courses 

and computing FNC inside the hemispheres and between hemispheres is proposed and 

the relationship of these FNC values with age, gender and mental illness, schizophrenia is 

reported. Finally, a new framework to estimate power spectral density of 4D brain 

imaging data and a dimension reduction method to reduce dimensionality from 4D 

frequency domain to 2D frequency domain has been proposed. This framework helps us 

to reveal spatiotemporal organization differences between hemispheres. In summary, our 

work has made several contributions to advance lateralization analysis and has improved 

our understanding of various aspects of hemispheric differences during the resting state. 
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Chapter 1 : Introduction 

1.1 Motivation 

The human brain is a very sophisticated and complicated organ that mainly diverges 

humans from each other. Scientists have been working on revealing its secrets for 

centuries. In the modern era, with the invention of non-invasive imaging techniques such 

as functional magnetic resonance images (fMRI) and positron emission tomography 

(PET), brain studies have gained huge momentum and neuroimaging became a fast 

growing research field. The existence of two similar but not identical lobes in the human 

brain raises multiple questions regarding their differences and what roles they play in our 

thinking or behaviors. Cerebral lateralization involves the brain hemispheres becoming 

specialized in certain tasks such as cognitive, language or motor tasks. Most previous 

lateralization studies have been focused on tasks related data where subjects were asked 

to perform certain cognitive tasks during the scanning (Breier et al., 1999; Cai et al., 

2013; Clements et al., 2006; Gobbele et al., 2008; Groen et al., 2012; Powell et al., 2012; 

Seghier et al., 2011; Smith et al., 1996; Stephan et al., 2003; Thomason et al., 2009), and 

only a few lateralization studies focused on the brain’s intrinsic activities, i.e., resting 

state data which subjects were asked to stay awake without doing any particular task 

(Gotts et al., 2013; Liu et al., 2009; Nielsen et al., 2013; Swanson et al., 2011; Zuo et al., 

2010b). In this dissertation, we focused on novel methods for assessing cerebral 

differences during the resting state. 
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1.2 Thesis Statement 

This PhD dissertation focuses on estimating lateral differences between cerebral 

hemispheres from resting state fMRI data. The studies performed are focused on 

revealing network level differences in the content of lateralization of activated regions 

and temporal covariance of these networks, and global level differences in the content of 

spatiotemporal organization of hemispheres. Network level differences between 

hemispheres are investigated using group independent component analysis (gICA) while 

global differences are investigated using 4D whole hemispheres frequency domain 

analysis. The identified differences are investigated from the perspectives of age, gender 

and a mental illness, schizophrenia. 

1.3 Innovations and Contributions 

A list of the primary innovations and contributions of the dissertation includes: 

 Analyzing lateralization of intrinsic networks, regions showing similar 

patterns of covariation among voxels, in the resting brain using a large dataset 

that is balanced in gender and investigating age and gender effects on 

network lateralization. 

 The development of independent component analysis (ICA) based algorithms 

to calculate hemisphere specific time-courses of brain networks and 

investigating the differences of connectivity in two hemispheres using 

functional network connectivity (FNC), a measure that summarizes the 

temporal covariance of the brain networks and effects of age, gender and 

mental disorder, schizophrenia.  
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 The development and improvement of algorithms to robustly estimate 

spectral density of 4D whole brain fMRI by utilizing the Welch method and 

reducing dimension of data from 4D frequency domain to 2D frequency 

domain by combining the spatial frequencies to spatial bands. Welch method 

utilizes sliding window technique on the temporal dimension and calculates 

the 4D Fourier transform of each window and later averages the magnitudes 

of the Fourier coefficients among windows to robustly estimate the spectral 

density. We apply these methods to study the cerebral hemispheres, to 

investigate the organization differences between hemispheres, and to study 

the effects of age and gender. 

1.4 Organization of the Dissertation 

The organization of this dissertation is as follows:  

Chapter 2 provides some basics concepts of fMRI technique relevant background and 

provides background on gICA and its implementation using fMRI data and FNC. In 

addition, it describes and presents general information about one of the severe mental 

disorder, schizophrenia, and reports what has been found in the literature related to brain 

lateralization. 

Chapter 3 presents the lateralization study on the spatial maps of the resting state 

networks, and their relationship with age and gender. 

Chapter 4 explains the proposed algorithm to calculate hemisphere specific time-courses 

and FNCs, and presents what abnormalities among schizophrenia patients compared to 

healthy controls in the content of functional connectivity and lateralization have been 
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reported in the literature. Finally, this chapter reports our finding on FNC differences 

between hemispheres in healthy controls and schizophrenia patients, and their 

relationship with age and gender. 

Chapter 5 explains the proposed method to estimate of each hemisphere’s 4D power 

spectral densities, and provides the dimension reduction method based on spherical 

bands.  

Chapter 6 contains the conclusions, final comments and future work.  
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Chapter 2: Background and Literature Review 

In this chapter, an overview of the fMRI technique and some basics concept of ICA 

approach that is widely used for processing fMRI data are provided. Also, in this chapter, 

some information on schizophrenia, a severe chronic mental disorder, is presented, and 

the history of lateralization research and the focuses of the previous studies are reported.  

2.1 Basics of fMRI 

Since its inception in 1990, fMRI became one of the most popular non-invasive brain 

imaging techniques and has been used in a significant number of studies in the area of 

cognitive neuroscience, clinical psychology, clinical psychiatry and pre-surgical planning 

(Bandettini, 2012; Glover, 2011; Rosen et al., 2012). In PudMed, a search with the 

keyword, “fMRI” brings over 400,000 articles.  

fMRI measures the brain activity indirectly either by measuring the increase of local 

cerebral blood flood flow (CBF) or the change in the oxygenation concentration 

(Bandettini, 2012; Glover, 2011; Rosen et al., 2012). The CBF can be detected via MRI 

with the injection of some contrast agent to the subject. The first CBF based fMRI was 

demonstrated by Belliveau et al. (1991), a non-invasion version of CBF based fMRI was 

also demonstrated in rats by Detre et al. (1992) and Williams et al. (1992) who used a 

technique called anterior spin labeling (ASL), however the ASL based method suffered 

from problems such as reduced sensitivity, higher sensitivity to motion and, longer 

acquisition time (Glover, 2011). The blood oxygenation-level dependent (BOLD) fMRI 

can detect the deoxyhemoglobin concentration due to neural activity. Fully oxygenated 

hemoglobin, HbO2, has a diamagnetic property which is same with the brain tissue and 
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therefore unrecognizable. However deoxygenated hemoglobin Hb is highly paramagnetic 

due to the existence of 4 unpaired electrons. In the influence of magnetic fields, this 

paramagnetic property causes local gradients with strength depending on the hemoglobin 

concentration (Glover, 2011; Rosen et al., 2012). The first demonstrations of the BOLD 

fMRI were on rats by Ogawa et al. (1990a) and Ogawa et al. (1990c) and shortly after 

that on humans (Bandettini et al., 1992; Kwong et al., 1992; Ogawa et al., 1990b; Ogawa 

et al., 1993), and it is currently the conventional technique for fMRI (Glover, 2011).  
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2.2 Independent Component Analysis 

ICA is a blind source separation method that recovers underlying maximally independent 

sources from the linear mixtures using higher order statistics (Beckmann et al., 2005; Bell 

et al., 1995; Calhoun et al., 2001a; Calhoun et al., 2009b; Comon, 1994; McKeown et al., 

1998). ICA algorithms were developed to solve the well-known “cocktail party” problem, 

where independent sources can be considered as the people talking at the same time and 

ICA algorithm can be used to separate this mixed signal into individual independent 

voices (Bell et al., 1995; Calhoun et al., 2001b; Calhoun et al., 2009b). The logic behind 

ICA can be thought as an extension of principle component analysis (PCA), while PCA 

looks for components that are uncorrelated, i.e., second order statistics which is not same 

as being independent, ICA algorithm tries to find components that are statistically 

independent by utilizing higher order statistics (Bell et al., 1995; Calhoun et al., 2001b; 

Calhoun et al., 2009b; Comon, 1994). 

A conventional ICA has the assumptions of unobservable, statistically independence and 

non-Gaussian sources, as well as an unknown linear mixing process. Mathematically, 

ICA can be defined as: 

𝑋 = 𝐴𝑠 

Where 𝑋 is the M-dimensional vectors of observed signal that 𝑥 =  [𝑥1, 𝑥2, 𝑥3 … , 𝑥𝑀]𝑇 

and 𝑠 is the N-dimensional vectors of independent sources; 𝑠 =  [𝑠1, 𝑠2, 𝑠3 … , 𝑠𝑁]𝑇. 𝐴 is 

the mixing matrix of size MxN, where 𝑀 ≥ 𝑁, so that in this case the problem is not 

under determined. The ICA algorithm tries to estimate an unmixing matrix of W of size 

NxM such that: 
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𝑌 = 𝑊𝑥 

Where 𝑌 is the estimate of true source 𝑠. ICA makes use of higher orders statistics to 

maximize independence of the sources (Calhoun et al., 2001a, b; Calhoun et al., 2009b). 

There are different ICA algorithms based on maximum likelihood estimation, 

maximization of information transfer, mutual information minimization, and 

maximization of non-Gaussianity (Calhoun et al., 2009b).  

2.3  ICA of fMRI data 

The first application of ICA to fMRI data was performed by McKeown et al. (1998), 

since then there has been a numerous number of application to fMRI. ICA is a data-

driven approach and unlike the other conventional analysis methods, such as general 

linear model (GLM), it does not require any prior models for the brain activity, which 

makes ICA easy to apply on the cases where no prior information of the time-course 

available (Beckmann et al., 2005; Calhoun et al., 2009b; Guo et al., 2008). ICA has also 

been applied to other imaging techniques such as electroencephalography (EEG) and 

magnetoencephalographic (MEG) data (M. Cetin et al., 2016; Houck et al., 2016; Makeig 

et al., 1997; Vigario et al., 2000) ICA can be applied to fMRI data to reveal its spatial-

temporal structure in two ways; separating the data into temporally independent sources 

via temporal ICA (tICA) or into spatially independent sources via spatial ICA (sICA). 

sICA seeks components that are maximally independent in space and has dominantly 

been used in fMRI studies (Calhoun et al., 2009b). For the fMRI data, these independent 

spatial components are called networks and each network is associated with a 

corresponding time-course. Erhardt et al. (2011a) suggest that it is incumbent upon 

authors to provide a meaningful interpretation of networks utilized in their studies. In this 
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dissertation, we refer to regions that have temporally-coherent time series as “networks”, 

and thus use it interchangeably with the word component. 

 

Figure 2.1: Matrix representation of the tICA and sICA of the fMRI data, matrixes consist of 3D structure of 

the voxels are flattened into 1D and the other dimension has the temporal information. tICA tries to find 

temporally independent time-courses and corresponding spatial maps, while sICA attempts to find spatially 

independent component and corresponding time-courses. Figure used with permission from Calhoun et al. 

(2001b). 

ICA can be applied to group of subjects using gICA algorithms. In the application to an 

fMRI dataset, usually gICA is preferred due to the fact that it enables us to compare 

components and time-courses among subjects. There are several algorithms available to 

implement gICA, some of these algorithms perform single subject ICA followed by post 

processing such as component correlation or self-organized clustering to combine the 

output into group, while other algorithms stack the data in the spatial (spatial 

concatenation) or temporal (temporal concatenation) domain. Studies report that temporal 
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concatenation works better for the fMRI data due to the fact that temporal variation of 

fMRI data is larger than the spatial variation (Calhoun et al., 2009b). A back–

reconstruction is performed following the temporal concatenation in gICA to generate 

subject specific time-courses and spatial maps (Calhoun et al., 2009b). The details of the 

ICA algorithms and their implementation can be found in (Calhoun et al., 2001a, b; 

Calhoun et al., 2009b). 

 

Figure 2.2: Illustration of the temporally concatenation of fMRI data and gICA, following by back-

reconstruction to generate subject specific time-courses and spatial maps, by projecting the subject data onto 

corresponding part of the mixing matrix. Figure used with permission from (Calhoun et al., 2009b) 

2.4 Functional Network Connectivity 

FNC is a common way of summarizing functional relationships in the brain. It reports 

evidence, often based on temporal correlation, of connectivity between functionally-

coherent distributed brain networks obtained by data-driven methods such as ICA 

(Arbabshirani et al., 2013; Jafri et al., 2008). Subject specific time-courses generated 

from gICA, go through various post-processing steps, usually including detrending and 

despiking, and band-pass filtering. FNC between two components can be calculated by 

using a Pearson’s correlation (Jafri et al., 2008) as follows: 
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𝐶𝑜𝑟𝑟(𝐶𝑥,𝐶𝑦) =
𝑇𝐶𝐶𝑥 ∗ 𝑇𝐶𝐶𝑦

‖𝑇𝐶𝐶𝑥‖ ∗ ‖𝑇𝐶𝐶𝑥‖
=  

∑ (𝑇𝐶𝐶𝑥𝑖  ∗  𝑇𝐶𝐶𝑦𝑖)
𝑛
𝑖=1

√∑ 𝑇𝐶𝐶𝑥𝑖
2𝑛

𝑖=1  ∗ √∑ 𝑇𝐶𝐶𝑦𝑖
2𝑛

𝑖=1  

 

 

Where 𝑇𝐶𝐶𝑥 and 𝑇𝐶𝐶𝑦 are the time-courses of two different components and n is the 

length of the time-courses (M. S. Cetin et al., 2014).  

There is another conventional metric called functional connectivity (FC) that reports the 

evidence of connectivity in the brain. The main difference between FC and FNC is that 

FC reports the connectivity between predefined region or seeds (Cordes et al., 2002), 

while FNC presents the connectivity among brain networks identified by ICA. 

2.5 Schizophrenia 

Schizophrenia is a severe chronic mental disorder characterized by enduring, idiopathic 

psychotic symptoms (ie: delusions, hallucinations and disorganized thinking and 

behavior). Schizophrenia affects almost 1 percent of the population with equal probability 

in genders, however the symptoms of diseases usually begin to show up in women in 

later ages compared to the men (Bakhshi et al., 2015; Schultz et al., 2007). Schizophrenia 

has multiple subtypes, and can be characterized via positive and negative symptoms. 

Positive symptoms are hallucination, delusions like paranoid and hearing voices, while 

negative symptoms include social withdrawal, losing sense of pleasure, loosing of will 

and flattened affect, which is a severe reduction in emotional expressiveness (Schultz et 

al., 2007). The symptoms interrupt the patients’ and their family’s life. The etiology of 

schizophrenia has not been totally understood, however studies have confirmed existing 

of multiple structural differences in schizophrenia patient’s brain compared to health 
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control (Bakhshi et al., 2015). The symptoms can be controlled with antipsychotic 

medicines, but these medications have severe side effects, the lifetime risk of committing 

suicide in schizophrenia patients is around 10 percent (Schultz et al., 2007). Early 

diagnosis of schizophrenia is very important like almost all diseases; diagnoses are 

usually based on the patient’s self-reported experiences and long-term observation of the 

behaviors, which makes the diagnosis a challenging issue. This fact motivates researchers 

for finding biomarkers of schizophrenia, and there have been several fMRI studies 

looking for disrupted brain activities. Several studies have reported altered connectivity 

of brain regions in schizophrenia patients (Calhoun et al., 2009a; Lynall et al., 2010; Yu 

et al., 2012). 

2.6 Lateralization 

The idea that the two halves of our brain’s cerebral cortex perform different functions has 

been known for centuries, starting with the seminal observations by Broca (1861) and 

Wernicke (1874), and later confirmed and extended by the work of Sperry (1974) and 

numerous others (see Kenneth Hugdahl et al. (2010) for an overview of research on brain 

laterality). In humans, the left hemisphere has been shown to be involved in functions 

associated with language such as grammar and vocabulary, as well as analytical and 

logical functions, while the right hemisphere is associated with non-verbal functions such 

as visuospatial, intuitive and sensory tasks (Breier et al., 1999; Cai et al., 2013; Clements 

et al., 2006; Gobbele et al., 2008; Gotts et al., 2013; Groen et al., 2012; Smith et al., 

1996; Stephan et al., 2003; Thomason et al., 2009). Other studies have probed how 

lateralization of the brain effects our perception of color, the formation of language, our 

understanding of mathematics (Herve et al., 2013), and a whole range of other cognitive 
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and emotional functions (Davidson, 1998; J. B. Hellige, 1993). Furthermore, research 

shows that lateralization is not uniquely human; cerebral lateralization has also been 

shown to occur in non-human primates (Bianki, 1981; Corballis, 2014; Denenberg, 1981; 

Denenberg et al., 1978; Hauser et al., 1994) and songbirds (Bottjer et al., 1985; 

Nottebohm, 1970). Recent studies have indicated that both genetic and environmental 

factors can influence brain lateralization (Liu et al., 2009; Yoon et al., 2010). 

The invention of modern brain imaging techniques, such as positron emission 

tomography (PET) and fMRI, provided new sets of tools to study cerebral lateralization 

(Kenneth Hugdahl, 2011). Even though there have been several studies related to cerebral 

lateralization using PET or fMRI, most of them are focused on lateralization in task-

related data. Very few studies on lateralization of brain activity at rest have been 

published. For example, Liu et al. (2009) found 37 left lateralized and 47 right lateralized 

regions, and reported multiple separate factors contribute to lateralization of these regions 

and along with small sex differences. Nielsen et al. (2013) found 9 left and 11 right 

lateralized hubs on the resting brain and reported a small increase in lateralization with 

age and no gender effects. Moreover, Zhu et al. (2014) found lateralization of speech 

production and reception areas in a small-scale (N = 25) resting state fMRI paradigm, but 

this analysis was restricted to the language area, not including other networks and 

network nodes. Also, there has been some resting state functional connectivity studies of 

lateralization, Gotts et al. (2013) claimed right and left hemispheres are lateralized in two 

distinct ways, left hemisphere preferably interacts more itself, while right hemisphere 

interacts with both hemispheres. Zuo et al. (2010b) analyzed the human brain’s 

homotopic resting-state functional connectivity globally and found regions that are 
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effected by aging linearly, quadratic and cubically, also observed homotopic differences 

on functional connectivity between genders. Zuo et al. (2012) explored the connectivity 

within a whole brain functional network using 4 different types of network centrality 

measures based on graph theory approaches on a dataset combined from 21 centers. 

Results in that paper show that local or direct connectivity shows a decrease with 

increasing age in connections with hub-like regions within the brain. Filippi et al. (2013) 

reported higher resting state functional connectivity (RSFC) for men in parietal and 

occipital regions and higher functional connectivity (FNC) in cognitive and sensory 

regions, and higher RSFC for women in frontal, temporal regions, and in cerebellum, and 

higher FNC in attentional and right working memory networks. 

Lateralization has also been investigated in mental disorders, such as schizophrenia. 

Some studies also show evidence of an abnormal lateralization within certain brain 

networks in schizophrenia. Swanson et al. (2011) showed significant lateral differences 

between schizophrenia patients and healthy controls in the default mode network. Several 

other studies investigated FC in schizophrenia patients, reported abnormal asymmetries 

of functional connectivity in schizophrenia (See Ribolsi et al. (2014) for a detailed 

review). Hoptman et al. (2012) used voxel-mirrored homotopic connectivity method to 

show decreased homotopic connectivity at schizophrenia or schizoaffective disorder 

patients, particularly in the occipital lobe, the thalamus and the cerebellum. Ke et al. 

(2010) found increased leftward asymmetry of FC at patients with exhibiting positive 

symptom scores, while patients with negative symptoms had increased rightward 

asymmetry, in their ROI based resting fMRI study. Oertel-Knochel et al. (2013) found 

reduced FC asymmetries in the planum temporale in the schizophrenia patients and their 
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relatives. Also, Mwansisya et al. (2013) found aberrant interhemispheric resting state FC 

in globus pallidus, medial frontal gyrus and inferior temporal gyrus in first-episode 

schizophrenia patients and found positive correlation of connectivity with Wechsler 

Adult Intelligence Scale symbol-coding subset scores in the pallidum and medial frontal 

gyrus, and with duration of the illness in the pallidum, and with negative symptom scores 

in the inferior temporal gyrus. Gee et al. (2011) examined the connectivity of heterotopic 

regions in different hemispheres and compared with intra-hemisphere connectivity in 

their atlas based study. 
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Chapter 3: Lateralization of Resting State Networks and 

Relationship to Age and Gender 

3.1 Motivation 

Brain lateralization is a widely studied topic; however there has been little work focused 

on lateralization of intrinsic networks (regions showing similar patterns of covariation 

among voxels) in the resting brain. While the idea that some cognitive functions are 

lateralized to left or right hemispheres has gained acceptance, there has been little work 

focusing on the lateralization of the brain’s functional organization as assessed by 

functional connectivity, more specifically in the context of the lateralization of specific 

functional brain networks (rather than global measures of laterality). In addition, much of 

the previous brain imaging work has involved relatively small sample sizes, e.g., Zhu et 

al. (2014) studied only included 25 subjects and Filippi et al. (2013) studied only 48/56 

men/women subjects. In this work, we focus on resting fMRI data from over 600 

subjects, representing one of the largest single site studies of functional connectivity of 

the human brain. We re-analyze data previously presented in Allen et al. (2011) with a 

focus on network lateralization. Using the functional networks detailed in Allen et al. 

(2011), we assess gender and age effects on a local voxel-wise measure of laterality 

(Swanson et al., 2011) and also a more global network-level measure. Previous functional 

imaging studies on the effects of gender and age on lateralization of brain activation have 

mostly been related to active task processing though there is some work on resting state 

activity, they analyzed the whole brain rather than intrinsic networks (Zuo et al., 2012; 

Zuo et al., 2010b) and have also been confined to analysis of single brain areas, so called 

"blobs", e.g., (K. Hugdahl et al., 2006). In this study, we evaluate resting state network 
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lateralization in an age and gender-balanced functional magnetic resonance imaging 

(fMRI) dataset comprising over 600 healthy subjects ranging in age from 12 to 71. After 

establishing sample-wide network lateralization properties, we continue with an 

investigation of age and gender effects on network lateralization. 

3.2 Methods and Materials 

Data, preprocessing, and group ICA were identical to Allen et al. (2011), to allow 

comparisons of lateralization measures with previously extracted and discussed intrinsic 

networks. We re-summarize the methods in Sections 3.2.1-3.2.4 for clarity and later 

explained the lateralization framework in Sections 3.2.5-3.2.7. A graphical summary of 

the data processing is presented in Figure 3.1  

 Participants 3.2.1

Existing data from a total of 603 subjects combined from 34 studies and the work of 18 

principal investigators at the Mind Research Network (MRN) on the same scanner with 

identical parameters were used for this study. In accordance with institutional guidelines 

at the University of New Mexico, informed consent was obtained from all subjects. The 

data were all obtained using the same scanner, and were made anonymous before group 

analysis began. At the time of the scan, none of the subjects were taking psychoactive 

medications, nor did any have a history of psychiatric or neurological disorders. Subjects 

were excluded from the study if they were consuming high levels of alcohol (2.5 or more 

drinks a day) or nicotine (average of 11 or more cigarettes a day). Subjects whose 

functional scans showed extreme motion (maximum translation > 6mm, approximately 2 

voxels) were also excluded from the study. Table 3.1 shows the demographic information 

of the subjects, with 305 males and 298 females in the sample, gender is nearly balanced, 
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and the age distributions for genders are also very similar. Handedness is not considered 

in this study, as the sample is mostly right-handed (46 ambidextrous or left-handed 

individuals) and preliminary tests in Allen et al. (2011) had insufficient evidence for 

handedness effects. 

Table 3.1: Demographic information of the subjects. Gender and age distribution. 

  N  % 

      Gender 603 100 

      Male 305 49.4 

      Female 298 50.6 

  

 Data Acquisition 3.2.2

Images were collected using the 3-Tesla Siemens Trio scanner. High resolution T1-

weighted structural images were obtained using a 5-echo MPRAGE sequence with TE = 

[1.64, 3.5, 5.36, 7.22, 9.08] ms, TR = 2.53 s, TI = 1.2 s, flip angle = 7º, number of 

excitations = 1, slice thickness = 1 mm, field of view = 256 mm, resolution = 256 × 256. 

T2*-weighted functional images were obtained using a gradient-echo EPI sequence with 

TE = 29 ms, TR = 2 s, flip angle = 75 º, slice thickness = 3.5 mm, slice gap = 1.05 mm, 

field of view = 240 mm, matrix size = 64×64, voxel size = 3.75×3.75×4.55 mm. Resting 

state scans were a minimum of 5 minutes, 4 seconds (152 volumes). In order to match 

 Mean SD Min 25% 50% 75% Max 

Age(year) 23.4 9.2 12 17 21 27 71 

Male 23.8 9.1 12 17 21 26 71 

Female 23.1 9.3 12 16 21 27 55 
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data quantity throughout participants, additional volumes, if collected, were not used. 

During the scan, subjects were told to stare passively at a fixation cross. They were also 

instructed to keep their eyes open, as it has been suggested this helps network delineation, 

when compared to eyes-closed conditions (Van Dijk et al., 2010).  

 Data Preprocessing 3.2.3

Functional and structural MRI data were preprocessed as in Allen et al. (2011), using an 

automated preprocessing pipeline based on SPM5 

(http://www.fil.ion.ucl.ac.uk/spm/software/spm5/) and a neuroinformatics system (Scott 

et al., 2011) developed at the MRN. Scanned data were automatically copied and 

archived to an analysis directory, where they were then preprocessed. In the functional 

data pipeline, the first four volumes were excluded in order to remove T1 equilibrium 

effects. Images are also realigned using INRIalign (Freire et al., 2002) and slice-timing 

correction is performed with the middle slice used as the reference frame. Data were then 

spatially normalized into the standard Montreal Neurological Institute (MNI) space, 

resliced to 3×3×3 mm voxels, and were then smoothed using a 10 mm full-width and 

half-maximum (FWHM) Gaussian kernel. Following automated preprocessing, the data 

were intensity normalized by dividing the time series of each voxel by its average 

intensity, converting data to percent signal change units (Allen et al., 2011).  

For the structural data, spatial normalization, bias correction, tissue classification, and 

image registration were automatically performed using voxel-based morphometry (VBM) 

in SPM5, in which the above steps were incorporated into a unified model (Ashburner et 

al., 2005). Unmodulated grey matter images estimating local gray matter concentration 
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(GMC) are then matched with the functional image dimensions by being smoothed using 

a Gaussian kernel with a 10 mm FWHM and resliced to 3×3×3 mm. 
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1    

PREPROCESSING 

2                     

GROUP ICA 

3 FEATURE 

IDENTIFICATION  

* realignment  
* slice-time correction 
* spatial normalization 
* Gaussian smoothing (10 mm FWHM) 
* intensity normalization 

* single subject PCA (T = 100) 
* group EM-PCA (C = 75) 
* group ICA (infoMax, C = 75) 
* ICASSO (20 repetitions)                            
* back - reconstruction ( GICA3 ) 

* RSN selection (C = 28) 
* voxel Selection, t > 3σ 

4 CALCULATION 

OF LATERALITY 

MAPS 

* warping to symmetric template  
* calculating laterality components 
* one sample t-test                                        
* thresholding t > σ                                            
* masking with activation mask 

5 LATERALITY 

ANALYSES 

* global laterality cofactors                                                       

* subject base laterality cofactors 

6 AGE - GENDER 

EFFECTS ANALYSIS 

* linear regression (least squares) 
* false discovery rate correction 

 

Figure 3.1: Flowchart of the data processing, see Section 3.2 for details (Figure adapted from Allen et al. (2011)). 
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 Group Independent Component Analysis 3.2.4

Using gICA, data were decomposed into functional networks. When applied to fMRI 

data, gICA identifies temporally-coherent networks by estimating maximally independent 

spatial sources, or spatial maps, from their linearly-mixed fMRI signals, or time-courses. 

For a detailed discussion of the gICA analysis performed on this data, refer to Allen et al. 

(2011). 

Out of the 75 components, a subset of 28 components, considered to be resting state 

networks (RSNs) are selected by inspecting the group-level spatial maps and average 

power spectra. We refer to Allen et al. (2011) for the detailed discussion of the RSN 

selection. The usage of the term “network” can be murky and Erhardt et al. (2011a) 

suggests that it is incumbent upon authors to provide a meaningful interpretation of 

networks utilized in their study. In our study, we refer to regions that have temporally-

coherent time series as “networks”, and thus use it interchangeably with the word 

component. We also calculated one sample t-tests of the spatial maps, and thresholded 

with the three standard deviations of the t-statistics of each of the component spatial 

maps, and created masks that corresponded to these thresholded regions. The most 

functionally active part of the components is shown in Figure 3.2 and corresponding 

regions in Table 3.2. 

 Lateralization maps 3.2.5

3.2.5.1 Spatial normalization to symmetric templates: 

Though two hemispheres of the brains look like mirror images of each other, several 

known (Giedd et al., 1999; Penhune et al., 1996) asymmetries must be accounted for 
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before performing anatomical or functional comparisons (Stevens et al., 2005). Swanson 

et al. (2011) warped the data into a symmetric template in the spatial normalization 

process to overcome hemispheric asymmetries. We approached the problem with a 

different methodology. Since all subjects are already spatially normalized to the MNI 

template as a part of the standard pre-processing pipeline, we perform the warping to a 

symmetric template step as an additional step. We generated a symmetric MNI template 

by taking the MNI template and flipping it on the lateral axis and averaging with the 

original MNI template. Then, we warped the all component images for all subjects from 

the MNI template to the symmetrized MNI templated using SPM5 with trilinear 

interpolation using and with a cutoff of 25 mm of the period of the cosine basis functions. 

This approach facilitates comparisons with Allen et al. (2011) since, as a warping of one 

template to another is identical for all subjects and can be applied to component spatial 

maps following the gICA.  

3.2.5.2 Calculation of voxel-vise homotopic maps: 

For each subject, and for each component, we took the differences between voxel 

intensity values on one side of the cerebral cortex and its homotopic (geometrically 

corresponding) voxel and tested the difference with a one-sample t-test. For convenience, 

we plot voxels showing a positive difference (R>L) on the right side of the brain and 

voxels showing a negative difference (L>R) on the left side of the brain, that is: 

𝐵𝑣 = {

(𝑅𝑣ℎ
− 𝐿𝑣ℎ

) 𝑖𝑓 𝑅𝑣ℎ
> 𝐿𝑣ℎ

(𝐿𝑣ℎ
− 𝑅𝑣ℎ

)𝑖𝑓 𝐿𝑣ℎ
> 𝑅𝑣ℎ

 0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 



24 
 

Where R represents the right hemisphere and L represents the left hemisphere for each 

homotopic voxel 𝑣ℎ. From this point forward, we will refer to this quantity, B, as the 

laterality component.  

3.2.5.3 One Sample t-test 

For each of the laterality components, and for each of the voxels, we computed a one 

sample t-test over 603 subjects. We then apply a mask that retains voxels whose t-values 

exceed one standard deviation of the t-statistics. In order to count only the most 

functionally active part of the component, these thresholded t-models are masked with 

the activation masks that were calculated previously.  
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Figure 3.2: Spatial maps of the 28 components that are identified as RSNs, plotted as one sample t-statistics, 

thresholded with tc>3σc, and are displayed at the three most informative slices. RSNs are divided into groups 

based on their anatomical and functional properties and include basal ganglia (BG), auditory (AUD), 

sensorimotor (MOT), visual (VIS), default-mode (DMN), attentional (ATTN), and frontal (FRONT) networks. 

We refer to (Allen et al., 2011) for the details of grouping. 
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Table 3.2: The talairach table associated with the each selected RSN shown on Figure 3.2, BA = Brodmann area; 

Vl = number of voxels in each cluster; tmax = maximum t-statistic in each cluster; Coordinate = coordinate (in 

mm) of tmax in MNI space, following LPI convention. 
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 Global Effects: Laterality cofactor 3.2.6

In addition to the laterality cofactors, we also summarize the amount of laterality for a 

given functional component by computing a global laterality metric (called a laterality 

cofactor). This metric was applied to both our average models, as well as each of our 

subjects individually. The laterality cofactor was calculated by taking the differences 

between the sum of all intensities on the right and left hemispheres with respect to the 

sum of all intensities across the brain.  

 Local Effects: Voxel-vise Modeling of Age and Gender Effects 3.2.7

In addition to evaluating the laterality of the brain networks based on average intensity 

across subjects, we also tested the relationship of lateralization to age and gender on each 

voxel by a linear regression of laterality on gender and age: 𝐵𝑣 = 𝛽0 + 𝛽𝑔𝑒𝑛𝑑𝑒𝑟𝑋𝑔𝑒𝑛𝑑𝑒𝑟 +

𝛽𝑎𝑔𝑒𝑋𝑎𝑔𝑒 + 𝜀. Where 𝑋𝑎𝑔𝑒 is age of the subject, 𝑋𝑔𝑒𝑛𝑑𝑒𝑟 is a number indicating the 

gender of subject with 1 for females and -1 for males. All β’s are the parameter of the 

regression model with ε being the error parameter for the model. This analysis gives us 

the voxels that are significantly (p<0.05, following false discovery rate (FDR) correction 

for multiple comparisons) affected by age and gender (Genovese et al., 2002). Surviving 

voxels in the most informative slices are displayed on Figure 3.6 and Figure 3.7. A 

similar analysis was performed to determine age and gender effects on the global 

laterality measure described above, and in the Appendix we present results of these 

analyses performed separately on subsets of the overall age distribution. 



28 
 

 

Figure 3.3: One sample t-statistics of the laterality component masked with the RSN activation mask, and 

thresholded with tb> σb. RSNs are displayed at the same coordinates with the spatial maps and grouped with a 

similar matter with Figure 3.2 RSNs are divided into groups based on their anatomical and functional 

properties and include basal ganglia (BG), auditory (AUD), sensorimotor (MOT), visual (VIS), default-mode 

(DMN), attentional (ATTN), and frontal (FRONT) networks. We refer to Allen et al. (2011) for the details of 

grouping. 
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Table 3.3: The talairach table associated with the each t-model of RSN (shown on Figure 3.3), BA = Brodmann 

area; Vl = number of voxels in each cluster; tmax = maximum t-statistic in each cluster; Coordinate = 

coordinate (in mm) of tmax in MNI space, following LPI convention. 

3.3 Results 

The global laterality results were useful to summarize the overall laterality of the 

networks, but were much less sensitive to age and gender. In contrast, the voxel-vise 

results were more sensitive and showed significant laterality effects with both age and 

gender. In the following we briefly summarize the global results and provide more details 

for the voxel-vise results for age and gender.  
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Figure 3.4: Laterality cofactors for each component over 600 subjects that are ranging from age 12 to 71. The 

cofactors that have absolute value above the 0.75 (red line) are called highly lateralized and the cofactors that 

have absolute value above 0.2 are called lateralized.  

 Global laterality effects (laterality cofactors 3.3.1

The laterality cofactors for each component are displayed in Figure 3.4 and indicating 

regions summarized on Table 3.3. We designate a component as “lateralized” if the 

absolute value of the laterality cofactor is greater than 0.2 and “highly lateralized” if it is 

above 0.75. Most of the networks are lateralized. The laterality cofactors indicate that the 

basal-ganglia network (IC 21) is symmetric; the auditory network (IC 17) is highly left 

lateralized.  

The sensorimotor networks has both left lateralized and right lateralized components. The 

lateralized regions are mostly occurring in L/R pairs, (postcentral gyrus, and 

supplementary motor) which is consistent with the right hemisphere control left part of 

the body, left hemisphere controls right part of the body phenomena (Janssen et al., 

2011). Even though we have equally distributed (3 left and 3 right), the magnitude of 
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lateralization is greater for the left lateralized component, which is also consistent with 

the left hemisphere dominant phenomena in the literature (Janssen et al., 2011). 

The visual network is the most dominantly right lateralized functional network. All six 

components of the visual network are right lateralized, on regions lingual gyrus, calcarine 

gyrus (Right BA 18), cerebellum, inferior temporal gyrus and superior occipital gyrus. 

Liu et al. (2009) also indicated the visual cortex as one of the most strongly right 

lateralized regions.  

The default mode network components are mostly left lateralized on regions middle 

occipital gyrus, mid orbital gyrus and middle temporal gyrus (ICs 53, 25, 68) with one 

right lateralized exception IC 50 on region of precuneus. Our results are parallel with 

Nielsen et al. (2013), which reports the default networks as left lateralized, and Swanson 

et al. (2011) that also indicates left dominancy in the default mode networks while 

indicating lateral differences between healthy control and schizophrenia patients. 

The attentional network components are highly lateralized with the exception on ICs 72 

and 71. Angular gyrus and middle frontal gyrus (IC 34); inferior temporal gyrus (IC 52); 

temporal pole and middle frontal gyrus (IC 55); are highly left lateralized regions while 

IC 60 (inferior parietal lobule, middle frontal gyrus) is highly right lateralized. The right-

sided parietal lobule lateralization fit nicely with previous work on asymmetry of spatial 

attention, including both healthy individuals, e.g., (K. Hugdahl et al., 2006) and brain-

damaged patients showing signs of visuo-spatial attentional neglect (Berger et al., 2000). 
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According to laterality cofactors, the frontal networks are the most sharply lateralized 

network, with two left (inferior frontal gyrus) and two right (inferior frontal and middle 

frontal gyrus) lateralized components.  

3.3.1.1 Assessment of component lateralization null distribution 

A possible question that might arise is how lateralized would the gICA results be by 

chance. To investigate this, we simulated group ICA on some synthetic data to observe 

the laterality on random data. We generated, for 20 trials, 2D random components 

according to logistic distribution with 120 random time series for 40 subjects and 

combined them, later we applied group ICA on these simulated data (implemented using 

GIFT with model order 120 using Infomax algorithm and back-reconstruction to generate 

subject specific spatial maps and time-courses) and calculate the laterality cofactors on 

these components, the results are presented in Table 3.4 and Figure 3.5. The results show 

the probability of finding a lateralized component, above 0.2, is almost zero and absolute 

mean of laterality is 0.052 indicating overall the components are not lateralized (leftward 

or rightward) provide additional support for the results reported in this paper. 

Absolute  

Maximum 

Absolute  

Minimum 

Absolute  

Mean 

Absolute  

Variance 

0.234 0 0.052 0.0015 

Table 3.4: Statistics of the simulated laterality cofactors. 
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Figure 3.5: Probability distribution of the absolute laterality cofactors on synthetic dataset 



34 
 

 

Figure 3.6: Age effects on each voxel and each component, voxels that survives FDR correction shown in color, 

are displayed at the same coordinates with the spatial maps and grouped with a similar matter with Figure 3.2. 

RSNs are divided into groups based on their anatomical and functional properties and include basal ganglia 

(BG), auditory (AUD), sensorimotor (MOT), visual (VIS), default-mode (DMN), attentional (ATTN), and frontal 

(FRONT) networks. We refer to Allen et al. (2011) for the details of grouping.  
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Table 3.5: The talairach table associated with the FDR surviving regions on age effects, that are becoming less 

lateralized as age goes from 12 to 71, each (shown on Figure 3.6) , BA = Brodmann area; Vl = number of voxels 

in each cluster; Coords = coordinate (in mm) of tmax in MNI space, following LPI convention.  

 Voxel-wise effects of age  3.3.2

Figure 3.6 shows the significant (p<0.05, following FDR correction for multiple 

comparisons) age effects on voxel-wise laterality, Table 3.5 shows the corresponding 

regions that are becoming less lateralized with aging. Sensorimotor networks contain the 

largest volume whose lateralization decreases (with respect to their mirror images) along 

with the visual, attentional and frontal networks that are also presenting many lateralized 

voxels. The left lateralized sensorimotor network components, 7, 23 and 38 have regions 

that are becoming more symmetric in postcentral gyrus, precentral gyrus and 

supramarginal gyrus. Right lateralized sensorimotor network, IC 24, is also becoming 

more symmetric in precentral gyrus. 

The visual network component 67 (lingual gyrus), show decreased right lateralization 

with age. The attentional network components 34 and 52, show less left lateralization 

with age in inferior parietal lobule, superior parietal lobule and middle temporal gyrus. 
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The right lateralized component 60 becomes more symmetric due to the changes in 

superior parietal lobule.  

 

Figure 3.7: Gender effects on each voxel and each component, voxels that survives FDR correction shown in 

color, are displayed at the same coordinates with the spatial maps and grouped with a similar matter with 

Figure 3.2. RSNs are divided into groups based on their anatomical and functional properties and include basal 

ganglia (BG), auditory (AUD), sensorimotor (MOT), visual (VIS), default-mode (DMN), attentional (ATTN), 

and frontal (FRONT) networks. We refer to Allen et al. (2011) for the details of grouping. 
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Table 3.6: a-) The Talairach table associated with the FDR surviving regions on gender effects, that are more 

lateralized at males, each (shown on Figure 3.7) , BA = Brodmann area; Vl = number of voxels in each cluster; 

Coords = coordinate (in mm) of tmax in MNI space, following LPI convention. b-) The Talairach table 

associated with the FDR surviving regions on gender effects, that are more lateralized at females, each (shown 

on Figure 3.7) , BA = Brodmann area; Vl = number of voxels in each cluster; Coords = coordinate (in mm) of 

tmax in MNI space, following LPI convention. 

 

The right lateralized frontal network component 42, shows age-related changes in inferior 

frontal gyrus, becoming less right lateralized as age goes from 12 to 71. The left 

lateralized component, 20, has regions on the inferior frontal gyrus that are becoming less 

left lateralized. 

 Voxel-wise effects of gender 3.3.3

We display the significant (p<0.05, following FDR correction for multiple comparisons) 

gender effects on voxel-wise laterality in Figure 3.7. Corresponding regions that are more 

lateralized in males are shown at Table 3.6a, and regions that are more lateralized in 

females listed at Table 3.6b. In general, females showed more lateralization than did 

males. Right lateralized visual component 64 has left lingual gyrus being more active in 

males, indicating more right lateralization of this region in females. Frontal network 

component 20 shows more left lateralization in females in the inferior frontal gyrus.  
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Figure 3.8: Laterality Cofactors for gender subgroups. Visible blue bars shows the components that are more 

lateralized for males, visible red bars shows the components that are more lateralized for females. 

 

Figure 3.9: Beta values for Gender effects on laterality cofactors. Blue bars show the components that are more 

lateralized for males, Red bars shows the components that are more lateralized for females. No components 

survive from 0.05 levels FDR correction. Component 46 is more lateralized for females (P<0.05) and component 

55 is more lateralized for males (P<0.05).  
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 Gender laterality cofactor effects 3.3.4

Laterality cofactors that are calculated for the male and female subgroups are shown at 

Figure 3.8. The two groups show differences mostly on the visual networks, which are 

more right lateralized for females. Several other networks also show slight differences 

between genders. Though the basal-ganglia (IC 21) is predominantly symmetric, it is 

right lateralized in females compared to the males. The visual network components 46 

(lingual and calcarine gyrus) and 64 (calcarine gyrus) are more right lateralized in 

females. The default mode network component 68 is more lateralized in males.  

Figure 3.9 shows the beta values of regression analysis for gender effects on laterality 

cofactors. The effects are mild, with some uncorrected p-values less than 0.05, but none 

remain significant following FDR correction. The visual network component 46 (left 

lingual gyrus, left cingulate gyrus), (p<0.05, uncorrected) is more right lateralized in 

females, and the attentional network component 55 (temporal pole and middle temporal 

gyrus), (p<0.05, uncorrected) is more left lateralized in males. 
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Figure 3.10: Beta values for Age effects on laterality cofactors. Blue bars show the components that are more 

lateralized as age goes from 12 to 71. Red bars show the components that are less lateralized as age goes from 12 

to 71. Components 38 and 67 (dashed circulated) survive 0.05 levels FDR correction, and are getting less 

lateralized as age goes from 12 to 71. No other component has p-value smaller than 0.05, besides the ones that 

also survive FDR correction. 

 Age laterality cofactor effects 3.3.5

The beta values of regression analysis of age effects on laterality cofactors are displayed 

in Figure 3.10. Significant age effects are reported for sensorimotor and visual networks, 

both showing a decrease in lateralization as subjects are getting older. The sensorimotor 

network component 38 (supramarginal gyrus) and visual network component 67 

(cerebellum), survived 0.05 levels FDR correction, components 38 and 67 becomes less 

left lateralized and less right lateralized respectively as age increases from 12 to 71. No 

other networks exhibit age effects with p-values less than 0.05. 

 Effects of the sample size on the laterality 3.3.6

As a further analysis, we randomly sub grouped samples into groups of 10, 25, 50 and 

100 for 50 trials and calculated the lateralization cofactors and present the results in Table 



41 
 

3.7. For each component, we calculated the variance among 50 trials and calculate the 

maximum value. The second column represents the error which is the absolute difference 

from of the full-sample laterality cofactors from the mean of the 50 trials with the 

corresponding number of samples used. The last column represents the mean of the 

absolute error among all 28 components.  

#samples 

Maximum 

Variance 

Maximum 

Error 

Mean of 

Absolute 

Error 

10 0.1 0.25 0.06 

25 0.067 0.076 0.025 

50 0.046 0.075 0.016 

100 0.017 0.045 0.011 

Table 3.7: Robustness test on the laterality cofactor. 

The table indicates that component lateralization is quiet robust. Even with a sample size 

of just 10, we get very reliable and stable results.  

We performed two analyses to determine the required number of samples to observe 

gender effects. For the first analysis, we calculated how much we can reduce the number 

of samples in t-statistic formula before it no longer passes the FDR threshold. Results are 

presented in Table 3.8: 

Component #20 #64 

Required Number of Samples 172 294 

Table 3.8: Required number of samples to observe gender effects for each component 

In addition, we replicated the analysis on subgroups; we find that gender effects are 

consistent in gender balanced samples of 250 subjects. 
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In a similar manner, we investigated the required number of samples for stable age 

effects. Analysis results are shown at the Table 3.9. The required number of samples 

varies across components from as low as 34 for one component to as high as 235 for 

another. This reflects the complexity and diversity of the age effects.  

Component #7 #20 #23 #24 #34 #38 #42 #52 #60 #67 

Required 

Number of 

Samples 

235 149 34 44 93 159 82 155 92 138 

Table 3.9: Required number of samples to observe age effects for each component 

It is not straightforward to generate a well-matched age distribution in sub-samples due to 

the non-uniform age distribution of the dataset. This makes it difficult to determine a 

precise number of required number of samples by replicating the analysis on subgroups 

as the required sample will be sensitive to the age distribution of the randomly chosen 

subgroups. This is further compounded by the fact that some of the age effects exhibit 

non-linear properties. In order to obtain stable age effect results given these 

considerations, approximately 300 samples are required. 

Some additional analysis can provide stronger evidence on the robustness of the 

lateralization; for example, using an independent dataset or repeating the analysis using a 

subset of matched case-control pairs (Rose et al., 2009) could be helpful.  

3.4 Discussion 

We analyzed lateralization of resting state networks in a dataset of over 600 subjects, and 

studied how age and gender affects brain lateralization. Most of the intrinsic networks are 

lateralized, and sensorimotor (postcentral, precentral supramarginal gyrus), visual 

(lingual gyrus), attentional (inferior parietal lobule, superior parietal lobule, middle 
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temporal gyrus) and frontal network (inferior frontal gyrus) have regions that are showing 

mostly decrease in lateralization with aging. Visual (lingual gyrus) and frontal network 

(inferior frontal gyrus) also have regions that are affected by gender. 

Our results indicate that age is an important factor for lateralization and affecting most of 

the networks. We observe a decrease in lateralization in four sensorimotor network (3 left 

and 1 right lateralized), which suggest that left dominancy of sensorimotor networks is 

getting balanced with aging. Our results are consistent with Zuo et al. (2010b) who found 

increasing homotopic resting state connectivity on sensorimotor regions, specifically 

linear increase in supplementary motor area and postcentral gyrus. Zuo et al. (2010b) 

interpreted this change as increasing hemispheric cooperation for complex bimanual 

functions. We also found that attentional and frontal networks become more symmetric 

with aging. Though our result is conflicting with Zuo et al. (2010b) which indicates a 

decrease in homotopic resting state connectivity in high-order cognitive regions such as 

anterior cingulate, inferior parietal cortex, precuneus, it is parallel with others Reuter-

Lorenz et al. (2000) who found for young adult, verbal working memory is left and 

spatial working memory is right lateralized in anterior working memory whereas older 

adults have a global pattern of anterior bilateralized working memory for both visual and 

verbal memory. Reuter-Lorenz et al. (2000) suggested this bilateralization can be an 

attempt to overcome neural decline. Cabeza et al. (2002) also found bilateral prefrontal 

cortex activity in older adults comparing to young adult, and compare the hemispheric 

asymmetries in two groups; low-performing older adults versus high performing older 

adults; and found a hemispheric asymmetry reduction in high performing group, 

supporting the compensation theory that brain cognitive networks become more bilateral 
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in order to compensate neural decline. If our results are supported by subsequent studies , 

the effects of age and gender on the components that intersect significantly with primary 

sensory and motor cortices, would tend to mitigate against recent findings of Mueller et 

al. (2013) that primary sensory and motor cortices exhibit relatively less individual 

variation than the association cortex. 

Some studies reports that gender is a factor in brain lateralization, while some studies 

report no gender effect on brain lateralization. Significant gender differences in intra and 

inter-hemisphere connectivity were recently reported by Ingalhalikar et al. (2013) in a 

DTI study, Zuo et al. (2010b) presented significant differences in regions of dorsolateral 

prefrontal cortex (BA 9 and 47) and amygdala for homotopic functional connectivity, and 

some small differences are also reported (Liu et al., 2009). In our study, voxel-vise results 

showed gender to be a factor in lateralization of two regions, lingual gyrus (visual 

network) and inferior frontal gyrus (frontal network), suggesting females being more 

lateralized in both regions. Zuo et al. (2010b) that reports females having higher 

homotopic functional connectivity with in posterior cingulate cortex, medial prefrontal 

cortex, and the superior and middle frontal cortex, comparing to males. They also found 

males having stronger homotopic connectivity in cerebellum, parahippocampal gyrus, 

and fusiform gyrus comparing to the females. Good et al. (2001) reported several 

morphological asymmetries between genders, including right inferior frontal gyrus being 

increased in volume in females. Globally, the gender effect on lateralization cofactors are 

not significant which is consistent with Nielsen et al. (2013) and meaningful given our 

relatively large sample size. 
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The age effects on the laterality cofactors are varying, some components are linear, some 

non-linear, some are additive and some components are subtractive. For instance, 

lateralization of Component 47 (inferior frontal gyrus) increases significantly with age 

for subjects between 12 and 29 years old , decreases with age for subjects aged 30 to 71, 

(see Appendix). Evaluated over the whole population (ages 12 to 71) however, 

lateralization of the inferior frontal gyrus trends negatively with age , indicating a non-

linear age effect which is consistent with the work by Zuo et al. (2010b) where linear, 

quadratic and cubical age related changes reported on the whole brain resting state 

functional connectivity. In general, there appear to be more nonlinear effects at the 

younger age range. In a recent large-scale study (N = 1782), Hirnstein et al. (2013) found 

no main-effect of sex on a dichotic listening task, which assesses auditory laterality, but 

that sex interacted with age. In brief, these authors found that the laterality index 

increased with increasing age, driven by the females. These behavioral findings however 

were not corroborated in an fMRI study on a selected sub-sample (N = 104) wherein 

males still showed greater behavioral asymmetry. Thus, the relationship between sex and 

age effects on brain asymmetry and lateralization is complex, and with intrinsic 

interactions between the two factors, future research should therefore ideally include both 

younger and older subjects when studying sex differences and brain function, which 

would also apply to analysis of cortical networks, and neuronal connectivity. 

In this work, we studied the lateralization in resting state networks, rather than brain 

lateralization in general. Were we to ignore networks, some of the lateralized regions 

would appear highly symmetric. For example, ICs 23 and 24 (left and right postcentral 

gyrus) look like mirror images of one another. This indicates the power of our analysis 
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comparing to the whole brain analysis. The model order is very crucial and unfortunately, 

though various estimation approaches exist, there is no analytic way to determine perfect 

model order. We also performed an eigenvalue analysis on the ICs to evaluate the ability 

of the components to be well captured when using variance as the criteria. To do so, we 

used PCA to decompose the group average component-by-voxels matrices. Results 

showed that to capture 90% of the variance 50 components are needed, and 60 

components are needed to capture 95% of the variance. Based on this, we conclude that 

there is considerable value in these higher model order approach. 

 Limitations  3.4.1

We should consider some limitation interpreting the results. Firstly, we do not have 

information about the education or IQ level or other domains such as the working 

memory of subject during the scanning process. Also, subjects have not been tested to 

measure their behavior abilities; they may not be balanced with verbal ability, motor 

skills or visuospatial attention. Though our subjects are ranging from age 12 to 71, they 

do not cover the most rapidly changing ages of childhood, and the distribution of age is 

not uniform. Moreover, for comparison purposes we focused on the resting state 

networks extracted from a previous study that has ICA model order of 75, but it would 

also be interesting to evaluate the age and gender related changes for higher and lower 

model orders using different criteria to determine dimensionality. Even though we used a 

large sample size, subjects were scanned with a minimum of 5 minutes (152 volumes), 

this may limit the sensitivity detection of the effects. Besides, even though, we warped 

the data into a symmetric template to count for well-known structural asymmetries, the 

possibility that additional structural asymmetries might still be present should be 
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considered while interpreting the results. Finally, there are many other ways to measure 

the amount of lateralization of a component; we choose one method, the laterality 

cofactor, due to its simplicity, in addition to the voxelwise homotopic effects. 

3.5 Conclusion  

In summary, we analyzed lateralization of 28 resting state networks in a large fMRI 

dataset consisting of over 600 healthy subjects ranging in age from 12 to 71. We found 

many of the intrinsic brain networks are highly lateralized, with several regions 

(sensorimotor, visual, attentional and frontal) showing a strong relationship with age and 

two networks (visual and frontal) showed voxel-wise differences between genders. On 

the global measure of laterality, age was found as a strong factor and gender exhibiting a 

trend-level effect. Our results support the theory that multiple brain networks grow more 

bilateral in an attempt to compensate neural decline with aging. In future work, 

investigating compensation effects by studying changes lateralization in subjects with 

injured brains or lesions, and examining age effects in more details in subgroups such as 

childhood, teenage, young adults etc. with more balanced numbers of subjects across the 

full age range, are promising research directions. Significant gender effects were also 

found, but showed a more complex pattern of change in which greater lateralization was 

observed in some regions in females and other regions in males. In summary, our 

approach of focusing on network-specific lateralization thus appears to be a promising 

and sensitive tool for studying brain organization.  
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Chapter 4: Decreased Asymmetry of Intra Hemisphere and Inter 

Hemisphere Functional Network Connectivity at Rest in 

Schizophrenia  

4.1 Motivation 

Many studies have shown that schizophrenia patients have aberrant functional network 

connectivity (FNC) among brain regions, suggesting schizophrenia manifests with 

significantly diminished (in majority of the cases) connectivity. Schizophrenia is also 

strongly related to lack of hemispheric lateralization. Hoptman et al. (2012) found 

decreased in homotopic connectivity in schizophrenia patients using voxel-mirrored 

homotopic connectivity. In their ROI based resting fMRI study, Ke et al. (2010) reported 

increased leftward asymmetry of FC at patients with exhibiting positive symptom scores, 

and increased rightward asymmetry of FC at patients with negative symptoms. 

In this study, we merge these two points of views together using a group independent 

component analysis (gICA)-based approach to generate hemisphere-specific time-courses 

and calculate intra-hemisphere and inter-hemisphere FNC on a resting state fMRI dataset 

consist of age and gender balanced schizophrenia patients and healthy controls. We 

analyze the group differences between patients and healthy controls in each type of FNC 

measures, and association with age and gender.  

Previous lateralization studies in connectivity, used either seed/atlas based approaches or 

voxel-mirrored functional connectivity to investigate laterality (Gee et al., 2011; Gotts et 

al., 2013; Hoptman et al., 2012; Liu et al., 2009; Mwansisya et al., 2013; Nielsen et al., 

2013; Oertel-Knochel et al., 2013; Stark et al., 2008; Zhu et al., 2014; Zuo et al., 2010b) 
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and most of these studies were only interested in connectivity within each hemisphere or 

connectivity of cross-hemispheric homotopic regions. In healthy population, Gee et al. 

(2011) examined the connectivity of heterotopic regions in different hemispheres and 

compared with intra-hemisphere connectivity in their atlas based study. To our best 

knowledge, this is the first study to use FNC measures to calculate hemispheric 

differences, as well as to examine connectivity differences in heterotopic regions in 

schizophrenia patients. 

4.2 Methods and Materials 

Table 4.1: Demographic information of the subjects, age, gender, and diagnosis distribution. 

 # of subject % 

Gender 314 100 

Male 231 73.5 

Female 83 26.5 

Healthy 163 52 

Schizophrenia 151 48 

 

 Mean SD Min Max 

Age(year) 37.4 11.2 18 60 

Male 37.3 11.2 18 60 

Female 34.8 11.4 19 58 

Healthy 36.9 11 19 60 

Schizophrenia 37.8 11.4 18 60 

 

 Participants 4.2.1

In this study, we used a large resting state fMRI dataset containing 314 subjects, 163 

healthy controls (117 males, 46 females; mean age 36.9) and 151 schizophrenia patients 

that are matched in age and gender to healthy control group (114 males, 37 females; 

mean age 37.8) combined from 7 different sites across United States and passed the data 
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quality control. Informed consent was received from each subject prior to scanning in 

accordance with the Internal Review Boards of corresponding institutions. Demographic 

information of the participants is displayed in Table 4.1. Using 3T scanners with a TR of 

2s, a total of 162 volumes of echo planar imaging BOLD fMRI data were collected.  

 

Table 4.2: Distribution of Positive and Negative Syndrome Scale and mean antipsychotic dose as CPZ equivalent 

are presented for schizophrenia patients. 148 patients had PANSS score and 122 patients had mean 

antipsychotic dose data available.  

 Mean SD # of subject 

Negative 14.3 5.3 148 

Positive 14.8 4.56 148 

CPZ 430.8 612.2 122 

 

Cognitive and clinical measures were collected for 275 out of 314 subjects and analyzed 

as Computerized Multiphasic Interactive Neurocognitive System (CMINDS) composite 

scores. The composite scores summarize the overall cognition in six different measures: 

attention/vigilance, speed of processing, verbal learning, working memory, visual 

learning and reasoning/problem solving (van Erp et al., 2015). Distribution of the 

CMINDS score were shown at Table 4.2. For the schizophrenia patients, 148 patients out 

of 151 had Positive and Negative Syndrome Scale (PANSS) available and 129 patients 

have the mean antipsychotic dose as Chlorpromazine (CPZ) equivalent were available. 

Table 4.3 shows the distribution of the PANSS and CPZ values. 

Table 4.3: Distribution of cognitive scores, as CMINDS composite scores, for 276 subjects. 

 Total Schizophrenia Healthy 

CMIND Mean -0.6726 -1.4664 0.0550 

CMIND SD 1.2995 1.1724 0.9346 

# of subject 276 132 144 
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 Data Acquisition 4.2.2

Imaging data was collected using a 3T Siemens Tim Trio System on six of the seven 

sites, while on a site using a 3T General Electric Discovery MR750 scanner. Resting state 

fMRI scans were acquired using a standard gradient-echo echo planar imaging paradigm: 

FOV of 220 × 220 mm (64 × 64 matrix), TR=2 s, TE=30 ms, FA=770, 162 volumes, 32 

sequential ascending axial slices of 4 mm thickness and 1 mm skip. Subjects were 

instructed to close their eyes and stay awake during the resting state scan. 

 Preprocessing 4.2.3

Functional MRI data were preprocessed using the same pipeline as mentioned in 

Damaraju et al. (2014), using a combination of toolboxes, such as, AFNI 

(https://afni.nimh.nih.gov), SPM (http://www.fil.ion.ucl.ac.uk/spm), GIFT 

(http:mialab.mrn.org/software/gift) and Matlab. The INRIAlign (Freire et al., 2002) 

toolbox in SPM was used for rigid body motion correction for subject head motion 

followed by slice-timing correction to account for timing differences in slice acquisition. 

3dDespike algorithm in AFNI was used to despike the fMRI data to reduce the impact of 

outliers. The fMRI data were subsequently warped to a Montreal Neurological Institute 

(MNI) template and resampled to 3 mm
3
 isotropic voxels. Then, the fMRI data were 

smoothed with a 6 mm full width at half maximum (FWHM) using AFNI. Each voxel 

time course was variance normalized prior to the gICA. We refer to Damaraju et al. 

(2014) for the more details on the preprocessing. 
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 Group Independent Component Analysis 4.2.4

The preprocessed data was decomposed into 100 spatially independent components using 

gICA that was implemented using GIFT. gICA identifies spatially distinct functionally-

coherent networks by estimating maximally independent spatial sources, or spatial maps, 

from their linearly-mixed fMRI signals, or time-courses (Calhoun et al., 2001a; Erhardt et 

al., 2011b). Out of the original 100 components, 47 components were identified as resting 

state networks (RSNs) based upon several criteria: maximally activated voxels located in 

identified gray matter, minimal spatial overlap with known vascular, ventricular and 

head-motion susceptible edge regions, combined with large low-to-high frequency 

spectral power ratio in the component time-courses. We refer the readers to Damaraju et 

al. (2014) for a detailed discussion of the gICA analysis performed on this data and 

selection of RSNs. 

 Generating Templates and Hemisphere Specific Time-courses 4.2.5

We utilized spatiotemporal regression on symmetrized aggregated spatial maps of the 

components to generate hemisphere-specific component time-courses. Symmetrized 

aggregated spatial maps were generated by flipping the original aggregated spatial maps 

along their lateral axes, by comparing each flipped voxel value with its unflipped voxel 

value and retaining the maximum intensity value. Hence, the symmetrized versions of the 

components that are mirror images of each other, for example, components 91 (left 

lingual gyrus) and 76 (right lingual gyrus), those component will be collinear. We tested 

collinearity of the components using a variance inflation factor and removed 4 RSNs (IC 

6, 91, 66 and 84) from our analyses which had high collinearity with components IC 10 

(precentral and postcentral gyrus), IC 76 (lingual gyrus), IC 94 (inferior parietal lobule) 
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and IC 95 (angular gyrus) respectively. We also removed artifactual components (IC 17, 

31 39 and 52) that have large variance inflation factor. We finalized 92 symmetrized 

aggregated spatial maps (43 RSNs & 49 artifacts) for our subsequent analyses. Then, we 

split the symmetrized spatial maps and preprocessed subject data into left and right 

hemispheres. Finally, we applied spatiotemporal regression on the left and right 

hemispheres separately to generate subject specific left and right hemisphere time-

courses and spatial maps using GIFT. Generated RSNs are displayed in Figure 4.1 in 

terms of t-statistics and corresponding MNI regions are presented in Table 4.4. 

 

Figure 4.1: Symmetrized aggregated spatial maps of the 43 RSNs, are displayed at the three most informative 

slices. RSNs are divided into groups based on their anatomical and functional properties, and include sub-

cortical (SC), sensorimotor (SM), auditory (AUD), visual (VIS), attention/cognitive control (CC), default-mode 

(DMN), and cerebellar (CB) networks. 



54 
 

 Functional Network Connectivity Calculation 4.2.6

For each hemisphere, subject time-courses went through post-processing steps, including 

detrending and despiking, and band-pass filtering using a fifth-order Butterworth filter 

with cutoff frequencies of [0.01- 0.15 Hz]. FNC between two components is calculated 

by using Pearson’s correlation (Jafri et al., 2008) as follow: 

 

𝐶𝑜𝑟𝑟(𝐶𝑥,𝐶𝑦) =
𝑇𝐶𝐶𝑥 ∗ 𝑇𝐶𝐶𝑦

‖𝑇𝐶𝐶𝑥‖ ∗ ‖𝑇𝐶𝐶𝑥‖
=  

∑ (𝑇𝐶𝐶𝑥𝑖  ∗  𝑇𝐶𝐶𝑦𝑖)
𝑛
𝑖=1

√∑ 𝑇𝐶𝐶𝑥𝑖
2𝑛

𝑖=1  ∗ √∑ 𝑇𝐶𝐶𝑦𝑖
2𝑛

𝑖=1  

 

 

 

Where 𝑇𝐶𝐶𝑥 and 𝑇𝐶𝐶𝑦 are the time-courses of two different components and n is the 

length of the time-courses (M. S. Cetin et al., 2014). The FNC matrixes are calculated 

using the time-courses of 43 left components and 43 right components. For each subject, 

we have an intra left hemisphere (L_FNC) (903 pairs ((432 − 43) 2⁄ )), an intra right 

hemisphere (R_FNC) (903 pairs) and an inter hemisphere (Cross_FNC) (1849 pairs with 

43 homotopic pairs (43
2
)) FNC matrices. Note that, the inter-hemisphere FNC matrix is 

not symmetric around diagonals since one axis represents symmetrized left hemisphere-

specific spatial maps and the other represents symmetrized right hemisphere-specific 

spatial maps. 



55 
 

Table 4.4: MNI labels associated with the each symmetrized RSN show in Figure 4.1, BA = Brodmann area; Vl = 

number of voxels in each cluster; Tmax = maximum t-statistics in each cluster; Coordinate of Tmax in MNI 

space, following LPI convention. 
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 Calculating Group Averages 4.2.7

Using all participants and also separately for the patient and control subgroups, we tested 

whether the FNC means differ from zero by using one sample t-test with 0.05 false 

discovery rate (FDR) correction. Figure 4.2 shows the results for all participants; Figure 

4.3 shows the subgroup results. For visualization purposes, we displayed homotopic FNC 

results in a bar plot.  

 Comparing Strength of lateralized FNC types in Patients and Healthy 4.2.8

Control 

For the patient and healthy control subgroups separately, we compared the two sets of 

hemisphere specific connectivity strengths captured in L_FNC and R_FNC, and also the 

compared L_FNC and R_FNC connectivity strengths to the connectivity strengths 

captured in Cross_FNC. To do so, for each group and for each type of FNC, we 

performed a one sample t-test and thresholded with 0.05 levels FDR correction; then for 

each pair of FNC types, the indices of network-pairs whose connectivity had the same 

directionality (positive or negative) and also were significant in both FNC matrices were 

recorded. We were interested in connectivity strength (as long as it was the same in both 

FNC types), so the network-pair connectivity was then converted to absolute values. For 

each pair of FNC types, a paired t-test on magnitudes was then performed. Results were 

corrected with 0.05 levels FDR. Among the significant paired t-test network-pairs, we 

retained only those pairs that were previously recorded as being significant in both FNC 

types with same directionality. Later, for patient and control groups separately, we 

identified the number of significant network-pairs, and recorded which FNC type they 

favored.  
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 Modeling Age, Gender, Schizophrenia and Handedness Effects in Intra 4.2.9

FNC Differences 

In order to investigate the differences between left and right hemisphere-specific FNCs, a 

left-right FNC difference map was calculated for each subject (L_FNC minus R_FNC). 

The values from this difference map were then individually employed as the dependent 

variable in a multiple linear regression on age, gender, schizophrenia, handedness as well 

as motion parameters. We prefer the regression method in order to regress out the motion 

and handedness effect on the differences. The model used is formulized below: 

𝜎(𝑖,𝑗) = β𝑜+ β𝑎𝑔𝑒
(𝑖,𝑗)𝑋𝑎𝑔𝑒+ β𝑔𝑒𝑛

(𝑖,𝑗)𝑋𝑔𝑒𝑛+β𝑑𝑖𝑎𝑔
(𝑖,𝑗)

𝑋𝑑𝑖𝑎𝑔+βℎ𝑎𝑛𝑑
(𝑖,𝑗)

𝑋ℎ𝑎𝑛𝑑+ β𝑚𝑜𝑡
(𝑖,𝑗)𝑋𝑚𝑜𝑡+ ε(𝑖,𝑗) 

𝑋𝑔𝑒𝑛 is a categorical variable representing the gender of subject with 1 for females and 0 

for males before mean removal. The age (Xage) is the mean removed age distribution, 

Xdiag is 1 for schizophrenia patients and 0 for healthy control before mean removal, and 

handedness is subject’s Edinburg handedness score ranges between -2 and 2 (positive for 

right handers) before mean removal, Xmot is the mean frame displacement. All β’s are the 

coefficients of the regression model with ε being the error parameter for the model, 𝜎(𝑖,𝑗) 

is the difference between L_FNC and R_FNC. This analysis captures the network pairs 

for which the differences in left/right hemisphere-specific connectivity are significantly 

(p<0.05, following false discovery rate (FDR) correction for multiple comparisons) 

(Genovese et al., 2002) affected by age, gender, diagnosis, and handedness..  
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 Modeling Age, Gender, Schizophrenia and Handedness Effects in Intra 4.2.10

Hemisphere and Inter Hemisphere FNC 

We also checked the effects of age, gender, diagnosis and handedness on the hemisphere-

specific FNCs (L_FNC and R_FNC), and also on Cross_FNC. We used a similar 

regression model as described above, with 𝜎(𝑖,𝑗) being the intra or inter-FNC value, rather 

than the differences. Significance for beta values was later thresholded with 0.05 levels 

FDR. 

 Modeling Effects of Cognitive Scores, Symptom Scores and Mean 4.2.11

Antipsychotic Dose 

We checked the effect of cognitive scores (CMINDS), symptom scores PANSS, and 

mean antipsychotic dose (CPZ equivalent) in separate regression analysis on hemisphere-

specific FNCs and the left-right difference FNCs.  

4.3 Results 

 Results of Group Averages 4.3.1

The average FNC results for all subjects are displayed in Figure 5.2 in terms of FDR 

corrected (0.01 levels) t-statistics. Overall, the connectivity patterns show similar trends 

in intra left, intra right and inter hemisphere FNC. We observe high correlation in intra-

subcortical, intra-visual, intra-sensorimotor, intra-default mode, and sensorimotor & 

visual networks in all FNC types. Intra-cognitive control also is mostly positively 

correlated, with the exception of one anti-correlated network, IC 63 (fusiform gyrus). 

General hemisphere-specific and inter-hemispheric connectivity patterns also show 

similar patterns as to those seen under a standard whole brain FNC analysis (Damaraju et 
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al., 2014). Homotopic networks are highly correlated, and their connectivity strength is 

much higher than heterotopic networks. Their connectivity strength also changes among 

themselves, and we found that the closer the homotopic pairs were to each other, the 

higher the connectivity strength became. 

Separate FNC results for healthy control and schizophrenia patient groups are displayed 

in Figure 5.3 in terms of FDR corrected (0.01 levels) t-statistics. In all FNC types, 

patients have lower connectivity strength relative to healthy controls. However, the 

overall patterns of connectivity look alike for both groups.  
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Figure 4.2: Averages of L_FNC (top left), R_FNC matrix (top right) and Cross_FNC (bottom) are displayed as 

t-statistics thresholded with 0.01 levels FDR. Homotopic FNCs are also plotted as bar plot for visualization 

purposes. Connectivity pattern look very similar in all FNC types, indicating that in general communication in 

brain do not differ much in hemispheres, though the strength of communication may differ. Homotopic regions 

have the highest connectivity strength. 
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Figure 4.3 Averages of Patients (left column) and Healthy Control (right column) subgroups for all FNC types 

(R_FNC, L_FNC and Cross_FNC from top to bottom respectively) are displayed as t-statistics thresholded with 

0.01 levels FDR. Homotopic FNCs are also displayed in bar plots for visualization purposes and they have the 

highest connectivity strength. In all FNC types, we observe diminished connectivity strength in patients.  
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 Results of Connectivity Strength  4.3.2

Results of comparison of connectivity strength between different FNC types are 

summarized in Table 4.5 and also in Figure 4.4. While comparing L_FNC and R_FNC 

among healthy controls, we found 614 out of 903 network pairs that are significantly 

(0.05 levels FDR corrected) connected in both FNCs, and 609 of them have the same 

sign. By performing a paired t-test on L_FNC and R_FNC magnitudes and correcting 

with 0.05 levels FDR threshold, we found 135 network pairs exhibiting significant 

differences, and 93 of them higher in R_FNC having stronger connectivity, while 42 of 

them higher in L_FNC among 609 previously selected network-pairs. However, in 

patients, 553 network pairs were significantly connected in both L_FNC and R_FNC, and 

549 pairs had same sign and paired t-test revealed 52 network pairs with significant 

magnitude differences, of which 39 pairs higher in R_FNC while 13 pairs higher in 

L_FNC.  

In comparing L_FNC and Cross_FNC, we analyzed LR (lower triangular) and RL (upper 

triangular) of the Cross_FNC, separately. Healthy controls and lower triangular 631 pairs 

out of 903 showed significant connectivity in both L_FNC and Cross_FNC (LR), of 

which 625 had the same sign. Paired t-tests revealed that 65 regions were in favor of 

Cross_FNC, while 55 network-pairs were in favor of L_FNC. This number reduced to 

556 significantly connected network-pairs, of which 552 had the same sign. Of these, 20 

pairs favored Cross_FNC, and 24 of them favored L_FNC. In healthy controls and in 

upper triangular; 646 pairs out of 903 showed significant connectivity in both L_FNC 

and Cross_FNC (LR), and 643 of those pairs had the same sign. Paired t-tests revealed 34 

network-pairs favoring Cross_FNC, while 64 network-pairs favoring L_FNC. This 
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number reduced to 567 significantly connected pairs, of which 566 with the same sign, 

among which 18 pairs favor Cross_FNC, and 36 of them favor L_FNC.  

 

Figure 4.4: Comparing strength of connectivity in different FNC types for patients and healthy control groups. 

LL is the L_FNC, RR is the R_FNC, LR is the lower triangular of Cross_FNC, and RL is the upper triangular 

of Cross_FNC. Dark blue shows the number of regions significant in both of the corresponding FNCs, light blue 

shows the significant regions with same sign, yellow shows the number of regions having greater connectivity 

strength in FNC written in first, while red shows the number of regions having greater connectivity strength in 

FNC written in the second.  

Comparison between R_FNC and Cross_FNC provided a similar pattern; in healthy 

controls and in lower triangular part of Cross_FNC, 651 pairs out of 903 showed 

significant correlation in R_FNC and Cross_FNC (LR), of which 645 had the same sign. 

Paired t-tests revealed 32 network-pairs favoring Cross_FNC, while 86 pairs favoring 

R_FNC. This number reduced to 566 significantly correlated pairs, of which 564 had the 

same sign. Of these, 13 pairs favored inter-hemisphere, and 52 favored R_FNC. In 

healthy controls and in upper triangular part of Cross_FNC, 621 pairs out of 903 showed 

significant correlation in R_FNC and Cross_FNC (LR), of which 616 had the same sign. 

Paired t-test revealed 31 pairs favoring Cross_FNC, and 118 pairs favoring R_FNC. This 

number reduced to 563 significantly correlated network-pairs, of which 557 had the same 

sign. Of these, 13 pairs favored Cross_FNC, and 78 of them favored L_FNC. 
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Table 4.5: Comparing Strength of different FNC types in patients and healthy control separately. For all pairs, 

we see a lack of asymmetries in patients comparing to healthy control. Also, right hemisphere interact with itself 

more comparing to left hemisphere and, also right hemisphere has more strength in communication with itself 

comparing inter hemispheric interaction. 

Comparing Intra Left and Intra Right 

  

  

Patients Healthy Control 

# of Region # of Regions 

Significant in both 553 614 

Significant and same sign 549 609 

Intra Left<Intra Right significant 39 93 

Intra Left>Intra Right significant 13 42 

 

Comparing Intra Left and Inter Hemisphere 

(LR) 
Comparing Intra Left and Inter Hemisphere 

(RL) 

 
Patients 

Healthy 

Control 
 

Patients 
Healthy 

Control 

# of 

Regions 
# of 

Regions 
# of 

Regions 
# of 

Regions 

Significant in both 556 631 Significant in both 567 646 

Significant and 

same sign 
552 625 

Significant and 

same sign 
566 643 

Intra Left<Inter 

Hemisphere 
20 65 

Intra Left<Inter 

Hemisphere 
18 34 

Intra Left>Inter 

Hemisphere 
24 55 

Intra Left>Inter 

Hemisphere 
36 64 

 

Comparing Intra Right and Inter 

Hemisphere (LR) 
Comparing Intra Right and Inter 

Hemisphere(RL) 

 
Patients 

Healthy 

Control 
 

Patients 
Healthy 

Control 

# of 

Regions 
# of 

Regions 
# of 

Regions 
# of 

Regions 

Significant in both 566 651 Significant in both 563 621 

Significant and 

same sign 
564 645 

Significant and 

same sign 
557 616 

Intra Right<Inter 

Hemisphere 
13 32 

Intra Right<Inter 

Hemisphere 
13 31 

Intra Right>Inter 

Hemisphere 
52 86 

Intra Right>Inter 

Hemisphere 
78 118 

 

Overall, in both patients and healthy controls, we observe the right hemisphere to be 

more connected with itself than the left hemisphere is with itself, and the right 
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hemisphere is also more connected with itself than it is connected with the left 

hemisphere. The left hemisphere seems to be connected with the other hemisphere and 

itself in a balanced way, although slightly more connected with itself. However, we 

observe a decrease in asymmetry in schizophrenia patients, suggesting that patients have 

lack of hemispheric connectivity dominance that may be associated with healthy mental 

functioning. 

 

Figure 4.5: Paired t-test (L_FNC minus R_FNC) results in – log10(p-value)*sign(beta) format to compare left 

and right FNC, corrected with 0.05 levels FDR. A lot of networks pairs exhibit significant differences, mostly 

suggesting right hemisphere having more connectivity strength. 

 Results of Regression Analysis  4.3.3

The differences between intra-left and intra-right FNC matrices are presented in Figure 

4.5, where a lot of network-pairs show significant differences (0.05 levels FDR 

corrected). In almost all network-pairs, we observe higher absolute connectivity strength 

in the right hemisphere (both positive and negatively correlated), besides the intra-default 

mode which has higher connectivity strength in L_FNC. Almost all networks in the most 

correlated functional domains, e.g., intra-visual, intra-sensorimotor, intra-default mode, 

and visual to sensorimotor networks, show higher connectivity strength in the right 
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hemisphere. Intra-cognitive control has higher positive correlation between most of its 

network pairs, and higher anti-correlation with its constituent anti-correlated network IC 

63 (fusiform gyrus) in the right hemisphere relative to left hemisphere.  

Regression analysis results on L_FNC and R_FNC differences for diagnosis, age and 

gender effects are displayed in Figure 4.6. There are significant differences between 

L_FNC and R_FNC, mostly suggesting diminished hemispheric differences in patients. 

Age and gender have significant effects on left-right differences in only two pairs, 

suggesting that age and gender have similar patterns of intra-hemisphere connectivity. 

Handedness, cognitive scores, positive and negative symptoms scores do not have any 

significant effects (after 0.05 levels FDR correction) on the L_FNC - R_FNC difference.  

The effects of diagnosis are presented in Figure 4.7 for all FNC types. Pattern-wise, 

schizophrenia affects all FNC types similarly: intra-auditory, visual and sensorimotor 

networks are those networks that exhibit the largest connectivity decrease in patients, 

consistent with the conventional results (Damaraju et al., 2014).  

Age effects on the three FNC types are presented in Figure 4.8, with increasing age 

mostly causing a decrease in correlations, particularly among visual networks and 

sensorimotor networks. Cognitive control networks show both increases and decreases in 

correlation with increasing age. Homotopic network correlation also shows decrease with 

increasing age in almost all networks; only one sensorimotor network exhibits increase in 

connectivity with aging, though the effect is not significant. This is consistent with Zuo et 

al. (2010b), who found a decrease in homotopic connectivity in all regions but 

sensorimotor in their voxel mirrored homotopic connectivity study. 
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We also checked the effect of gender, handedness, and cognitive scores on FNC values; 

our analysis indicated that gender is not a factor affecting any FNCs.  

Figure 4.9 presents the results. IC 74 seems to have the widest differences on the 

correlations with visual, auditory and sensorimotor networks. Handedness, cognitive 

scores, positive and negative symptoms scores do not have any significant effects (after 

0.05 levels FDR correction) on any of the FNC types. 

 

 

 



68 
 

 

Figure 4.6: Regression results of age, gender and diagnosis effects on L_FNC and intra R_FNC, presented in – 

log10(p-value)*sign(beta) format. With a cross check with on the mean L_FNC and R_FNC differences (Figure 

4.5) lads the observation that patients have diminished left and right connectivity differences, consistent with 

our findings in comparing connectivity strength. Age and gender seems to affecting both FNCs in similar ways.  
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Figure 4.7: Schizophrenia effect on all FNC types, displayed as – log10(p-value)*sign(beta) format (at left 

column); after 0.05 levels FDR correction (at right column). General patterns look similar, for almost all pairs 

patients have weaker connectivity. Especially, highly positively connected regions auditory, visual, sensorimotor 

networks show less connectivity in patients. 
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4.3.3.1 Effects of Cognitive Scores, Symptom Scores and Mean Antipsychotic 

Dose 

We checked whether the cognitive scores contributed significantly to affect hemisphere-

specific FNCs by using a separate regression model with parameter cognitive scores.276 

subjects that the CMINDS scores available were used in this analysis. Our analysis 

revealed no significant effect of cognitive scores on hemisphere-specific FNCs or the 

left-right difference FNCs. The analysis was repeated by including age, gender, 

diagnosis, handedness, motion and cognitive scores to the model, and cognitive scores 

did not reveal any significant effect in that bigger model either.  

We also checked if there exist a relationship between PANSS and hemisphere specific 

FNCs. We analyzed the effect of scores using a regression model including parameter 

PNASS (positive and negative scores in separate analysis) using 148 subjects. Results did 

not indicate any significant relationship between hemisphere-specific FNCs or in left-

right difference FNCs. The analysis was repeated by including age, gender, handedness, 

cognitive scores, motion and symptoms scores to the model, but did not reveal any 

significant effect in the larger model either.  

Finally, we checked if the mean antipsychotic dose has an effects on the hemisphere 

specific FNCS. 129 out of 151 patients have the mean antipsychotic dose were included. 

We analyzed the effects of the mean antipsychotic dose using a regression model 

including CPZ values as a parameter. Results did not indicate any significant relationship 

between hemisphere-specific FNCs or in left-right difference FNCs. The analysis was 

repeated by including age, gender, handedness, cognitive scores, motion and symptoms 

scores to the model, did not reveal any significant effect in the larger model either. The 
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general pattern of the results did not change; therefore we kept the analysis without CPZ 

values for simplicity. 

 



72 
 

 

Figure 4.8: Age effect on all FNC types, displayed as – log10(p-value)*sign(beta) format (at left column); after 

0.05 levels FDR correction (at right column). General patterns look similar, network pairs have weaker 

connectivity with increasing age. Especially, visual, sensorimotor networks diminished connectivity in elders, 

homotopic network pairs also show a decrease with increasing age. 
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Figure 4.9: Gender effects on all FNC types, displayed as – log10(p-value)*sign(beta) format (at left column); 

after 0.05 levels FDR correction (at right column). Gender is not a significant factor affecting FNCs, we do not 

have any significances besides the sensorimotor regions in. 
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4.4 Discussion 

We proposed an approach based on gICA to investigate the functional network 

connectivity within and between cerebral hemispheres. We also used this approach to 

study the hemispheric FNC differences between schizophrenia patients and healthy 

controls, and also investigated the effects of age, gender and handedness on hemispheric 

FNC. We found that in all FNC types, L_FNC, R_FNC and Cross_FNC, schizophrenia 

patients have diminished connectivity strength (both in positive and negative) relative to 

healthy controls. We also found pronounced connectivity strength differences between 

intra-left and intra-right FNCs, and between intra-hemisphere and inter-hemisphere, in 

healthy controls relative to the schizophrenia patients. So although the general pattern of 

schizophrenia effects in all three FNC types are mutually consistent and consistent with 

schizophrenia effects on conventional whole brain FNC (Damaraju et al., 2014), our 

analysis offers evidence of diminished connectivity strength asymmetry in schizophrenia 

patients. Both laterality and connectivity have been shown to be abnormal in 

schizophrenia (Hoptman et al., 2012; Swanson et al., 2011). Our analysis addresses the 

intersection between these areas of inquiry. 

Our analysis of homotopic regions reveals that homotopic regions have much higher 

connectivity strengths than heterotopic regions. Gee et al. (2011) also found significantly 

higher connectivity strength in homotopic regions comparing to heterotopic regions in 

their atlas based study. Gee et al. (2011)ranked the homotopic regions according to 

connectivity strength and found an inverse relationship with the Euclidean distance of 

homotopic regions and their connectivity strength. 
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We also found significant within-hemisphere connectivity magnitude differences 

favoring the right hemisphere, suggesting that the right hemisphere is more tightly 

functionally calibrated (both in terms of phase alignment and anti-alignment) than the left 

hemisphere. Previous results on hemisphere-specific connectivity have been mixed: our 

findings are consistent with several other studies showing higher connectivity strength in 

the right hemisphere (Ribolsi et al., 2014), but run counter to findings of stronger intra-

left connectivity (Gotts et al., 2013) and studies (Gee et al., 2011) that found no 

significant intra-hemispheric connectivity differences.  

Regression analysis on L_FNC and R_FNC differences indicated that several functional 

networks including visual, sensorimotor and cognitive control showed higher 

connectivity strength in right hemisphere, default mode network shows higher 

connectivity strength in left hemisphere. Effects of diagnosis on the differences suggest 

that in patients, the differences are smaller, especially connectivity involving cognitive 

control networks, which is consistent with lack of lateralization in patients. Age and 

gender do not exhibit strong effects on the intra-hemisphere connectivity differences, 

which is consistent with our findings in Chapter 5 with the 4D domain analysis. 

Separate regression analyses on whole-brain, hemisphere-specific, and cross-hemisphere-

FNC types all reveal very similar patterns for age and gender. In all FNC types, a 

decrease in connectivity strength with increasing age is observed, which is consistent 

with Allen et al. (2011) that used a larger dataset consisting only of health participants, 

and no major differences are observed between females and males. 
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 Limitation 4.4.1

We should consider some limitations regarding interpreting the results. Firstly, we do not 

have the information about some domains such as working memory of subjects during 

the scanning process. Also, schizophrenia patients were under medication with 

antipsychotics, which could potentially confound the results even though analysis using 

mean antipsychotic dose did not reveal any significant effects. Though our subjects are 

ranging from age 18 to 60, they do not cover the most rapidly changing ages of 

childhood, also subjects are not balanced in gender (83 females, 231 males). Moreover, 

we focused on the resting state networks extracted from a previous study that has ICA 

model order of 100 for comparison purposes, but it would also be interesting to evaluate 

hemisphere specific FNCs with higher and lower model orders. Even though we used a 

large sample size, the subjects were scanned for a minimum of 5 minutes 12 seconds (162 

volumes); this may limit the sensitivity detection of the effects.  

4.5 Conclusion 

In summary, we propose a gICA based approach to calculate hemisphere-specific time-

courses and analyzed hemisphere-specific FNC differences in a resting-state fMRI 

dataset balanced between schizophrenia patients and healthy controls. We found 

diminished connectivity strength in patients in all FNC types. A distinctive finding that 

has emerged from our hemispheric FNC analysis is that schizophrenia patients exhibit a 

significant reduction in hemispheric functional asymmetry. We also found that 

hemisphere-specific FNCs preserve the general connectivity patterns seen in 

conventional whole-brain FNC. Moreover, effects of schizophrenia distribute over intra-

hemisphere and inter-hemisphere FNCs as much as they do over whole-brain FNC. Our 
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analysis combines two streams of resting state-fMRI research: lateralization of functional 

networks and functional network connectivity. This analysis has allowed us to extend and 

synthesize results of several previous studies tying schizophrenia to both abnormal 

network laterality and abnormal network connectivity. In future work, investigating 

hemisphere specific FNCs in a dataset containing unmedicated schizophrenia patients, 

and covering the full age range would help further interpret the results.  
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Chapter 5 : Increased spatial granularity of left brain activation 

and unique age/gender signatures: A 4D Frequency Domain 

Approach to Cerebral Lateralization at Rest 

 

5.1 Motivation 

Cerebral lateralization is a well-studied topic; however most of the research to date in 

functional magnetic resonance imaging (fMRI) has been carried out on hemodynamic 

fluctuations of voxels, networks, or regions of interest (ROIs). For example, cerebral 

differences can be revealed by comparing the temporal activation of an ROI in one 

hemisphere with the corresponding homotopic region in the other hemisphere. While this 

approach can reveal significant information about cerebral organization, it does not 

provide information about the full spatiotemporal organization of the hemispheres. The 

cerebral differences revealed in literature suggest that hemispheres have different 

spatiotemporal organization in the resting state. In this study, we evaluate cerebral 

lateralization in the 4D spatiotemporal frequency domain to compare the hemispheres in 

the context of general activation patterns at different spatial and temporal scales. We use 

a gender-balanced resting fMRI dataset comprising over 600 healthy subjects ranging in 

age from 12 to 71, that have previously been studied with a network specific voxel-wise 

and global analysis of lateralization in Chapter 3.  

5.2 Introduction 

There has been a considerable amount of work studying the differences between cerebral 

hemispheres of the brain tasks (Agcaoglu et al., 2014; Breier et al., 1999; Broca, 1861; 

Cai et al., 2013; Clements et al., 2006; Filippi et al., 2013; Gobbele et al., 2008; Gotts et 
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al., 2013; Groen et al., 2012; Liu et al., 2009; Mazoyer et al., 2014; Nielsen et al., 2013; 

Smith et al., 1996; Sperry, 1974; Stephan et al., 2003; Swanson et al., 2011; Thomason et 

al., 2009; Wernicke, 1874; Zhu et al., 2014; Zuo et al., 2010b). These studies have helped 

us understand brain laterality and revealed interesting results; however all of these studies 

have approached lateralized brain function through either global measures of lateralized 

connectivity or comparison of hemodynamic activity in homotopic regions or voxels of 

the two hemispheres.  

There has been some consideration of temporal frequencies in fMRI. For example, 

Garrity et al. (2007) showed that schizophrenia patients have significantly more spectral 

power at high temporal frequencies (0.08 Hz to 0.24 Hz) and significantly less spectral 

power at low temporal frequencies in the default mode network comparing to healthy 

control and indicated that temporal frequencies of the default mode network could be 

used to distinguish schizophrenia patients from healthy controls. Some other studies 

focused on amplitude of low frequency fluctuations (ALFF) (0.01- 0.08 Hz), for example 

Yang et al. (2007) revealed ALFF differences in resting state between eyes open and eyes 

close conditions, (Calhoun et al., 2011; Hoptman et al., 2010; Turner et al., 2012; Yu et 

al., 2013) found altered ALFF differences between schizophrenia patients and health 

control, consistent with Miller et al. (2015) that investigated effects of schizophrenia, age 

and gender in the 4D frequency domain environment. Zhang et al. (2010) investigated 

laterality of mesial temporal lobe (mTL), in their ALFF study that mainly focused on 

unilateral mTL epilepsy patients. However, to our knowledge (with the exception of 

Miller et al. (2015)), there have been no efforts to study spatial and temporal frequencies 

together in a 4D domain.  
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Though the brain is not organized periodically, the spatiotemporal hemodynamic patterns 

can, like all signals, be decomposed into additive (in this case 4-dimensional) periodic 

components. Our work indicates that the periodic constituents of resting state fMRI data 

contains interesting spatiotemporal patterns that differ between the hemispheres. 

Recently, we, (Miller et al., 2015) , proposed a 4D frequency domain approach that 

considers the whole brain fMRI scan as a single 4D signal. A 4D approach reveals the 

global organizational differences between hemispheres while simultaneously accounting 

for temporal changes. This combined spatiotemporal information provides a broader 

perspective relative to conventional temporal spectral analysis. Since we are working 

with the amplitude spectra, such an approach allows us to consider patterns of change in 

brain imaging data which have similar spatiotemporal frequency content but which may 

have different delays or spatial locations. It thus provides a rather different, yet 

complementary, way to view the underlying resting fMRI information in contrast to 

typical approaches which focus on specific networks or solely focus on spectral 

information in the time domain.  

There are well-known hemispheric differences in measures such as complexity, 

interaction, connectivity, intrinsic activity (Agcaoglu et al., 2014; Gotts et al., 2013; Liu 

et al., 2009; Nielsen et al., 2013),therefore, we were interested in evaluating whether the 

frequency characteristics vary in the left versus right hemisphere. To this end, we employ 

a 4D frequency domain approach to study cerebral lateralization. We treat left and right 

hemisphere fMRI scans as 4D signals and explore group-level differences in general 

spatiotemporal patterning of hemodynamic activation between left and right hemispheres. 

Results show strong and persistent differences in spatiotemporal power in left versus 
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right hemisphere such that the left hemisphere is more dominant for high spatial 

frequencies while the right hemisphere is more dominant for low and middle spatial 

frequencies. These differences may indicate that the left hemisphere processes 

information in various small regions intensely while the right hemisphere tends to process 

information on a substrate of broader more diffuse spatial patterns. To the best of our 

knowledge, this is the first study that investigates cerebral lateralization in the 4D 

spatiotemporal domain. 

5.3 Methods and Materials 

A summary of the data processing is presented in Figure 5.1. 

 Dataset 5.3.1

We used the same exact dataset used in Chapter 3, with almost same preprocessing 

pipeline. The only difference is that in this study, no spatial smoothing was applied to the 

data. Please see Sections 3.2.1-3.2.3 for the details of the dataset. 

 Extracting Hemispheres 5.3.2

A common, symmetric, group-mask was used for all subjects to ensure the masking did 

not add subject variance to the spatiotemporal profile. Next, we divided the 4D fMRI data 

into left and right hemispheres. We also flipped the right hemisphere data along the left-

right dimension to have an exact coordinate match with the other hemisphere, which 

provided data for each hemisphere for each subject. 
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Preprocessing

• Realigment

• Slice-time correction

• Spatial normalization

• Intensity normalization

Extracting 
Hemispheres

• Symmetric EPI masking

• Splitting hemispheres  (27x63x46x146 each)

• Mirroring right hemispheres

Welch 
Method

• Splitting data into segments of size [27,64,46,64] 
with overlapping 63

• 4D Hanning windowing on each segment of size 
[27,64,46,64] 

• Mean removal in each segment

• Taking 4D DFT of each segment with size 
(64x64xs64x64)

Spatial 
Spectral Band 

Profiles

• Taking magnitudes of DFT values

• Frequency domain normalization

• Averaging magnitudes in each segment

• Spatio-temporal profiles for each hemishere

• Logarithm transformation

Hemisperic 
Differences

Age &Gender 
Effect 

• Paired t-test for hemispheric differences

• Linear regression to check age & gender effects

 

Figure 5.1: Flowchart of data processing. 

 

. 
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 Transforming to Frequency Domain  5.3.3

We used the Welch’ method to estimate power spectral density of 4D fMRI data(Welch, 

1967). To do so, we applied sliding windows on data with a 4D Hanning window of size 

[27, 64, 46, 64] and shifted 1 point each time. We removed the mean on each data 

segment and implemented an n-dimensional discrete Fourier transform using Matlab’s 

fftn.m function. In order to maintain the same scale of spatial frequencies across x, y, and 

z, we used a transform size of [64, 64, 64, 64] on the [27, 63, 46, 64] sized data segments. 

The result is a 4 dimensional array for each segment; we used the squared magnitudes of 

the Fourier coefficients. The squared magnitudes are divided into (64*64*64*64) in order 

to equalize frequency domain power to time domain power (Perceval’s theorem). Next, 

the magnitudes were normalized so that each subject and each hemisphere and each 

segment has the same total power. This normalization enables us to compare the 

distribution of the power in spatiotemporal frequencies among subjects. Finally, we 

average over each segment to estimate PSD of each subject’s hemispheres. 

 Spatial Spherical Band Profiles (SSBPs)  5.3.4

In order to further reduce the dimensionality and provide an intuitive display; for each 

temporal frequency, we group the spatial frequencies from low to high into 32 spherical 

frequency bands and sum the squared magnitudes in each group. By doing so, for each 

subject and each hemisphere, we have a matrix of size 32 (temporal frequencies) by 32 

(spatial frequencies). Finally, a logarithm transformation (log10) was applied to the 

SSBPs. We called this matrix the spatial spherical band profiles (SSBPs). In the equation 

form, the calculation of the SSBPs is given by: 
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𝜎(𝑖,𝑗)  = log ( ∑ 𝑓 (𝑥𝑖,𝑦𝑖,𝑧𝑖,𝑗)

𝑥𝑖,𝑦𝑖,𝑧𝑖∈𝛷𝑖

) 

Where Φi is the ith spherical band (ithspherical shell)and xi, yi, and zi are the  

indices that define the spherical band in 3D spatial spectrum, f̃ is the normalized 4D 

spectrum, σ is the SSBP.We used 32 spherical shells with 1 unit thickness to cover the all 

3D spatial frequencies, the mathematical definition of the spherical bands in the 

frequency domain are given below: 

rh−32 = (h − 33)2 + (h − 33)2 + (h − 33)2 for 33 ≤ h ≤ 64 

where [33, 33, 33] represent the 0 spatial frequencies in [64x64x64] spatial frequency 

domain and ri represents the 32 different diameters of the spherical shells. 

(xi, yj, zk) ∈ Φt 

if min {|(xi − 33)2 + (yj − 33)
2

+ (zk − 33)2 − rt|}  is for rt 

 

 

 Paired t-test  5.3.5

We tested left and right hemisphere SSBPs differences with a paired t-test (left minus 

right) thresholded at p< 0.01 corrected for multiple comparison via a false discovery rate 

(FDR) correction (Genovese et al., 2002). 
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 Modeling Age and Gender Effects 5.3.6

We also tested age and gender effects on the spatiotemporal organization using a linear 

regression model. Explanatory variables included age and gender. We also included 

motion covariates average scan to scan rotation, translation from INRIAlign motion 

estimates and also spatial normalization accuracy, which is the Spearman correlation 

between the warped T2
*
-weighted image and the EPI template, in the regression model 

and since results were very similar with and without motion variables, we present the 

results without motion covariates for the sake of simplicity.  

𝜎(𝑖,𝑗) = β𝑜 + β𝑎𝑔𝑒
(𝑖,𝑗)𝑋𝑎𝑔𝑒 +β𝑔𝑒𝑛

(𝑖,𝑗)𝑋𝑔𝑒𝑛 + ε(𝑖,𝑗) 

Where 𝑋𝑔𝑒𝑛 is a number indicating the gender of subject with 2 for males and 1 for 

females. The age (Xage) distribution ranges from 12 to 71, but it is right skewed with only 

7 people older than 50 years, therefore we applied a logarithm transform to age, where 

𝑋𝑎𝑔𝑒 represents the log transformed age of the subject. All β’s are the parameter of the 

regression model with ε being the error parameter for the model, 𝜎(𝑖,𝑗) is the combined 

SSBPs. This analysis gives us the regions on the SSBPs that are significantly (p<0.01, 

following FDR correction for multiple comparisons) affected by age and gender 

(Genovese et al., 2002).  
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Figure 5.2: Subject mean frame displacement versus age is presented, while there are a few more higher mean 

framewise displacement subjects at the younger ages, repeating the analysis with a subset of 503 subjects whose 

mean frame displacements less than 0.4 mm, revealed similar results with the full analysis. 

 Age Effects on Subjects Movement 5.3.7

Generally, in fMRI, subjects with younger ages move more comparing to older adults. 

Figure 5.2 shows age versus mean frame displacement calculated as total absolute 

displacement in all dimensions. While there are a few more higher mean frame wise 

displacement subjects at the younger ages, repeating the analysis with a subset of 503 

subjects whose mean frame displacements less than 0.4 mm, revealed similar results with 

the full analysis. 

5.4 Results 

Our analysis provides insight into the spatiotemporal organization of the hemispheres 

while revealing the differences between the hemispheres, and age and gender effects on 

this spatiotemporal organization. Group summaries of the spatiotemporal organization for 

each hemisphere are shown in Figure 5.3a and Figure 5.3b; units are decibel-Watt due to 

log transformation. Visual inspection indicates similar spatiotemporal trends of activation 

for both hemispheres, though some differences can easily be recognized. We observe the 
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highest power in low spatial and low temporal frequencies, though zero temporal and 

zero spatial frequency (index [1,1]) has no power due to the mean removal. We have 

sharp borders from temporal frequencies 0.008 (index 2) Hz to 0.016 (3
rd

 index) Hz and 

spatial frequencies from 0 (1
st
 index) cycles/mm to 0.005 (2

nd
 index) cycles/mm. Overall 

variance is small in most of the low spatial frequencies. Generally power decreases as 

spatial or temporal frequencies increases. We also find significant gender and age effects 

in both hemispheres consistent with (Miller et al., 2015) which analyzed a different 

dataset but did not evaluate lateralization. 

 Hemispheric Differences 5.4.1

Paired t-test results for left hemisphere SSBPs and right hemisphere SSBPs are displayed 

in Figure 5.3c and Figure 5.3d. Frequencies shows significant (0.01 levels FDR 

corrected) differences between two hemispheres. Left hemisphere has more power in 

high spatial and low temporal frequencies comparing to right hemisphere. On the other 

hand, the frequencies favor right hemisphere occupies a larger area that covers low and 

middle spatial and almost all temporal frequencies.  
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Figure 5.3: Group averages of hemisphere SSBPs (A & B) and paired t-test result of comparison (C & D) are 

presented, In each image; left bottom represents the low temporal and low spatial frequencies; on the x-axis 

from left to right, temporal frequencies increase from 0 Hz to 0.25 Hz; on the y-axis from bottom to top, spatial 

frequencies increases from 0 cycles/mm to 0.17 cycles/mm. Left hemisphere (A) and Right hemisphere (B) 

displayed in log10 format (unit is decibel-Watt). Paired t-test results for hemisphere SSBPs, values are plotted as 

– log10(p-value)*sign(t-statistic) (C) and after 0.01 levels FDR correction (D). Red color represents the 

spatiotemporal frequencies bands favoring left hemisphere, while blue color represents the frequency bands 

favoring right hemisphere. Overall, regions favoring right hemisphere occupies a larger area and includes low 

and middle spatial frequencies, left hemisphere has more power in high spatial frequencies.  

 Age Effects 5.4.2

Regression result for age effects for both left and right hemispheres are presented in 

Figure 5.4. Age effects are very similar for both hemisphere and a separate analysis did 

not reveal any significant interaction effects of hemisphere and age, indicating that 

C  D 

A B 



89 
 

spatiotemporal organization of hemispheres is affected by aging similarly. We mainly see 

three regions that have reverse directional age effects and the border is mostly determined 

by temporal frequencies. The first region covers very low temporal frequencies (lower 

than 0.016 (3
rd

 index) Hz) and almost all spatial frequencies (except very low and very 

high spatial frequencies) and shows an increase in power with aging. The second region 

contains almost all spatial frequencies and temporal frequencies from 0.016 (3
rd

 index) 

Hz to 0.137 (18
th

 index) Hz; showing a decrease in spectral power with increasing age. 

The third region also increase in power with aging and covers almost all spatial 

frequencies and temporal frequencies greater than 0.137 (18
th

 index) Hz. Most of the 

region survives after FDR correction (0.01 levels). Our findings are also consistent with 

Miller et al. (2015) where age effects are investigated on the spatiotemporal organization 

of whole brain. We found significant age effects on lateralization in several regions using 

a network-based approach on the same data set presented in Chapter 3. Therefore, though 

age is an important factor affecting the lateralization of certain local features of specific 

functional networks, the broader difference in spatiotemporal organization of the two 

hemispheres does not appear to be affected by age. 
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Figure 5.4: Regression analysis result on subject SSBPs for age effects on Left and Right hemispheres. In each 

image; left bottom represents the low temporal and low spatial frequencies; on the x-axis from left to right, 

temporal frequencies increase from 0 Hz to 0.25 Hz; on the y-axis from bottom to top, spatial frequencies 

increases from 0 cycles/mm to 0.17 cycles/mm. Values are plotted as – log10(p-value)*sign(beta value) (A & C) 

and after 0.01 levels FDR correction (B & D). Generally, the age effects on left hemisphere (A & B) are very 

similar to the effect on right hemisphere (C & D). Overall, temporal frequencies determine the direction of the 

age effects, from 0.016 (3rd index) Hz to 0.14 (19th index) Hz and in all spatial frequencies, show a decrease in 

power with increasing age, while other temporal and spatial frequencies increases in power with aging.  

  

C D 

A B 



91 
 

 Gender Effects 5.4.3

Regression results on gender effects for left and right hemispheres are presented in Figure 

5.5. Gender effects are very similar for both hemisphere and a separate analysis did not 

reveal any significant interaction effects of hemisphere and gender, indicating that 

spatiotemporal organization of hemispheres is affected by gender similarly. Gender has a 

more complicated pattern; males have higher power in almost all spatial and temporal 

frequencies except the vertical region on very low temporal and high spatial frequencies; 

and the horizontal region on low spatial and middle temporal frequencies. After the FDR 

correction (0.01 levels), these regions get smaller to the middle spatial frequencies. These 

middle spatial frequencies get larger in low and high temporal frequencies, and gets 

narrower in the middle temporal frequencies. Females have higher spectral power in 

spatial frequencies (greater than 0.11 (22
nd

 index) cycles/mm) and low temporal 

frequencies (less than 0.016 (3
rd

 index) Hz). Our results are generally consistent with 

(Miller et al., 2015) pattern-wise. The specific FDR survival areas, however, are not 

identical. 
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Figure 5.5: Regression analysis result on subject SSBPs for gender effects on Left and Right hemispheres. In 

each image; left bottom represents the low temporal and low spatial frequencies; on the x-axis from left to right, 

temporal frequencies increase from 0 Hz to 0.25 Hz; on the y-axis from bottom to top, spatial frequencies 

increases from 0 cycles/mm to 0.17 cycles/mm. Values are plotted as -log10(p-value)*sign(beta value) (A & C) 

and after 0.01 levels FDR correction (B &D).Blue color shows the region favors males while red color shows the 

region favors females. Overall, the gender effects on left hemisphere (A & B) are very similar to the effect on left 

hemisphere (C & D). Gender patterns are complicated and dependent on both spatial and temporal frequencies.  

5.5  Discussion 

We analyzed cerebral lateralization in the 4D frequency domain using a resting state 

fMRI dataset including 603 subjects, and also studied age and gender effects. Results 

indicate significant differences in the spatiotemporal organization of cerebral 

A B 

C D 
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hemispheres, while age and gender showed significant associations with the 

spatiotemporal organization of each hemisphere. Age and gender effects on the two 

hemispheres did not differ in a statistically significant way. 

In general, low spatial frequencies reflect mostly the global patterns of brain spatial 

organization while high spatial frequencies provide more information about the 

differences at a more spatially granular scale. In this context, we found that the broader, 

more global spatial activation patterns represented by lower spatial frequencies play a 

relatively larger role in the right hemisphere than in the left. However the left hemisphere 

has more focal or distributed focal areas implicated in the spatial fluctuation. In other 

words the right hemisphere has smoother activation (spatially), while the left hemisphere 

has more of a hill-valley fluctuation pattern. This could be interpreted as that the left 

hemisphere processes information in various small specific regions, intensely while the 

right hemisphere tends to process information on a substrate of broader more diffuse 

spatial patterns. This is consistent with previous findings showing the left hemisphere has 

a more narrow function related to language processing (Kenneth Hugdahl et al., 2009), 

while the right hemisphere has been demonstrated to have a broader function related to 

visuo-spatial processing (J. B. Hellige, Laeng, B., & Michimata, C, 2010).  

The left hemisphere also dominates the vertical region on very low temporal frequencies 

(less than 0.016 (3
rd

 index) Hz) and high spatial frequencies (greater than 0.04 (8
th

 index) 

cycles/mm).These very low temporal frequencies (<0.01 Hz) contains most of the 

spectral power and are usually excluded in frequency domain approaches that take 

averages within certain temporal bands (Baria et al., 2011; Zuo et al., 2010a). In our 

approach we do not average only certain bands, and thus are able to evaluate these all 
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frequencies in both space and time. These low temporal frequency regions are also 

significantly related to gender where directionality of the effect differs for different 

spatial frequencies, from 0.04 to 0.08 cycles/mm favoring males and frequencies greater 

than 0.1 cycles/mm favor female, suggesting a complex pattern. The highly overlapping 

female dominant region and higher power in the left hemisphere, where language 

processing mostly occurs, may be related to females being more successful in language 

related tasks (Clements et al., 2006); and the male dominant region could be related 

visual processing. Further studies are required to confirm such an interpretation, for 

instance our data is eyes open resting state data, and an analysis using an eyes closed 

dataset as well as task-based data would be a useful future study.  

Age was found to have a strong association with the spatiotemporal organization of the 

brain, though no significant interaction between aging and hemisphere was found, 

suggesting both hemispheres are affected similarly by aging. Temporal frequencies were 

key determinants of the direction of the effects: we observed positive age effects in high 

temporal frequencies and negative age effects in low temporal frequencies covering a 

wider band comparing to the positively related high frequency band. A directional 

changing age effects were previously found in thalamus by Mather et al. (2013), who 

found significant age effects in fALFF (0.01-0.1 Hz) of thalamus, and further dividing the 

frequency range revealed that very low frequencies (0.01-0.027 Hz) has more power in 

older people while high frequency end (0.198-0.25 Hz). The power decrease in the low 

temporal frequencies may be related to the increase in reaction time with aging. 

Thompson et al. (2014) found that age-related slowing of the reaction time begins at the 

age of 24, in their task study of playing video games. Our result is also consistent with 
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Allen et al. (2011) which found a significant decrease in low frequency power spectra of 

all RSN networks with aging, and included speculation that this could be due to decrease 

in gray matter concentration along with the influence of other factors such as vascular 

compliance or decrease in neural activity. We were unable to do a more detailed 

comparison with Allen et al. (2011) results for higher temporal frequencies since the time 

series were low pass filtered in their study. There are some other age related cognitive 

differences in the literature, such as processing speed, reasoning, memory and executive 

functions (Deary et al., 2009), and also response inhibition; Hong et al. (2014) presented 

evidence of age-related spatiotemporal dynamics reorganization during response 

inhibition; and found that in older adults (18 participants ranging 50-70), brain current 

densities showed an increase and also more distributed comparing to younger adults (23 

participants between age 18-25) during the N2d and P3d (N2 and P3 components in 

difference event-related potentials) periods. More distributed and increased brain currents 

in older adults can be related to higher temporal or lower spatial frequencies, which is 

consistent with our finding of increased power in higher temporal frequencies. Another 

factor could be related to functional consequences of age-related changes in the gyral and 

sulcal structure of the cortex. Kochunov et al. (2005) reported that for each ten years, the 

average sulci width increased about 0.7 mm , while the average sulci depth decreased at a 

rate of about 0.4 mm/10 years. Kochunov et al. (2005) also reported gender has 

significant influence on aging effect of sulcus in regions of the superior temporal, 

collateral, and cingulate sulci with males showing more pronounced age-related change 

in sulci width than females. However, in our study which was focused on function, we 

did not find any significant gender-age cross effects.  
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Gender effects show a more complex pattern than did age. Significant associations with 

gender were observed within each hemisphere though no significant interactions between 

gender-hemisphere were found. Cosgrove et al. (2007) that reported females having 

higher cerebral global blood flow and cognitive activity comparing to males at rest, our 

technique was able to relate these differences to specific spatiotemporal frequencies. 

Even though, due the fact that we are working with rest fMRI data, it is not possible to 

make a direct inversion to certain functions, these complicated patterns may be related to 

differences between gender on certain tasks such as verbal fluency, facial emotion 

recognition or emotional memory (Wang et al., 2012). 

Our SSBP approach differs meaningfully from the typical brain lateralization studies, 

(Agcaoglu et al., 2014; Gotts et al., 2013; Liu et al., 2009; Nielsen et al., 2013; Swanson 

et al., 2011; Zuo et al., 2010b), with the fact that our approach reveals a global 

comparison of hemispheres in the frequency domain, rather than revealing specific 

regions. For example, the temporal activation of an ROI in one hemisphere with the 

corresponding homotopic region may have similar average activation value but different 

fluctuation rate (spatially or/and temporally), in this case, typical lateralization 

approaches would not reveal the differences; however our method can identify such 

differences. Moreover, our method can also detect significant spatiotemporal patterns 

regardless of when and where they actually change. 

Significant hemisphere effects were quite strong and no significant interaction between 

hemisphere and gender or age is found. In many previous studies, the left hemisphere has 

been shown to facilitate functions associated with language such as grammar and 

vocabulary, as well as analytical and logical functions (Breier et al., 1999; Cai et al., 
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2013; Clements et al., 2006; Gobbele et al., 2008; Gotts et al., 2013; Groen et al., 2012; 

Smith et al., 1996; Stephan et al., 2003; Thomason et al., 2009). In future work, we would 

like to evaluate the relationship of spatiotemporal frequencies to variables that are related 

to language processing. 

 Limitations 5.5.1

Some limitations should be considered while interpreting the results. No cognitive or 

behavior data, such as education, IQs, were available for our subjects. These factors may 

be important and should be investigated in future studies. In addition, as mentioned 

before, the ages in our dataset range from 12 to 71 with all but 7 subjects between ages 

12 and 50, thus it does not fully cover the most rapidly changing ages of childhood and of 

old age, and though we log transformed the age to work with a more uniform distribution, 

age was not uniformly distributed. Age effects were strong throughout both hemispheres, 

but no significant changes in left versus right hemisphere were identified. Finally, our 

method involves a significant data reduction, though it also provides a concise and useful 

summary of the spatiotemporal information. Based on the significant findings we show, 

this approach appears to provide a new and useful way to query fMRI data which is 

different, but complementary, to the typical approach of creating connectivity maps. In 

future work we will focus on capturing additional information that may not be fully 

captured by the proposed approach. For example, we can also incorporate the phase 

information in order to identify patterns of spatiotemporal signals that shift in time-space, 

in order to provide some additional information about where in the brain these signals 

might be localized. 
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5.6 Conclusion 

In summary, we analyzed hemispheric differences in the spatiotemporal domain using a 

large fMRI dataset. We found significant local and global spatiotemporal difference 

between the hemispheres, as well as age and gender effects. Age and gender were found 

to be affecting both hemisphere spatiotemporal organizations the same degree with no 

significant interaction effect. Hemisphere effects were quite robust and favored the left 

hemisphere for high spatial frequencies; favored right hemisphere for low and middle 

spatial frequencies. Age effects were mainly determined by temporal frequencies and 

consistent with previous studies. Gender effects were more complex and favoring males 

for mid-range spatial frequencies, which could be related to that male in general, perform 

better on visuospatial tasks. Overall, our 4D frequency domain approach appears to be a 

promising method to investigate brain organization in general and hemispheric 

specialization in particular.  
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Chapter 6: Conclusion and Future Works 

6.1 Summary 

In this PhD dissertation, we discussed 3 main studies related to hemispheric lateralization 

using resting state fMRI data. Studies performed in Chapter 3 (Agcaoglu et al., 2014) and 

Chapter 4 (Agcaoglu et al., 2015a; Agcaoglu et al., 2016) are focused on revealing 

network level differences in the content of lateralization of activated regions and 

temporal covariance of these networks, Chapter 5 (Agcaoglu et al., 2015b, c) present the 

study that focused on global level differences between cerebral hemispheres in the 

content of spatiotemporal organization of hemispheres.  

In Chapter 3, we analyzed lateralization of 28 resting state networks and found many of 

the intrinsic brain networks are highly lateralized, with several regions showing a strong 

association with age and gender. On the global measure of laterality, age was found as a 

significant factor and gender exhibiting a trend-level effect. Our results support the 

theory that multiple brain networks grow more bilateral in an attempt to compensate 

neural decline with aging. 

In Chapter 4, we proposed a (gICA)-based approach to generate hemisphere-specific 

time-courses and calculate intra-hemisphere and inter-hemisphere FNC on a resting state 

fMRI dataset consist of age and gender balanced schizophrenia patients and healthy 

controls. Our results reveal that the FNC of schizophrenia patients does not show the 

hemispheric connectivity asymmetry as seen in healthy controls. We also found reduced 

connectivity in all FNC types, such as, intra-left (L_FNC), intra-right (R_FNC) and inter-

hemisphere (Cross_FNC), in the schizophrenia patients relative to healthy controls, but 
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general patterns of connectivity were preserved in patients. Analyses of age and gender 

effects yielded results similar to those reported in whole brain FNC studies. 

In Chapter 5, we evaluated cerebral lateralization in the 4D spatiotemporal frequency 

domain to compare the hemispheres in the context of general activation patterns at 

different spatial and temporal scales. Our analysis elucidates significant differences in the 

spatiotemporal organization of brain activity between hemispheres, and generally more 

spatiotemporal fluctuation in the left hemisphere especially in the high spatial frequency 

bands, and more power in the right hemisphere in the low and middle spatial frequencies.  

Some of the studies presented in this dissertation have been published  

6.2 Future Work 

In the relevant chapters (chapter -3, 4, 5), some future research directions and suggestion 

were mentioned. In this section, some additional directions of future work are briefly 

discussed. 

In the current version of 4D spatiotemporal analyses, we used the Fourier transform to 

estimate the power spectral density (PSD) of 4D fMRI data; however there are other 

methods, such as the stochastic methods that may be adapted to fMRI data to potentially 

improve our estimation of the PSD.  

Recently, it has been shown that time-varying analysis on fMRI revealed significant 

information about brain (Calhoun et al., 2014) . Therefore it is reasonable to think that the 

differences between hemispheres of brain have dynamically characteristic. Both 

spatiotemporal and FNC differences between hemispheres could be changing 

dynamically. Time-varying characteristic can be analyzed using windowing technique on 
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time dimension or on time series. Another method would be generating time series each 

time window separately via constrained independent component analysis.  
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A. Appendix 

In Chapter 3, we presented the effects of age on the lateralization of the spatial maps. In 

order to check if the age effects are varying over age, we divide the data into two age 

subgroups; teenagers and young adult versus adults, and calculated laterality cofactors in 

each subgroup. We used the cut-off age as 29, just to match with some previous work 

(Nielsen et al., 2013). Later, we performed a robust regression analysis on these laterality 

cofactors for both groups.  

 

Figure A.1: Laterality cofactors for different subgroups. Yellow bar shows components that are more lateralized 

for the age group 12 to 29 and green bars show the components that are more lateralized for age group 30 to 71. 

Age and Gender Effects in Age Subgroups 

We subgroup the subjects into two different age groups to look at the age effects to look 

for evidence of nonlinear aging effects. In general there were many more changes in 

lateralization at the younger (age range 12 to 29) versus the older age range (range 30 to 

71). Figure A.1 shows the laterality cofactors for the two subgroups. Almost all networks 

have differences in laterality cofactors of two subgroups. Among them, basal ganglia, 
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sensorimotor and visual networks have the most remarkable differences. The basal 

ganglia network (IC 21) is more right lateralized for the elder age group, while it is 

symmetric for young age group. The sensorimotor network components 7 and 29 are 

more lateralized and component 56 is less lateralized in the elder age group. Components 

23, 24 and 38 are almost identical for both groups. The visual network component 46 is 

more right lateralized and 48 are less right lateralized at elder age group. The other 

components 64, 67, 39 and 59 are similar. The auditory network (IC 17) is more left 

lateralized in the elder age group. The default mode networks are more right lateralized 

for the elder age group (IC 53, 25, 68), with the exception of IC 50 which is essentially 

symmetric in the elder age group while right lateralized in the young age group. The 

attentional network components 34, 60, 52 and 55 are not showing changes with age 

while 72 and 71 are. IC 72 is more lateralized in the elder age group while IC 71 is more 

lateralized at young age group. The frontal network components 55, 42, 20 are 49 same 

for both age groups, and with component 47 slightly more lateralized in the elder age 

group.  

a. Age effect in age subgroup 12 to 29 

Beta values of the regression analysis on the laterality cofactors for the subjects aging 

from 12 to 29 are presented in Figure A.2. In general, aging from 12 to 29 makes 

networks less lateralized, in other words more symmetric. Three components survive 0.05 

levels FDR correction, the auditory network component 17, sensorimotor network 

component 29 and frontal network component 47. Component 17, the auditory network 

including left superior temporal gyrus, is becoming less left lateralized as age increases 

from 12 to 29. While it is hard to make firm conclusions about the impact of learning 
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language and subsequent pruning of the cortex on the observed lateralization, it is 

consistent with the idea that lateralization at the younger ages provides a benefit for 

learning language (DeKeyser, 2013). 

 

Figure A.2: Beta values for Age effects on laterality cofactors for the subgrouped data between 12 to 29. Blue 

bars show the components that are more lateralized as age goes from 12 to 29, Red bars show the components 

that are less lateralized as age goes from 12 to 29. Component 17, 29 and 47 (dashed circulated) survive 0.05 

FDR correction, components 17 and 29 are getting less lateralized and component 47 is getting more lateralized 

as age goes from 12 to 29. Component 38, 64, 67 (green circulated) do not survive FDR correction, but they have 

p-values smaller than 0.05, and are getting less lateralized as age goes from 12 to 29. 
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Figure A.3: Beta values for Age effects on laterality cofactors for the subgrouped data between 30 to 71. Blue 

bars show the components that are more lateralized as age goes from 30 to 71, Red bars show the components 

that are less lateralized as age goes from 30 to 71. No component survives 0.05 FDR correction. Component 23 

(outlined in green ) does not survive FDR correction, but it has a p-value smaller than 0.05, and is getting more 

lateralized as age goes from 30 to 71. 

Component 29, part of visual network including the paracentral lobule, is growing less 

right lateralized with age. Component 47, a part of the frontal network including left 

inferior frontal gyrus and left middle frontal gyrus, and it is growing more left lateralized 

as age goes from 12 to 29. Xiao (2012) reported that early developed native spoken 

language is processed by the left inferior frontal gyrus, while late developed written 

language is proceeded by the left middle frontal gyrus in a manner dependent on the age 

of language acquisition. Age 12 to 29 is during a phase of rapid acquisition of written 

language and vocabulary. As Xiao (2012) reported, the increase in the left middle frontal 

gyrus due to acquisition of new vocabulary is consistent with the increase in left 

lateralization. 
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Sensorimotor network component 38, regions of supramarginal and middle temporal 

gyrus, is decreasing in lateralization (p<0.05) as age goes from 12 to 29, visual network 

components 64 and 67, regions of calcarine and lingual gyrus respectively, and both are 

also growing less right lateralized (p<0.05) as age increases from 12 to 29. 

b. Age effect in age subgroup 30 to 71 

In Figure A.2, we present the beta values of the regression analysis on the laterality 

cofactors data age interval 30 to 71. There is no significant age effect in this age interval 

surviving from 0.05 levels FDR correction, however component 23 of sensorimotor 

network has p-value less than 0.05, with the region of precentral gyrus and it is growing 

more left lateralized as age goes from 30 to 71. 
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c. Gender effect in age subgroups 

On two age subgroups, we also look at the gender effects to test if the gender effects vary 

with aging. Figure A.4 and Figure A.5 shows the beta values of regression analysis for 

gender effects on the laterality cofactor for the young and elder subgroup, respectively. 

For both groups, no component survives from FDR correction, but some components 

have p-values less than 0.05.  

 

Figure A.4: Gender effects on the data age subgroup ranging from 12 to 29. Blue bars show the components that 

are more lateralized for males, Red bars show the components that are more lateralized for females. No 

components survive 0.05 levels FDR correction. Component 46 is more lateralized for females (P<0.05). 

In the younger group, visual network component 46 is more right lateralized (p<0.05) on 

females. In the elder group, left lateralized component 55 (attentional) and component 47 

(frontal) are more left lateralized on males, and right lateralized component 60 

(attentional) is more lateralized at females.  
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Figure A.5: Gender effects on the data subgroup ranging from 30 to 71. Blue bars show the components that are 

more lateralized for males, red bars show the components that are more lateralized for females. No components 

survive 0.05 levels FDR correction. Components 60, 55 and 47 are more lateralized for males (P<0.05). 
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