University of New Mexico

UNM Digital Repository

Electrical and Computer Engineering ETDs Engineering ETDs

8-25-2016

Machine Learning Approach to Forecast Global
Solar Radiation Time Series

Guillermo Terren-Serrano

Follow this and additional works at: https://digitalrepository.unm.edu/ece etds

Recommended Citation

Terren-Serrano, Guillermo. "Machine Learning Approach to Forecast Global Solar Radiation Time Series." (2016).
https://digitalrepository.unm.edu/ece_etds/249

This Thesis is brought to you for free and open access by the Engineering ETDs at UNM Digital Repository. It has been accepted for inclusion in
Electrical and Computer Engineering ETDs by an authorized administrator of UNM Digital Repository. For more information, please contact

disc@unm.edu.


https://digitalrepository.unm.edu?utm_source=digitalrepository.unm.edu%2Fece_etds%2F249&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalrepository.unm.edu/ece_etds?utm_source=digitalrepository.unm.edu%2Fece_etds%2F249&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalrepository.unm.edu/eng_etds?utm_source=digitalrepository.unm.edu%2Fece_etds%2F249&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalrepository.unm.edu/ece_etds?utm_source=digitalrepository.unm.edu%2Fece_etds%2F249&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalrepository.unm.edu/ece_etds/249?utm_source=digitalrepository.unm.edu%2Fece_etds%2F249&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:disc@unm.edu

Guillermo Terren-Serrano

Candidate

Electrical and Computer Engineering

Department

This thesis is approved, and it is acceptable in quality and form for publication:

Approved by the Thesis Committee:

Manel Martinez-Ramon, Chair

Ramiro Jordan, Co-Chair

Christos Christodoulou, Member



Machine Learning Approach to Forecast
Global Solar Radiation Time Series

by

Guillermo Terrén-Serrano

Technical Industrial Engineering, University of Zaragoza, 2012

THESIS

Submitted in Partial Fulfillment of the

Requirements for the Degree of

Master of Science

Electrical Engineering

The University of New Mexico

Albuquerque, New Mexico

July, 2016



Dedication

To my friends, who took me on cool road trips around the USA.

111



Acknowledgments

I would like to thank my advisor, Professor Manel Martinez-Ramon, for the knowl-
edge that he shared with me. And to my labmate Miguel Angel, for all the time that
we spent together during our research.

I would also like to thank my parents and sister, for their unconditional support
at any time of the day.



Machine Learning Approach to Forecast
Global Solar Radiation Time Series

by

Guillermo Terrén-Serrano

Technical Industrial Engineering, University of Zaragoza, 2012

M.S., Electrical Engineering, University of New Mexico, 2016

Abstract

The integration of Renewable Energy (RE) into Power Systems brings new chal-
lenges to the Smart Grids (SG) technologies. The generation output from renewable
sources generally depends on the atmospheric conditions. This fact causes intermit-
tences on the power output from renewable source, and hence the power quality of
the grid is directly affected by atmospheric phenomena. The increasing advances
on technologies for energy storage open a track to the Energy Management (EM).
Therefore, the power output from a renewable source can be stored or dispatched in
a particular time-instant in order to meet the demand. Scheduling Demand Respond
(DR) action on the grid, can optimize the dispatch by reducing over generated en-
ergy wastage. The difficulty now is to ensure the availability of energy to supply into
the grid by forecasting the Global Solar Radiation (GSR) on a localization where a
Photovoltaic (PV) system is connected. This thesis tries to address the issue using
Machine Learning (ML) techniques. This eases the generation scheduling task. The
work developed on this thesis is focused on exploring ML techniques to hourly fore-

cast GSR and optimize the dispatch of energy on a SG. The experiments present



results for different configuration of Deep Learning and Gaussian Processes for GSR
time-series regression, aiming to discuss the advantages of using hybrid methods on

the context of SG.
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Chapter 1

Introduction

The increasing number of relevant publications on Smart Grid (SG) is opening new
paths on the research of Power Systems Networks. Since SG technologies allow us
using real-time features measured from the Power Grid, they also allow us imple-
menting real-time decisions that can affect the to Grid. Adding these characteristics

to common Power System can improve the optimization of the overall performances

of a Grid.

1.1 Smart Grids

One of the main goals of the SG and one of the most important challenges for the
Micro Grids (MG) is fitting as tightly as possible the Electrical Demand with the
Power Generation. In order to achieve this, the system needs to be aware of the
availability of the resources. In this way, a SG can redistribute the power generation
performing an optimization to maintain continuous the power supply on all the loads.
On top of that, a Power System operating on islanded-mode can execute Demand

Response (DR) decisions to assure the continuous operation of the main loads. There



are several DR measure that can be taken on the optimization but the most important
are essentially Peak Shaving and Load Scheduling !. On one hand, the Peak Shaving
would disconnect secondary loads in order to maintain active primary loads on the
Power System. On the other hand, Load Scheduling would optimize the dispatch of
energy and the availability of the resource with the programmed loads, in order to
minimize the consumption of energy by just connecting certain loads at the time-
instant that energy generation is available in exceed. In the case that the system
cannot operate independently from a Grid even taking DR measures, the MG would

be connected back to a larger Grid.

Another of the challenges on the SG is the integration of Renewable Energy
(RE) with Power Systems. The instability and intermittence of the resources makes
difficult to relay the Power Generation on these kind of resources. Furthermore,
modeling the weather to preciously forecast the following time-instant is a hard task.
In contrast, the decreasing price of the batteries and the continuous improvement of
performances and size, considerably ease the integration of RE and therefore actual
MG implementations. There are mainly two stage of power generation in which the
batteries can assist when RE are used: the generation curve smoothing and shifting
of high frequency disruptions on the generation. Since batteries can perform these

two function on the generation, RE is a real alternative on the Power Generation.

The combination of different resources will stabilize the Energy Generation ensur-
ing that the MG will meet the energy demanded at any time-instant. For example,
Natural Gas Cogeneration plants perform an excellent usage of the energy with high
efficiencies on the production because of the reutilization of the heat produced in
exceed for heating tasks on thermal loads included on the system. In this way, there
is a notable reduction on the overall energy consumed by the system, due to the

diversification of the resources. In the case of the electrical loads, the optimization

1Source: www.energy.gov



would be done between Natural Gas plant, Photovoltaic Systems and Batteries, aim-
ing to minimize the usage of the electricity supplied by the grid for obvious reasons

related with the prizing.

In order to perform an optimization on the energy generation implementations
of algorithms for the Energy Management (EM) need to be done. What these al-
gorithms aim to achieve is the load forecasting and generation forecasting. As was
stated previously, the availability of the resource on RE can vary considerably dur-
ing a day; therefore the EM is a difficult task to carry out on MG. In contrast,
whether the system has the information of a forecasted time-instant ahead relatively
precise, the adaptation of the MG to that case-scenario by selecting the generation
sources and performing EM plan will ensure the optimal energy operation of the

Power System.

Forecasting power output with an algorithm will allow the optimization of the
power generation and its dispatch to the load. The main goal at this stage of the
problem is to reduce the fuel usage and CO5 emission by conventional power plants by
maximizing the energy produced by renewable resources 2. A secondary goal will be
to minimize the number of batteries needed by the Power System in order to smooth
and shift the output of the renewable sources, which will considerably reduce the
initial economic investment in MG . Even though the cost of batteries is reducing
significantly, they are still very expensive resources. If the price finally decreases
down to a feasible cost, the main energy supply source to Power Systems will be
renewable. Another advantage that renewable sources bring to the Power Systems is
that their maintenance costs are very small in comparison with conventional power
plants, besides that there is not expenditure in combustible along their entire life-
cycle. It is also very important to mention that the usage of batteries on the MG is

tied to the fact of their short life-cycle. They commonly require replacement between

2Source: www3.epa.gov



5 and 8 years after their commissioning 3. This is another important reason why the
number of batteries needs to be properly assessed at the designing stage of a MG

project.

1.2 Energy and Power Forecasting on Micro Grids

In particular, we tackle the problem of generation forecasting the point of view of
Machine Learning (ML). The implementation of a forecasting model is based on
historical data extracted from features of the MG and its surroundings. In this case,
devices such as Smart Meter and a Weather Station acquire the data, which records
the information about the weather and generation patterns on a particular location.
Parameters such as air maximum and minimum temperature or global solar radiation
are highly correlated with the power dispatched by Photovoltaic systems (PV) on
the MG. Other features such as air humidity or wind speed have less influence on
the power output curve. It is also relevant to mention that there are usually seasonal
components on the Power Grid, although it would be necessary to explore each case-
scenario separately the seasonal component of the data depends on the sub-problem
location. For these reasons, the proper Data Processing and Acquisition are very
important. The goal at this stage is to filter out the unnecessary features by pre-
processing data adequately. In this way, better performances on the regression for a
predicted power output by an ML algorithm can be expected. Thus, a pre-training
algorithm to find the most important features from the data could considerably
improve the performances of the GSR or power output from the developed forecasting

model .

Depending on the terminal bus that the PV system is attached to, the problem

will be stated at a different level with regards to the transmission system. There are

3Source: www.nrel.gov



approaches to the problem that aim to forecast the generation from the point of utility
grid with many available resources and the possibility of diversifying the generation.
There are also cases which aimed to predict a single household PV system output. In
some other cases, the forecasting model is used to predict the generation of a region
or an entire country. Therefore, the resolution of the input data used for setting
the model will be different for each of these cases. The developed model cannot be
generalized and used for many different kinds of PV system. The periodicity and
the frequency of the intermissions will significantly vary according to the weather

pattern. For these reason, each type of algorithm needs to be assessed separately.

According to the nature of the problem, the data that will be used in the devel-
opment of a forecasting model will contain features of the weather parameters that
can influence on the PV system or Wind turbine generation. This depends on the
renewable source that is aimed to be predicted. In this case, only the PV technol-
ogy is studied. The number of features or dimensions of the dataset for each one of
time-instants will define the bandwidth of the forecasting model. In some cases, a
combination of PV power output and weather features has been used. Parameters
such as air temperature and cloud cover are very representative for forecasting solar
radiation. In the case of a MG, the aim is to optimize the supply of energy to the
loads. For doing that, the following time-instant is predicted and the Power System
will configure itself for meeting the loads by diversifying the supply of energy and
scheduling the dispatch and recharge of the Batteries Bank. In other cases, it can be
interesting to forecast the next-day curve in order to schedule the supply of energy.
Moreover, it can be used as a mechanism of the electrical market for regulating the
generation mix plan for the next day. The forecasting model can be developed for
medium term GSR predictions, [2]. The horizon in these cases is between a month
and a year. Those time-frames are useful when the goal is to analyze the evolution
of degradation of the panel along its life cycle. However, this can be also a mecha-

nism for planning upgrades or scheduling maintenance tasks the PV systems. It can



study tendencies on the generation and detect faults on devices. In order to develop
a model for hourly solar radiation forecasting, the input data have certain features
which have higher correlation with GSR. From this point of view, the GSR curve
has a certain periodicity daily, monthly and yearly. On winter, the solar radiation
on the surface of the PV panel would have smaller daily average value than the solar
radiation expected on a typical Summer day. The same happen in Spring and Fall,
when there are typically more rainy and cloudy days, [3], [4], [5]. There are also
variations between consecutive months because of weather and seasonal patterns.
They also depend on the location. Therefore, the model has to be developed with
the data collected on the location, which is usually from the SG and weather station.
Another characteristic of the data that we need to look at, is the depth of the histor-
ical. In some of studies that have been carried out, several years of historical data
have been used. In contrast to other algorithms that use partial year information for

implementing the model.



Chapter 2

Forecasting Methods for Power

and Energy Systems

The various ML techniques used for forecasting the PV system output can be classify
by analyzing cases that have been study previously. There are also several approaches
to data processing that are used for implementing the models. In addition to the
variation of input data that is actually under study and its final usage. In this
part of the thesis, there are discussed different approaches,plus their advantages and
drawbacks. This documentation work aims to find the resources that have been
already implemented and, using this knowledge, to develop a new approach that
produces better results for the particular case of scheduling a mix generation plan

on a MG.

2.1 The Approaches for PV Energy Forecasting

The most appropriate algorithm, depends on the output variable that is being fore-

casted. Despite that, the final goal is the same. For example, [6], [7], [8], [7] and



9], attempt to estimate the GSR on a surface. The time horizon and their input
dataset varies with respect to each paper. In other articles such as [10], [11], [12]
and [3], the actual output power from a PV system is the target of the prediction.
In those cases, the input data contains the PV system power output and weather
variables in order to characterize the forecasting model accurately. The horizon of
the prediction is another of the particularities of each one of the articles. There is
a classification addressed in [2], that refers to a previous classification of horizons
for Load Forecasting. In this case, the resolution framework is defined as short-term
(between day and days), medium term (week and weeks), and long-term (between a
year and years). According to this resolution, the algorithm is used for different final
proposes such as the scheduling of maintenance tasks [2], energy market assessment
[13] or generation planning duties. There is a particular case in [5] in which satellite
images for classification of the weather conditions are included. This is done using a

trained forecasting model that is likely more appropriate to the weather parameters.

2.2 Selection of Features from Weather Data

In the literature reviewed, the input data includes parameters acquired from weather
stations for all cases. In articles like [14], [15] and [9], air temperature vectors are
used as the main informative weather input for characterizing the predictive model.
In the case of [3], the input variable is the aerosol index, which indicates a particular
atmospheric condition in that time instant. The variable of sunshine or light intensity
is used on the input data on [9], [16], [17] and [10] in combination with other variables.
The most generalized case is one in which the input of a large dataset contains
many different variables that physically characterize the weather in a particular time
instant, such as air temperature, air humidity, wind speed and direction, sunshine

hours, precipitation, cloud coverage, etc.... This type of input dataset is used in



[11], [18], [13] and [6].

There are some articles in which the input data used for training the algorithm are
also used for classification of the weather patterns of the day and used a particular
model that have been developed using data of similar atmospheric conditions in
order to improve the performance of the regression. This is the case in [3], the this
classification is done by sunny, cloudy, overcast and rainy day. In [5], there are 12
different models that are applied according to the information contained in satellite
sky images. The resolution on the sampling of the input dataset varies also from
very short-term to long-term intervals, depending on the goal of the paper. For
instance, [19], [20], and [21] use a resolution on the sampling of an hour. Others
articles processed resolutions on the time-frame of minutes and seconds such as [5],
[8] and [22]. In articles [14] and [7], the resolution of the data is daily and hourly
respectively. In regards to the depth of the dataset used to develop the predictive
algorithm, there are similarities between [14], [23], [13] and [6]. The input data set is
composed of weather data collected over several years. In other cases, the dataset is
composed of information collected along decades as in [7] and [8]. In contrast, other
articles used smaller sampling datasets, in the magnitude order of days such as [2],

[13], and [12].

There are different criteria on the size of partitions of data used for the training,
test and validation of the algorithm. Beside of the criteria for selecting which portion
is used on each one of the phases. There are cases such as [13], [6], [7] and [§], in
which are used a percentage of data between 60.% and 80.% for training and 30.%
and 10.% for test. A validation dataset is not always required but it usually has a size
which represent around the 10.% of the whole dataset. In other articles, the seasonal
structure of the data is maintained for testing the performance, for instance in [11]
and [14]. In others like [5], the dataset is composed by data from several locations,

and it is split in such a way that data for training, corresponds to 65 stations and



the sample for test, to other 18 stations. According to the horizon of the prediction
have been found different models on the literature. In [2], the forecasting resolution
is daily and the horizon is 6 months ahead. This information pretends to be useful to
schedule maintenance tasks. In the case of [17], [3] and [22], the resolution is hourly
and the prediction depth is day ahead. The magnitude order in the resolution of the
prediction is of minutes in articles such as [12] and [10]. The horizon can vary from
an hour to several hours ahead in [13] and [21]. A model for monthly prediction
is proposed in the article [4]. It uses 3 different models for sunny, cloudy or rainy

conditions.

2.3 Review of Implemented Algorithms

In regression algorithm that is implemented on the experiments, there are several
techniques combined showing different results, depending on the training and the
parametrization of the algorithm. Although, all reviewed articles used supervised

learning techniques on their work.

For instance, Artificial Neural Networks (ANN) are used in articles such as [5],
3], [19], [16] and [4]. The performance of the ANN are improved by optimization
algorithms. For instance, in [2] is implemented Genetic Swarm Optimization. In [17],
is used a genetic algorithm for parameters identification. In some other cases, the
algorithms used on the optimization of the ANN is the well-known Backpropagation,
for example in [3], [10], [24], and [7]. However, [19] and [5] used the Leverberg-
Marquart algorithm for the minimization of the regression error. In some other
articles, there are implementations of hybrid algorithms, such as [9], [13] and [2], in
which were tested a Neuro-Fuzzy Computing, that is a combination of an ANN and
Fuzzy Inference System. In [24], several variation of ANN are tested for comparing

the performance of each one with the same input dataset, including a Deep Learning

10



(DL) approach for pre-training the network. In particular, this paper implements a
Conditional Restricted Boltzmann Machine, a Recurrent Neural Network and Con-
volutional Network. The article [21] researches a Generalized Regression Neural Net-
work optimized by Particle Swarm Optimization. A Radial Basic Function Neural
Network algorithm, which is an ANN that uses a radial basic as activation function,

was tested on [18] and [25] for very short-term forecasting.

In this review of literature, were found articles published in which non-linear
models, optimized by Minimum Margin, were experimented. For instance, in [22],
[14], [15], [6] [26] and [20] were implemented different Support Vector Machines
(SVM) in combination of multiple Kernels functions. In [7] and [20] were used linear
and non-linear kernels. Radial Basis function kernel was also tested in [7]. In the
article [26], the performance of a SVM is compared to an ANN and Gaussian Process
(GP). For example in [14], it was tested a SVM and an Extreme Machine Learning
(EML) algorithm.

Some articles such as [27], [6] and [14], implemented EML techniques for fore-
casting GSR and energy generation. EML is a novelty technique inside the ANN
that simplifies the training of the algorithm. For optimizing the EML, on [6] is used
the Coral Reef Optimization, which is a Meta-Heuristic algorithm based on the re-
production and formation of the coral. In combination with EML in [27], a Entropy
Method produces higher accuracy on the output and computes faster. This method
essentially works by calculating the entropy of information to the relative degree of
change indicators. A kernel Square Exponential is used on [14] at the input of a

EML algorithm.

There are articles that show the performance of other ML algorithms such as in
[26] and [11]. In [11] particularly, it is implemented the K-Nearest Neighbor (k-NN)
method optimized by Gradient Boosting for a deterministic forecasting. The per-

formance of different techniques are tested in [26]. These algorithms are concretely:
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Relevance Vector Machine, Ridge Regression, Boosted Trees, Regression Tress, Least
Square Linear Regression and Regularized Least Square Linear Regression. In [8],
Auto-Regressive, Auto-Regressive Moving Average, Markov Chain, k-NN are imple-

mented and their performances are compared to an ANN.

2.4 Performances of Forecasting Methods

The performance for different techniques found on this review vary considerable
depending on the input data. The sampling resolution, historical depth, forecasting
horizon and the selection of variables as the most informative for developing the

model, have particular interpretation in each one of the article published.

The articles, [28] and [29] show a surveys of the different ML algorithms pub-
lished for forecasting PV system energy output and GSR and they compare their
performances. In the review of literature, were found performances with hourly res-
olution of SVM and EML. In articles such as [7] and [27], the R? are 0.969 and
0.99 respectively. In contrast with the R? 0.6567 obtained by an ANN in [9]. In
[5], ANN performs a Correlation Coefficient of 99.% and in [23] a R? of 99.78.% for
daily forecasting. Meanwhile in [8] an ANN archives 0.79 of R? with a 3 seconds
resolution input data by using a weather historical of 17 years. A GP obtains 2.19
a Mean Absolute Error in [26]. The best performance of a DL algorithm is a R? of
84,8.% in [24].
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Chapter 3

Machine Learning

Machine Learning can be defined as the discipline of knowledge that research algo-
rithms that can learn information from datasets. The enclosed information in data
is used for making predictions and decisions. These algorithms essentially develop
models from training samples of data, which are simply observations of variables.
For instance, another interesting definition for the objective in ML is stated on [30],

such as its primary goal is to make predictions as accurately as possible.

3.1 Introduction

The real fact is that there are an increasing number of ML application in the con-
temporaneous society and its number grows more and more every day. For instances,
there are many applications of ML algorithms on medical diagnosis, which by ana-
lyzing datasets of brain scanners, those are able to predict or recognized patters on
a patient from brain image. On the other hand, there are application more focus
on e-commerce or website platforms, in which items are suggested to users based

on their interests. Those identified by the information acquiesced from their pat-
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tern of usage and visits on a website. There are other uses that are empowering
search engines in order to best classify the results of a search to the interests that
a user can have when it introduces a particular set of words. Other applications
that have successfully found a solution to their problems in ML, was speech recog-
nition. There have been developed machines that are able to transcribe speech into
text. In some other areas such as computer vision, machines have been trained to
identify objects on images. It is also important to mention that their presence is
increasing on consumer products such as cameras and smartphones. This list of
new applications is growing and the number of articles published in regards to new
ML algorithms implemented and successfully working solving prediction, patterns

recognition or classification problems is continuously increasing.

3.1.1 Types of Learning

Depending on the method used on the training of the machine, the algorithms can be
classified in supervised learning, unsupervised learning and Reinforcement Learning.
On the supervised learning, the machine is trained to map from particular input
dataset and a goal, and produces an output from the model. Therefore, there is
a pair of input-output label for each sample and the algorithm is trained to meet
it as accurately as possible. In the case of unsupervised learning, there is only a
set of input data on the training of the machine, so there are not labels or targets.
For this reason, the training phase of the machine is particularly tough because it is
really difficult to know what are the output patterns that the machines are going to
display. Therefore, it is sometimes impossible to find a particular pattern on the data
or established an error metric to use along the training to avoid over-fitting problems.
Another classification on the training criteria used in ML, is reinforcement learning.
On this type of training, the machine interacts directly with a dynamic environment,

in which it must perform a particular goal but without any feedback about whether
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it is coming close to their goal or target, or not.

The problems that ML aims to solve depends on the characteristics of the output
data expected from the model. There are algorithms that are trained for making a
regression such as predictive control in robotics. Other problem in ML is classifica-
tion, in which the machine executes a categorization from the input data. In this
case, an example could be to identify the sex of a website user from their track on
website. Another output that a ML algorithm can implement is clustering for finding
tendencies on the input data. Dimensionally reduction is an output, in which the
machine would reduce the input dimensions of the data to a smaller number of the
dimensions, but maintaining the information enclosed in the data by reflexing the

statistical properties of the input on the output dataset.

3.1.2 Optimization Methods

A different classification on ML can be done from the perspective of the function
criteria that the algorithm uses to approximate the output along the training of the
machine. In this case, the techniques can be categorized in three algorithms which
are Maximum Margin (MM), Maximum Likelihood Estimator (MLE) or Minimum
Mean Square Error (MMSE).

On the case of ML algorithms such as SVM and Boosting the criteria for training
the machine is to maximize the margin. For instance, on SVM [31] the algorithm
aims to find the hyperplane which have maximum distance between the data points
inside an established margin. On the other hand, Boosting algorithm [32] attempts
to ding a good linear combination of the members of basis functions to optimize
a given loss function. This is done iteratively for the basis function which gives
the steepest descent in the loss function, and changing its coefficients accordantly.

In cases of other ML algorithms such as Deep Learning and Gaussian Process, the
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technique used for implementing an output from a model is the MLE. The aim of
this method is to estimate the parameters of a statistical model given an input data,
this is done by selecting the parameters for the model which maximize the likelihood
function. Indeed, they maximize the probability of the observed input data under
the resulting distribution. MLE gives a unified approach to an estimation, which is
well-defined in the cases of normal distribution and many other problems. In a GP
[30], is maximized the likelihood with respect to the hyper-parameters of the model
to estimates a posterior which combines information from the prior and the data.
A variation of MLE is described on [33], where the Contrastive Divergence (CD) is
used as an approximation MLE algorithm for DL. In this case the parameters of the
model are learned by maximizing the probability of the input data or equivalently
by minimizing the negative log-likelihood of the probabilities of the data. Another
criteria in a learning algorithm is the MMSE, which is used in ML algorithms such as
Multi-Layer Perceptron (MLP) or Ridge Regression (RR). The MLP is a feed-forward
ANN composed by multiple neuronal layers which is fully interconnected between
them. The neurons are connected by an activation input function for mapping the
output of each neuron from its inputs. The learning algorithm is the well-known
backpropagation, which aims to minimize the mean square error produced by the
output of the last neuron of the MLP and its training target. The RR is estimator
that approximates an output by adjusting the ridge coefficient minimizing the mean

square error in the estimation.

3.2 Deep Learning

The algorithm of DL can be classified inside the Artificial Neural Networks because
of its multi-layer structure formed by input neurons and output neurones. These

multi-layer neural networks are a class of ML algorithm, built by attaching multiple
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layers together in such a way that they form an unique machine. The methodology
used in DL is to sequence independent machines, in which the output of one layer is

the input of the next layer and successively.

3.2.1 Introduction

In the DL algorithm, each layer is trained independently so its internal parameters
are adjusted in a way that the model is able to retain the statistical properties
of the input nodes. The algorithm essentially generates a representation in the
output, by keeping the information contained in the input data, but changing the
its dimensionality. The independent layers in DL, are called Restricted Boltzmann
Machines (RBM) and they are trained by the well-known algorithm of Contrastive
Divergence [34].
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Figure 3.1: DL composed by several RBMs attached together forming a Deep Belief
Network.

The most distinctive feature of the DL algorithm is that it is able to discover
patters and structures in large input data sets [35]. The optimization algorithm
used for training the networks is the Backpropagation. It basically indicates how

the internal parameters, in each RBM that composed the network, should change in
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order to obtain an output more representative of the input. In this time, from the

entire network of attached RBMs.

Each one of the RBMs which compose the network, has a determined number
of input nodes and output nodes. Each input node has as input feature from the
dataset. It can be reworded as the output of the RBM changes the dimensionality,

or the number of features of an input sample of data.
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Figure 3.2: Neuron connections between visible (v;) and hidden (h;) units in a single
RBM.

From now on, the features of the input data are going to be called visible units
and they will be denoted by v. The output data from a layer is going to be defined
as the hidden units and indicated by an h.

On the implementation of DL, each RBM is trained independent and the joint

configuration (v, h) of the visible and hidden units has an Energy function such as:

Z Civ; — Z bjhj—zvihjwij (3.1)
1,J

i€visible j€hidden

this equation is independent for each one of the RBMs that forms the machine.
Where v; and h; are the states of the visible unit 7 and the hidden unit j, ¢; and b;,
are the visible and hidden biases respectively, and w;; are the weights between visible
and hidden units. By computing the Energy, the network assigns a probability to a

possible state that a neuron can have [34].
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On a RBM the probabilities to every possible join between pairs of visible and

hidden units are given by computing the previous stated Energy function as follows:

p(v,h) = = exp (—E(v, h) (3.2)

where Z is the summation of all the possible joins between pairs of visible and

hidden units on the RBM so that:

Z =Y exp(—E(v,h)) (3.3)

The probabilities of each visible units on a RBM, are assigned to the vector v.

This is given by simply summation all the possible hidden states:

pv) = 2 3 exp(~E(v.h) (3.4

hidden

The probability given to an input sample of training data can be raised o de-
creased by adjusting the weights and bias of the connections in the network. Hence,
raising the energy of a particular input node will decrease the energy of other input
nodes. This methodology is also used in the backpropagation and it will be explained

later on this section.

Considering the particular case in which each node of a network has a binary
state, and their activation is defined by a logistic function. For a given a training

sample, each binary state h; in the output node, will be set to 1 with a probability:

plhy =1lv) =0 (bj + Z%‘Mj) (3-5)
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where o(x) is the logistic function:

1
_ 3.6
o) = T (36)
and where x is the previously stated:
X = bj -+ Z Vi Wiy (37)

3.2.2 Training a Restricted Boltzmann Machine

From the earliest days of pattern recognition, the aim of researches has been to
replace hand-engineered features with trainable multi-layer networks, but despite its
simplicity, the solution was not widely understood until on the mid 1980s, when it
turns out, that multi-layer architectures can be trained by simply stochastic gradient

descent.

CD is a procedure used for training DL machines introduced in [34]. It is es-
sentially an approximation of the gradient of the log-likelihood based on a model
of short Markov Chain between probabilities of the hidden units, given the visible
units of the model and vice versa, the visible unites g