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Abstract

For many centuries, researchers have investigated the complex interactions between
a solid surface and a fluid in motion relative to the surface. For many cases, the classical
no slip boundary condition holds true. However, there are a subset of situations where
this assumption is not valid, and slip between the surface and fluid must be considered.
One such example is a micropatterned, superhydrophobic surface, which has been shown
to enable slip resulting in a decrease in drag and pressure loss for both laminar and
turbulent flow. The hydrodynamic effects of these surfaces have been studied in depth,
but the effects on heat transfer are largely unknown. The primary goal of this research
effort was to explore the effects of slip flow on laminar convective heat transfer resulting

from micropatterned, superhydrophobic surfaces.

The first step toward achieving the research goal was to develop a model to study first
order effects, predict the effect of slip flow on heat transfer, and design the experimental

setup. The general momentum equation for Poiseuille flow was solved using modified
vi



boundary conditions consistent with slip flow, and the resulting velocity profile was input
into the thermal balance equation which was numerically solved. The model assumed
hydrodynamic slip but not thermal slip nor a temperature jump at the boundary, and as

a result, it predicted a net increase in heat transfer performance.

For the experimental portion of the study, laminar Poiseuille flow in a parallel plate
configuration with a constant temperature boundary condition at 273 K using an ice bath
was studied. Four sets of copper sample plates measuring 15 cm by 3.8 cm were
fabricated with different surface condition: 1) uncoated smooth, 2) hydrophobic coated
smooth, 3) uncoated micropatterned, and 4) hydrophobic coated micropatterned. The
micropattern was a laser machined array of 25 um x 25 um microridges oriented in the
streamwise direction. Contact angle measurements were made on all of the test samples

to ensure the coated plates were hydrophobic and the uncoated plates were not.

From the experimental results, several observations and conclusions were made.
First, only the micropatterned, superhydrophobic coated sample achieved a slip state
with an average slip length of 0.3 mm. Second, hydrodynamic slip was observed without
the accompaniment of thermal slip since the heat transfer performance for the
superhydrophobic sample was as good as or better than the baseline sample for all flow
rates tested. Finally, it was concluded that micropatterned superhydrophobic surfaces
reduce pressure loss and improve heat transfer as seen by the improved efficiency factor,

which is the ratio between the Nusselt number and the friction loss.
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Chapter 1

Introduction

1.1 Motivation

As components and systems continue to shrink in size and volume, the ability to
control fluid dynamics and heat transfer at smaller and smaller scales becomes
increasingly important. Small and microscale systems are rapidly proliferating into many
sectors including telecommunications, medical, energy, automotive, and aerospace
addressing critical applications such as cooling computer processors, servers, power
amplifiers, and RF systems; lab on a chip for biological and medical testing; and additive
manufacturing. The ability to understand and control fluid and thermal effects at milli-,

micro-, and nanoscale lengths is becoming increasingly important.

Recent developments in microfabrication techniques, nanotechnology, and surface
chemistry have provided scientists and engineers with the ability to manipulate and
control solid, fluid, and vapor interactions at two- and three-phase interfaces. Surfaces

can be tuned for various surface characteristics ranging from fully wetting to
1



superhydrophobic using microscale surface patterning, nanoscale roughness, and
specially tailored chemical surface treatments [1], [2]. These new surfaces provide
engineers the ability to control many parameters to dial in specific traits of the surface,
including low drag, stain-free, self-cleaning, anti-icing, anti-dew, heat transfer enhancing,
and advanced wicking [3]. The design of many of these surfaces mimics natural biological
systems such as the leaves on the lotus plant or the legs of a water strider [4], [5], [6], [7],
[8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20]. Of specific interest in
the research community are superhydrophobic surfaces and their effects on drag, boiling,

condensation, evaporation, and single-phase convection.

Many researchers have explored a wide array of potential applications for super-
hydrophobic surfaces and have shown modest improvements in drag reduction in fluid
channels, over hydrofoils, and around ship hulls for laminar flow and significant
improvement as high as 60% for turbulent flow [21], [22], [23] [24], [25] [26] [27] [28] [29]
[30]1[31]11[32],[33],[34], [35], [36], [37], [38], [39]. In addition, there have been a number
of efforts that have investigated the boiling, dropwise condensation, and evaporation
performance of these surfaces, and many researchers have demonstrated system level
improvements across the board for these cases [40], [41], [42], [43], [44], [45], [46], [47],
[48], [49], [50], [51], [52], [53], [54], [55], [56]. Some researchers have used
superhydrophobic surfaces in combination with superhydrophilic surfaces to create one-
way heat transfer devices where liquid evaporates on the hydrophilic surface, condenses

on the hydrophobic surface, and is then propelled, or jumps, from the hydrophobic



surface to the hydrophilic surface because of the energy difference between the two
surfaces [57], [58]. Heat transfer does not occur in the opposite direction because a drop
that condenses on the hydrophilic surface will not jump to the hydrophobic surface. The
ability for engineers to design and control surface structures and properties provides a

wealth of potential uses and applications that are beginning to be explored.

1.2 Research Goals and Objectives

There is a large body of work investigating the role and effects of superhydrophobic
surfaces in heat transfer applications, but single-phase internal flow has received limited
attention from the research community. When this project was originally started, there
was one conference paper that discussed the potential for heat transfer enhancement of
superhydrophobic surfaces for a constant flux boundary condition [59]. Since the
initiation of this project, there have been many subsequent papers that analytically and
numerically explored the topic for surfaces with longitudinal ridges, transverse ridges,
pillars, and holes [60], [61], [62], [63], [64], [65], [66], [67]. HOowever, there have been no

studies that have reported experimental results for superhydrophobic surfaces.

The overall goal of this work was to explore and develop a greater understanding of
heat transfer effects from micropatterned, superhydrophobic surfaces for laminar
internal flow and to improve understanding of the effects of hydrodynamic slip and
potentially thermal slip at the three-phase interface boundary for relevant heat transfer

surfaces. This goal can be broken down into three major objectives



Objective 1: Develop and fabricate micro-patterned superhydrophobic surfaces

using copper, aluminum, or other relevant heat transfer surfaces

One of the first challenges that had to be considered was fabricating the micro-
patterned surface texture using a method and form factor suitable for experimental
study. For synthetic hydrophobic surfaces, the wetting states are fairly well known [68],
[2], [69], [70], [71], [72], [73], [74]. For surfaces with microscale roughness, droplets will
either rest on top of the surface texture in the highly mobile Cassie state, or the droplet
will fully penetrate into the receded parts of the surface and will pin to the surface in the
Wenzel state [75], [76], [77], [78]. However, the key to superhydrophobicity in biological
systems is two-tier surface roughness at the micro- and nanoscales. Achieving this multi-
scale roughness can be challenging in a form factor that lends itself to experimental
testing. Macroscale testing is easier to instrument but requires larger samples to be
fabricated which limits possible fabrication techniques; whereas, microscale testing
allows for smaller samples and more fabrication techniques, but creates significant
challenges for instrumentation and measurements. In addition, while some microfluidic
applications might benefit from microscale implementation, the greater challenge is to
achieve a noticeable effect on the macroscale. The trade-off between these issues was a

major challenge for the research project.

One of the specific goals for this research effort was to explore materials and concepts

that would be relevant to a real-world application upon successful completion. This



objective greatly reduced the number of potential substrate options and created multiple
challenges fabricating test substrates. Copper and aluminum are two of the most used
materials for thermal systems because of their high thermal conductivity, but their use
for superhydrophobic surfaces presented two major challenges: 1) fabricating microscale
patterns with nanoscale roughness and 2) achieving good adhesion between the
hydrophobic coating and the substrate. Understanding the interplay of these issues and

finding workable solutions was a major part of this research effort.

Objective 2: Investigate the effect of hydrophobicity and superhydrophobicity on

friction loss and heat transfer performance for laminar flow

There were two key parts to this objective. The first was to fully characterize the
critical parameters for the hydrophobic and superhydrophobic surfaces. Many
researchers have investigated the general properties of hydrophobic surfaces such as
surface wetting and contact angle, but few measure and report key environmental
parameters such as temperature and humidity and contact angle hysteresis [79], [57],
[80], [81], [82], [83], [84], [85], [86]. The contact angle on copper substrates is highly
sensitive to temperature with values ranging from 9° to 70° for temperatures ranging
from 20 to 100 °C [87]. An effort was made during this project to measure and report the
environmental parameters during these measurements such as ambient temperature and

relative humidity.



The second was to experimentally measure the friction loss and heat transfer effects
of the hydrophobic and superhydrophobic samples compared to uncoated and un-
patterned surfaces. As noted previously, this was especially challenging because of the
trade-off of measuring what are likely micro- and nanoscale impacts at macroscale levels
that are more easily instrumented and measured. Since the initiation of this project,
there has been a large body of work to analytically and numerically predict the behavior
for slip at the wall caused either by pure slip or caused specifically by patterned
superhydrophobic surfaces. Very few efforts have attempted to experimentally measure
the heat transfer effects; most experimental studies have focused solely on drag effects.

This objective was an effort to gain experimental insight into thermal effects.

Objective 3: Determine and calculate hydrodynamic and thermal slip on a
superhydrophobic surface and compare that to existing analytical and

numerical models

Using the pressure loss and heat transfer results from the experimental
measurements, hydrodynamic slip and thermal slip lengths were calculated at the
boundary for the various hydrophobic and superhydrophobic surfaces through and
indirect method that compared the measured values to those of the uncoated, smooth
surface. Since it is very challenging to directly measure these effects without interfering

with the flow, indirect measurements were used. These results were then compared to



existing predictive models to help determine and quantify the hydrodynamic and thermal

slip lengths.

1.3 Organization

Chapter 2 provides background information discussing the slip boundary condition,
factors that affect slip with a more in-depth discussion of surface wettability, and finally
a review of hydrophobic and superhydrophobic surface concepts. Key characteristics of
superhydrophobic surfaces such as contact angles, wetting states, and surface structures
are introduced, and important surface patterning characteristics are assimilated and
reported for achieving superhydrophobicity. Chapter 3 is a literature review that
summarizes and discusses the results by other authors for drag reduction in both laminar
and turbulent flow regimes, as well as the multiple analytical and numerical studies
exploring the thermal effects of slip caused by superhydrophobic surfaces. These models

will be compared to the experimental data in Chapter 7.

Chapter 4 presents a thermal model that predicts thermal performance based purely
on a hydrodynamic slip boundary condition at the wall using a Crank-Nicolson numerical
modeling approach [88]. It does not account for the possibility of thermal slip, nor does
it consider interface heat transfer resistance effects caused by the micro-patterned,
superhydrophobic surface. It was primarily used for first-order analysis to understand the
potential effects and to help design the experimental apparatus to maximize the

measured temperature difference between slip and no-slip boundary conditions. The



paper describing these findings was presented at the 2012 AIAA Aerospace Sciences
Conference [89]. However, the last section does introduce new material developed after

the presentation of the material at the conference.

Chapters 5, 6, and 7 present the experimental work. Chapter 5 describes the sample
fabrication techniques for the five different sample cases that were developed and tested
and the microfabrication technique developed and tested in conjunction with the
hydrophobic coating. Hydraulic and thermal testing was only conducted on one coating
because of adhesion issues with the other coating. In Chapter 6, a discussion of contact
angle and contact angle hysteresis measurement techniques is presented along with the
results and example images for each of the surfaces. The ambient temperature and
relative humidity are also presented for each of the measurements. Chapter 7 describes
the experimental setup for the hydraulic and thermal testing, the results for each of the
samples tested, and a comparison to the control sample as well as to the model
predictions from the literature review in Chapter 3. Estimates for the hydraulic and
thermal slip are also provided. Finally, Chapter 8 contains concluding remarks and

suggestions for future work.



Chapter 2

Slip Boundary Condition Background

Until recently, virtually all undergraduate engineering students and most professional
engineers accepted that the only boundary condition realized for fluid flow over a solid
surface was no-slip. Accordingly, the fluid must have zero relative velocity to the
boundary at the solid-liquid interface for Newtonian, macroscale flow. The no-slip
boundary condition manifests because of the force imbalance between the adhesion
force at the surface-liquid interface and the cohesion force at the liquid-liquid interface.
For most fluids and scenarios, the adhesion force is greater than the cohesion force
thereby resulting in a zero relative motion at the solid-liquid interface, and generally, this
assumption provides adequate accuracy for the significant simplicity it provides to many
modern day calculations. However, as technology continues to shrink in size and
engineers improve technology to observe and control materials at smaller and smaller
length scales, understanding the physical effects at small length scales becomes

increasingly important.



The no-slip boundary condition has generally gained acceptance amongst scientist
and engineers. However, this was not always the case, and the solid-liquid interface
behavior was a highly debated topic during the 18th and 19th century. A review of the
history of this discussion was provided by Goldstein [90]. The no-slip boundary condition
was first proposed by Daniel Bernoulli in 1738 [91] to account for errors between his
calculations for a perfect fluid and experimental results. In the 19th century, three
hypotheses were put forward: 1) Coulomb stated that the fluid velocity at the boundary
of a solid is the same as that of the solid and changes continuously in the fluid, 2) Girard
believed that there was a stagnant layer between the solid and the bulk fluid and that at
the interface between the stagnant layer and the bulk fluid slip occurred, and 3) Navier
believed that slip occurs at the boundary and that slip is resisted by a force proportional
to the relative velocity. Using his equations of motion for a viscous fluid, he deduced that

the boundary condition should be:

U = A——- (2-1)

where, us is the slip velocity, A is the slip length, ux is the fluid velocity in the primary flow
direction, and the differentiation with respect to the y-direction, which is normal to the
wall. If the slip length is zero, then Equation 2-1 reduces to the no-slip boundary
condition. Figure 2-1 shows depictions of the no-slip and slip boundary conditions

described by Equation 2-1.
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Figure 2-1: Depiction of the a) no-slip and b) slip boundary conditions defined by Equation 2-1

a)

Over many years the boundary condition at the solid-liquid interface was discussed
by many of the great historical names in science and engineering: Poisson, Poiseuille,
Darcy, Helmholtz, Maxwell, and Stokes. Poiseuille noted that the velocity of blood in a
tube decreases from a maximum at the center to a small value at the walls while Maxwell
was the first to predict and quantify the slip length as being on the order of the mean free
path of the fluid [b=0(1 nm)], but it was the hypothesis suggested by Stokes that would
gain acceptance. Stokes suggested that there is no-slip at the boundary and that
properties in the fluid are uniform. Ultimately, the Stokes’s hypothesis for the no-slip
boundary condition was accepted in part because it could not be disproven by

measurement devices of the time.

Only many decades later experimental techniques advanced far enough to observe
and probe the solid-liquid boundary phenomena with sufficient accuracy to answer the
qguestion. In 1952, Tolstoi [92] proved Maxwell’s theory that slip length is on the order of

the mean free path of the fluid, and then Blake in 1990 [93] validated this theory [94]. In
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1956, Schnell [95] produced the first experimental evidence suggesting that slip occurs at
the solid-liquid interface by measuring the flow rate of water in glass capillaries treated
to be hydrophobic. Finally, Thompson and Troian [96] were the first to demonstrate that
surface hydrophobicity can produce slip lengths larger than the mean free path using
molecular dynamic simulations. Today understanding and controlling the solid-liquid
boundary condition using superhydrophobic surfaces is still an area of active
investigation. Ultimately, over time, Navier’s hypothesis that slip occurs at the interface
has been shown to be correct and that Bernoulli’s no-slip boundary condition is an

acceptable approximation without loss of accuracy for most cases.

2.1 Slip Boundary Condition

The designation of a slip boundary condition is a broad and general term that
encompasses a wide range of physical phenomena and effects and refers to any situation
in fluid dynamics where the tangential velocity component immediately in contact with
the solid surface is non-zero. Slip is further categorized and defined dependent on the
context and mechanism for slip. Molecular, or intrinsic, slip refers to using hydrodynamics
to force molecular slip using large forces [97]. Molecular slip will occur when the

intermolecular interactions are balanced by the viscous forces such that:

A
poly ~ =2 (2-2)

12



where, p is the viscosity of the liquid, o is the molecular length scale, ¥ is the shear rate,
and Ay is the Hamaker constant for intermolecular forces. Using water as an example
where viscosity is 103 Pa-s and typical values of the Hamaker constant of 10'*° J and

molecular length scale of 0.3 nm, results in a shear rate on the order 10*? s’ [94].

Two examples where molecular slip occurs are gas flow and contact line motion. For
gas flow, devices with dimensions on the order of the mean free path of the gas have
shown significant slip [98]. Maxwell first introduced the possibility of gas slip by
considering that some wall collisions were specular and some were diffusive which allows
the exchange of momentum between the gas and wall with a slip length given in Equation
(2-3) [94]:

A(2rop,) = 2C 7000 23

where, p is the gas density and poc is the fraction of diffusive collisions. Generally, the
Knudsen number, defined as the ratio between the mean free path and the system size,
is used to characterize the boundary condition for gas flow with slip being important when
the Knudsen number is greater than 0.1 [99]. The second example for molecular slip is
contact line motion, for which molecular slip was used to remove singularities in the

motion of the contact lines and were reviewed by de Gennes [100] and Dussan [101].

Apparent slip occurs when the no-slip condition holds at very small length scales, but

it appears that the no-slip condition is invalid at large length scales. Examples of apparent
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slip include flows of non-Newtonian flows such as polymer solutions, electrokinetics,
acoustic streaming, and liquid flowing over a gas layer. Apparent slip occurs when there
is a steeper velocity gradient closer to the surface than in the bulk fluid, which translates
to the perception of a slip length. This can be caused by density, viscosity, or other
changes in the boundary layer near the surface. The apparent slip region can be very thin
as noted by de Gennes who observed slip effects are explainable by a gas layer only 1 or

2 atoms thick [102].

Finally, effective slip is defined as estimating the molecular or apparent slip by
averaging an appropriate measurement of the length scale of the experiment, device, or
system [94]. Effective slip is the calculated or estimated Navier-like slip using macroscale
measurements, techniques, or approaches. Effective slip does not capture the actual
surface interaction phenomenology or boundary condition behavior, but rather provides
an approximation of the boundary condition and boundary layer effect on the macroscale
based on an equivalent no-slip boundary condition. The utility of effective slip is in its

commonality for reporting and comparing results in the literature.

Over the last few decades, investigating slip phenomenology has been an active and
growing area of research. With advances in precision measurement equipment,
advanced testing techniques, nano- and microscale material tailoring, and molecular
dynamic simulations, researchers have been able to probe the solid-liquid interface under

a wide range of conditions in an attempt to better understand slip phenomenology. There
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have been numerous studies indirectly and directly measuring slip under a wide range of

conditions.

Indirect studies assume that the velocity tangent to the surface is proportional to the
shear rate at the surface. Most approaches compare measurements taken for slip
behavior to no-slip control conditions. For example, one approach is to measure pressure
drop versus flow rate such that a constant pressure differential is established for various
test conditions and the resulting flow rate is measured. Under these conditions, slip flow
will provide higher flow rates for a set pressure differential than no-slip flow [94]. The
inverse approach where flow rate is maintained as a constant and the pressure head
losses caused by the slip or no-slip condition are measured has also been used [33]. Other
indirect measurement approaches include measuring drainage versus viscous force using
either a surface force apparatus [103], [104], [105], [106] or an atomic force microscope
[107], [108], sedimentation speed under gravity [109], and streaming potential using an
electrolyte solution [110]. The drawback with all of these approaches is that they

measure the effective slip and do not directly measure local slip at the boundary.

Direct measurement techniques unlike indirect approaches attempt to directly
measure the local slip at the boundary usually through tracer particles or fluorescent
probes. Particle image velocimetry uses an optical system to measure the velocity profile
of passive tracer particles in either Couette or Poiseuille flow and compare the particle

velocity profile to the ideal flow condition [34], [36], [111], [112], [113]. The flow profile
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is also used to determine the flow velocity at the surface. Approaches using fluorescent
probes include near-field laser velocimetry fluorescent recovery [114], [115], [116] and
fluorescence cross-correlation [117] and are generally only effective on very small length
scales on the order of 1 um. While these techniques attempt to observe and directly
measure the local velocity field at the boundary, the addition of measurement particles
to the flow impacts flow dynamics and must be carefully designed and analyzed to
eliminate external contributions. Lauga, Brenner, and Stone [94] provide a detailed
discussion of the various indirect and direct measurement approaches as well as detailed
tables summarizing the experimental approaches and results from the literature for each

technique.

2.2 Factors Affecting Slip

Because of the high interest for understanding slip boundary conditions for diverse
applications including polymer processing, gas dynamics, drag reduction, and micro-
fluidics, there is a large amount of existing research investigating the various physical
parameters that affect slip. The following sections will summarize the existing literature

for each parameter.

2.2.1 Shear Rate

Navier’s hypothesis, which remains the primary means to define and characterize slip
at the boundary, assumes a constant slip length. However, molecular dynamic

simulations and experimental evidence indicate that slip is rate dependent and that there
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is a critical shear rate that must be satisfied before slip can occur [118], [119], [120]. Zhu
and Granick [105] indirectly studied rate dependent slip of highly wetting Newtonian
fluids on molecularly smooth surfaces for three different fluid-solid configurations by
measuring the hydrodynamic forces and found that 1) after a critical shear rate was
reached the hydrodynamic force reduced two to four orders of magnitude less than
predicted by no-slip and 2) slip increased with contact angle. They followed this study by
investigating the limits of the no-slip boundary condition and the effects of intermolecular
interactions and surface roughness. The advancing and receding contact angles that they
studied ranged between 12° and 121° and surface roughness between 0.5 and 6 nm. They
observed that the critical shear stress and shear rate for deviation from no-slip predictions
increased nearly exponentially with increasing roughness and diverged at 6 nm rms

roughness. They concluded that intermolecular interactions dominated for smooth surfaces

and surface roughness dominated for all other cases [106].

Thompson and Troian [96] first predicted the concept of critical shear rate for slip
through their molecular dynamic simulations. Using molecular dynamic simulations of a
Leonard-Jones fluid, Ngayama and Cheng [121] identified the importance of surface
wettability in determining interfacial hydrodynamic resistance which resulted in lower
interfacial resistance for hydrophobic surfaces and a plug flow velocity profile shape. They
also predicted that the boundary condition is determined by the relationship between the
interfacial resistance (surface wettability) and the external driving force (shear rate) with

slip occurring when the external driving force overcomes the interfacial resistance. Using
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a similar approach, Priezjev and Troian [122] predicted that for a weak solid-fluid
interaction the slip length increases non-linearly with shear rate following a power law
function; whereas, a strong solid-fluid interaction led to a linear rate-dependence of the slip
length. Experimental results by Wu and Cheng [123], Zhu and Granick [106], and Choi et
al. [21] support the idea of a critical shear rate required for slip to occur on a surface with

values ranging from 10,000 to 50,000 1/s.

2.2.2 Gas Layer

Slip has been observed experimentally to depend on the type and quantity of
dissolved gas, and the existence of a gas layer has been attributed to the most likely
reason for apparent slip to occur. It was reported in sedimentation studies that slip only
occurred when the liquid sample was in contact with air and that the no-slip condition
held under vacuum conditions [124]. Slip results in non-wetting systems have been found
to depend strongly on the fluid, solid, contamination, and the ambient environment
under which the experimental procedures were performed. For very clean, smooth
hydrophobic surfaces boundary slip on the order of 20 nm was measured, which was in
good agreement with theory and numerical simulations for smooth non-wetting surfaces
[125]. Cottin et al. [125] also noted that the very large slip lengths reported in the
literature were likely caused by nanoscale hydrophobic contamination particles that “act
as nucleation sites for vapor bubbles,” which they claim is supported by the results of
Tretheway et al. [126] and the change in Cottin et al.’s results testing hydrophobic

coatings in a clean room environment compared to an ambient lab environment. This
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claim was also supported by the reporting of Lin and Granick [127] who reported the
presence of platinum nanoparticles on the smooth mica surfaces tested by Zhu and

Granick [106].

The concept of a gas layer was first mentioned by Ruckenstein and Rajora [128] and
detailed theoretical consideration has shown it is a favorable condition for water between
two hydrophobic surfaces to vaporize forming a gas layer [129]. The boundary condition
requirements for a liquid-vapor interface are very different from a solid-liquid interface
and requires the stress to be continuous at the liquid-vapor interface, thereby leading to

apparent slip. The apparent slip length for a vapor-water interface can be found using:

A
A Hwater 1 (2-4)
H  Uypapor

For a vapor-water interface, the viscosity ratio is on the order of 50. The actual vapor
formation at the surface is important because a vapor layer behaves differently from

vapor bubbles [94]:

1. The gas in bubbles recirculates, which decreases the previous estimate for slip

length by a factor of four.

2. The no-slip region located between the bubbles will significantly decrease the

apparent slip lengths.

3. Bubbles in general are not flat, which decreases the slip length further with an

effect similar to roughness on a shear flow.
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When the gas layer is in the Knudsen regime, the shear stress in the liquid is balanced by

a thermal stress in the gas which leads to an apparent slip length given by:

u
pguth

A~

(2-5)

where uw is the thermal velocity, is independent of the height, and can be at the
micronscale [94]. The concept of using a gas layer to create apparent slip has been
exploited extensively in the use of superhydrophobic surfaces in the Cassie state to
drastically reduce drag in laminar and turbulent flow as shown in Figure 2-2. The concepts
of superhydrophobicity, wetting states, and drag reduction in slip flow will be discussed

further in Section 2.3 and 2.4 and in Chapter 3.

Figure 2-2: a) Fluid flow over a superhydrophobic surface and the three-phase (solid-liquid-vapor)
interfaces [130] b) schematic of microfeatures with nanoscale roughness to enhance the gas

fraction before wetting occurs [28].

2.2.3 Pressure

The effect of pressure on slip is largely tied to the previous section and the concept of

a gas gap providing the means for slip to occur at the interface. The PIV experiments of
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Tretheway, Stone, and Meinhart [126] found the measured slip length decreased with
increases in absolute pressure, and for water, the no-slip boundary condition held above
6 atm. The effect of pressure gradients on slip was discussed by Ruckenstein and Rajora
[128]. Based on equilibrium thermodynamics, they proposed that the chemical potential
of a liquid molecule depends on pressure, and a pressure gradient leads to a chemical
potential with a net force on the liquid and a net surface velocity with a slip length on the
order of:

1D

A~—
pmolDHkBT

(2-6)

where p is the viscosity, Ds is the diffusion coefficient of the molecules close to the
surface, pmol is the molecule density, Dy is the hydraulic diameter, ks is Boltzman’s
constant, and T is temperature. For water, the results for the above equation lead to
molecular size slip lengths and indicate that for large slip lengths, slip over a gas gap is

required [94].

2.2.4 Surface Roughness

The influence of surface roughness on slip is still heavily debated and is not purely an
independent variable but is strongly tied to surface wettability and other surface effects.
Molecular size, larger scale roughness, and geometrical features influence behavior at the
solid-liquid interface by creating ambiguity to the exact location of the surface, thereby
impacting the dynamics of the nearby fluid leading to both increasing and decreasing

friction with roughness depending on the situation [94]. From a physical perspective the
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idea of roughness decreasing slip is straightforward in that on the roughness inhibits flow
and dissipates mechanical energy that resists motion [94]. However, surface roughness
also greatly impacts the wettability and the contact angle of the solid-liquid-vapor

interactions and is not easily decoupled from these effects.

2.2.5 Wetting

Early researchers recognized that friction at the solid-liquid boundary should be a
function of the physiochemical nature of both the solid and the liquid and that wetting
properties should play and important role [90]. Wetting effects between solids and liquid
are reviewed extensively by de Gennes [100], [131] and are quantified by the spreading
coefficient, S = ys—yL—17is, which is the difference between the solid, liquid, and combined
liguid-solid interfacial energies [94]. When S is positive, the solid is completely wetted by
the liquid, and when S is negative the solid is partially wetted with a small droplet taking
the shape of a spherical cap. Slip has been measured in systems in complete wetting and
partial wetting, and slip has usually been found to increase with contact angle. Lauga et

al. [94] summarized and provided a number of references regarding wetting studies on

slip.

For the case of molecular or intrinsic slip, Tolstoi [92] was the first to try to capture
slip at the molecular level using concepts from thermodynamics to relate surface energy
and molecular mobility. In the case of complete wetting, the Tolstoi [92] model leads to

the no-slip boundary condition within the scope of Maxwell’s theory of the mean free
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path of the fluid, but in the case of partial wetting, molecules near the surface have larger

mobility leading to a slip length on the order of [94]:

(2-7)

A (aoazyL(l — cos HE)> .
o

—~exp kT

where o is a dimensionless geometrical parameter of order one and 6k is the equilibrium
contact angle. Based on the model, slip increases with increasing contact angle and can

be orders of magnitude larger than the molecular length scale.

An alternative theory put forward by Barrat and Bocquet [132], uses the fluctuation-
dissipation theorem and Green-Kubo relations to derive slip length from equilibrium
thermodynamics and Onsager’s hypothesis of linear regression fluctuations, which leads

to slip length on the order of [94]:

0 DpStC's ppmso?

(2-8)

where D) is the collective molecular diffusion coefficient, Do is the bulk diffusivity, St is
the structure factor for the first molecular layer, pms is the fluid density at the first
molecular layer at the surface, and C'is is the dimensionless solid-liquid coefficient of the
Lennard-Jones potential. For the case of complete wetting the slip length is essentially
zero, but in non-wetting cases the slip length can be up to two orders of magnitude above
the molecular size and increases with contact angle. Theoretical predictions were found

to agree well with molecular dynamic simulations and experiments with polymer

23



solutions [94]. Because of the importance of surface wettability on slip, this topic is

reviewed in greater depth in the following section.

2.3 Surface Wettability

As discussed in the previous section, surface wetting is believed to play an important
role in slip, but the role it plays is unclear since slip has been observed for both partially
wetted and fully wetted interfaces. It is clear that wettability is an important factor
because it controls how liquids interact with solid surfaces. As a result, understanding
the factors that impact wettability is an important step to understanding liquid-solid

interface behavior during flow.

2.3.1 Young's Contact Angle

Wettability is simply the extent to which a liquid droplet will spread or recede on a
solid surface and is the equilibrium state that balances surface tension forces within the
droplet, surface tension forces within the surrounding vapor, surface energy forces for
the solid surface, and external deforming forces such as gravity. The resulting state can
be quantified by the contact angle the droplet makes with the solid surface and is defined
as the angle formed by the intersection of the liquid-solid interface and the liquid-vapor
interface geometrically acquired by applying a tangent line from the contact point along
the liquid-vapor interface in the droplet profile [133]. A contact angle less than 90°
indicates that wetting of the surface is favorable and will spread over a large area. Surface

exhibiting this tendency are classified as hydrophilic, and those that approach contact
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angles of 0° are considered superhydrophilic or fully wetting. When contact angles are
greater than 90°, surface wetting is unfavorable and the liquid will minimize its contact
with the surface and form a compact liquid droplet. Surfaces exhibiting this tendency are
classified as hydrophobic, and surfaces with contact angles exceeding 150° are considered
superhydrophobic. Ultimately, the state of the system is dependent on the interface
where solid, liquid, and vapor co-exist in equilibrium, which is referred to as the three-

phase contact line. Theoretically, the contact angle is a characteristic for a given solid-

liguid system in a specific environment [134].

- &

0=0° 0 <90° 0 2 90° 0 = 180°
Figure 2-3: lllustration of the contact angle formed by a liquid drop on a smooth, homogeneous
solid surface ranging from total wetting with an approximate contact angle of 0° to no wetting
with an approximate contact angle for 180°™.
It was Thomas Young in 1805 [135] that determined that the spreading or receding of
a liquid drop placed on a smooth surface was controlled by the net force per unit length
of the solid-liquid (ys.), solid-vapor (ysv), and liquid-vapor (y.v) surface tensions acting on

the contact line. The drop will reach equilibrium when it reaches the point where the

sum of the horizontal components of the surface tension equal zero:

! By PMarmottant (Own work) [CC BY-SA 3.0 (http://creativecommons.org/licenses/by-sa/3.0) or GFDL
(http://www.gnu.org/copyleft/fdl.html)], via Wikimedia Commons
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Y cost, +ys, —vsy =0 (2-9)

Solving for the contact angle, 6, yields what is known as Young's equation:

cosf, = Y.~ Vsv (2-10)

Yiv

Surface tension typically ranges from 50 to 200 mN/m for pure liquids and solids.

As noted previously, the three surface tensions at the contact line must also balance
with external forces such as gravity. The effect of gravity is the reason why puddles are
flat rather than spherical caps similar to droplets on a surface. To accurately measure
contact angles, it is important to minimize the effect of gravity on the shape of the
droplet. The effect of surface tension scales as Fy ~ yl while gravity scales as Fg ~ pgl?,
where | is the size of the drop, p is density, and g is gravity. Therefore, the critical length

scale, k1 is given by:

1o | (2-11)

which is known as the capillary length, which for water at room temperature is
approximately 2.7 mm [136]. The effects of gravity can be ignored for droplets smaller

than the capillary length.

The above factor yields multiple important characteristics of the system. The first is
if the volume of the droplet is known either through precise control during application or

by calculating the volume of the spherical droplet prior to contact with the surface, then
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the radius of curvature of the droplet in contact with the surface can be determined using

the contact angle [137]:

Ro? R1% (2-12)

= -1
n(l — COS 6],)2(2 + cos Hy)

where V is the volume of the drop. From there, the radius of curvature can be used to

determine the contact radius of the drop using the relation a = R cos 6,,, which in turn

can be used to find the interfacial energy of the solid-liquid interface [134]:

Eg, = ma*yg, (2-13)

The interfacial energy of the liquid-vapor interface is given by [134]:

Eyy =2mR?*(1 — cos 6, )yLy (2-14)
Combining everything together in conjunction with Equation (2-10) yields the net change
in the system’s interfacial energy caused by the presence of the droplet [137].

AE = (ma2y,y) <2(1CO_S—(2:O;YHV) _ cos 9y> (2-15)

From Young’s Equation (2-10), equilibrium for a smooth surface is reached when the
difference between the solid-vapor and solid-liquid interface tensions balance with the
product of the liquid-vapor surface tension and the cosine of the contact angle. From this
relationship, two important case can be observed. The first is when the difference
between the solid-vapor and solid-liquid surface tensions is greater than or equal to the

liguid-vapor surface tension. For this case, the contact angle is approximately equal to
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zero and the liquid will fully wet the surface. The case physically occurs for liquids with
very low surface tension such as alkanes or oils or by using a solid with a very large surface
energy such as clean glass [138]. On the other extreme, complete non-wetting occurs
when the contact angle approaches 180° and requires that the solid-vapor and solid-liquid
surface tensions is less than or equal to the liquid-vapor surface tension. For most
hydrophobic coatings available today, such as Teflon®, the largest contact angle achieved
(smooth surface, water in air) is on the order of 120° [139], [140]. To date, extreme

hydrophobicity is chemically impossible for smooth surfaces.

2.3.2 Contact Angle Hysteresis

The contact angle provides the means to characterize the static behavior of a droplet
on a smooth surface. To understand the dynamic behavior of a droplet on a surface, the
dynamic imbalance that forms in the system caused by external forces must be
characterized. Generally, when a very small external force is applied to a droplet such as
changing the gravity vector, adding fluid, or removing fluid, the droplet will deform but
remain pinned until a critical threshold is reached at which point the droplet will move.
This deformation changes the contact angle as shown in Figure 2-4. The maximum
contact angle before the droplet moves is the advancing contact angle, and the minimum
angle before movement is the receding contact angle. It is the imbalance between the
advancing and receding contact angles that influences droplet dynamics on a surface and
is referred to as contact angle hysteresis. It is essentially a measure of the droplet’s

friction against the substrate caused by contact line pinning against surface features such
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as surface roughness, defects, and contaminants. The force required to move a drop
across a surface is then given by F ~ yv(0a — 6r). The contact angle hysteresis provides
insight into the mobility of a droplet on a surface. Droplets with small values are relatively
mobile, and droplets with high values are considered “pinned” or “sticky” in that even
when the surface is oriented vertically, the drop will not move. The interplay of surface

roughness is a key attribute affecting contact angle hysteresis.
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Figure 2-4: lllustrations of the effect of external forces on contact angle and drop shape?.

2.3.3 Apparent Contact Angle

There are many examples of hydrophobic surfaces in nature, but one of the most well-

known is the lotus leaf’s ability to repel water. A comparison between the contact angles

2 http://www.atascientific.com.au/surface-tension-contact-angle.html
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for a lotus leaf and Teflon® are shown in Figure 2-5. It is clear from the images that lotus
leaves achieve a true superhydrophobic state with very high contact angles unlike
Teflon®, one of the most hydrophobic manmade materials, with a relatively modest
contact angle of 120°. The reason for this is that lotus leaves are not smooth surfaces and
exhibit micro- and nanoscale surface roughness. The texture of the surface plays an
important role in the contact angle and can either increase or decrease the contact angle
compared to Young’s contact angle for a smooth surface. The reason for this is that the
texture affects the interaction between all phases at the three phase contact line. The
term apparent contact angle is used to characterize drops on surfaces where the
wettability is influenced by the surface chemistry and the surface roughness. This concept

was introduced by Wenzel in 1936 [77], [78] and followed by Cassie in 1944 [75], [76].

a)
Figure 2-5: Photographs of a water drops comparing contact angles between a) a lotus leaf with
a contact angle of 170° and b) Teflon® with a contact angle of 120° [141]3%°,

3 https://www.assignmentexpert.com/blog/wp-content/uploads/2014/08/Lotus-Leaf.jpg
4 http://www.mdtmag.com/article/2009/08/use-expanded-ptfe-membranes-medical-filtration
> http://www.ramehart.com/newsletters/2010-09_news.htm
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Wenzel noted that surface roughness does not change the values for the three surface
tensions and thus does not change the contact angle. However, surface roughness does
affect how the three phases interact with each other and thus how the surface tensions
dynamically equilibrate, which is shown in Figure 2-6. Wenzel surmised that the values
for ysi, ysv, and yv do not change with surface roughness but the interfacial area affecting
the solid-liquid and solid-vapor surface tensions is modified by a dimensionless surface
roughness parameter, which is the ratio between the actual surface area to the projected
surface area of the textured substrate [77]. This ratio will always be greater than or equal
to one. The surface roughness parameter for a uniform array of square ridges of width,
w, height, h, and center to center spacing, s, is given by:

=1+ (2-16)

When the surface roughness length scale is significantly smaller than the droplet size, the

directionality of the solid-liquid and solid-gas surface tensions is parallel to the substrate.

49\ Liguid A x

Wenzel Cassie-Baxter

Figure 2-6: Diagram of the various contact models: Young’s model for smooth surfaces (left),

Wenzel model for rough surfaces (center), and Cassie-Baxter model for rough surfaces (right)®.

6 "Contact angle microstates" by Vladsinger - Own work. Based on File:Microstruct superhydrophobic.png,
by Acannon2. Licensed under CC BY-SA 3.0 via Commons https://commons.wikimedia.org
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The apparent contact angle of a liquid droplet wetting a roughened surface can be
calculated by considering the change in energy required for the drop to spread an
incremental distance over the surface and solving for the new equilibrium state. The

energy balance yields [134]:

dE = y;pdx cos 0" + 1,(ys, — Ysy)dx = 0 (2-17)
where, 0" is the apparent contact angle. Solving the equation for the apparent contact

angle and substituting Young’s contact angle equation yields the Wenzel equation:

cos 0" =r;cos b, (2-18)

The Wenzel equation is plotted in Figure 2-7 and shows that increasing surface
roughness will increase the intrinsic wetting characteristics of the surface; in that, if the
surface is naturally hydrophilic, increasing the surface roughness will decrease the
apparent contact angle. In contrast, increasing the surface roughness of a hydrophobic
surface will increase the apparent contact angle. It is by roughening a hydrophobic
surface that apparent contact angles exceeding the natural contact angle chemical limit
of 120° have been achieved. Thus, to achieve a superhydrophobic surface state, the
combination of a hydrophobic surface and adequate surface roughness to increase the
contact angle above 150° is required. Apparent contact angles as large as 177° have been

achieved in the literature [23].

Despite significantly increasing the apparent contact angle to values larger than 150°,

Wenzel drops do not satisfy the requirements for superhydrophobicity. The reason for
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Figure 2-7: Plot of the apparent contact angle and Young’s contact angle for a micropost
roughened surface (f = 0.095, r = 1.8) showing how surface roughness increases hydrophobicity
for intrinsically hydrophobic surfaces and increases hydrophilicity for intrinsically hydrophilic
surfaces. The green, blue, and purple lines represent the stable Cassie, Wenzel, and impregnation
regimes, respectively [134].

this is that Wenzel drops tend to have very high contact angle hysteresis, which leads to
droplet pinning and a loss of superhydrophobicity. This clearly does not solve the lotus
leaf problem. The problem was solved by Cassie in 1944 [75], [76] who theorized that as
surface roughness increases there is a critical point where the liquid-vapor surface tension
is high enough to keep the fluid from penetrating into the solid surface roughness and the
continuous solid-liquid interface is replaced by a mixed solid-liquid and liquid-vapor

interface as shown on the right in Figure 2-6. The portion of the Cassie drop in contact

with the surface is the solid fraction, ¢, and in the case of a uniform array of ridges is:
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b=1—— (2-19)

Summing the energy required for a Cassie drop to spread on a surface and solving for

the equilibrium state yields [134]:

dE =y ydxcos 8" + ¢(ys, — vsv)dx + (1 — ¢p)y,ydx =0 (2-20)
where the second term captures the new solid-liquid interface, and the third term
captures the energy of the liquid-gas interface suspended above the cavities. Solving for

the apparent contact angle and substituting Young’s equation yields the Cassie equation:

cos0* = ¢(1 +cosB,) — 1 (2-21)
The Cassie model replaces the continuous wetted perimeter of the Wenzel model with an
array corresponding to the geometry of the solid fraction. As the solid fraction
approaches zero, the system approximates the perfect non-wetting case of a drop fully
suspended in air. Unlike the Wenzel state, the Cassie state usually corresponds to a state
where the contact angle hysteresis is very small, which results in highly mobile droplets

and superhydrophobicity.

For a rough surface, both the Wenzel and Cassie states are possible. The state that is
more energetically favorable depends on Young’s contact angle, surface roughness, and
the solid fraction. Plotting the Wenzel equation and the Cassie equation shows an
intersecting point defined as the critical contact angle, 6., where the two states are
energetically equivalent with the same apparent contact angle. Setting the Wenzel and

Cassie equations equal to each other yields:
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r;cos0, = p(1+cosb,) — 1 (2-22)

which reduces to:

cosf, = (¢ -1 - (,'b) (2-23)
Thus, the Wenzel state is the stable energy state when Young’s contact angle is less than
the critical contact angle, and the Cassie state is more stable when Young’s contact angle

is greater than the critical contact angle.

In addition to the above, the contact state also depends on the formation of the
droplet on the surface [142]. By way of example, a surface with Oy =118°,r=1.3,and ¢ =
0.05 yields a critical contact angle of 139°, thus the Wenzel state is the preferred energy
state. However, if a droplet is gently deposited on the surface, the Cassie state is
exhibited until pressure is applied, thereby forcing fluid into the solid and the system
permanently changes to the preferred Wenzel state [143]. The presence of the meta-
stable Cassie state occurs because of an energy barrier between the two states [79], [144],
[145], [146]. In the meta-stable Cassie state, transition requires fluid sliding down surface
roughness while initially maintaining the liquid-vapor menisci which is a net increase in
surface energy, thereby requiring energy input to initiate transition. Figure 2-8 shows the
relationship between the Wenzel, Cassie, and meta-stable Cassie states in the Wenzel
regime. Analytical expressions calculating the energy barriers between the Cassie and

Wenzel states were first provided by He et al. [147] and Ishino et al. [148]. Thus, how the
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droplet is formed or placed on the surface also plays an important role in droplet-surface

interactions, especially for pressurized systems.

A CosET
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Figure 2-8: Relationship for the Wenzel, Cassie, and metastable Cassie states within the Wenzel
regime [142].

2.4 Superhydrophobic Surfaces

It is clear that contact angle, contact angle hysteresis, and surface roughness all play
an important role for engineering superhydrophobic surfaces. The interplay of these
parameters has been an important area of recent research, the results of which will be
summarized in the following sections. The end goal is to develop a set of design
requirements that will maximize hydrophobicity and ensure the design of a

superhydrophobic surface.
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2.4.1 Hierarchical Surface Roughness

To better understand superhydrophobic surfaces, many researchers have explored
the numerous examples of superhydrophobic surfaces in nature. As mentioned
previously, the lotus leaf is one of the most well-known examples, but Neinhuis and
Barthlott [5], [16] studied nearly 200 plants with similar characteristics. They found that
nearly all of the hydrophobic plants studied exhibited three general characteristics. The
first was a hydrophobic wax coating or small crystal-like wax protein masses on the
surface. The second was a microscopic surface texture on the order of 10 um. These
were commonly in the form of bumps or small mounds. Finally, there was a smaller,
second-tier surface texturing on the order of 1 um. The smaller surface texture was a
different morphology from the first and usually consisted of small hairs covering the

larger surface texturing [5], [16], [17].

The same authors replicated the microstructure of various plant leaves on silicon
substrates to decouple the effects of the wax coating, the larger microtexture, and the
smaller microtexture [9]. They replicated three different leaf structures (Alocasia
macrorrhiza, Rosa landora, and Nelumbo nucifera or lotus plant); however, they were not
able to replicate the 200 nm crystal-like wax features on the lotus leaf. The authors also
studied the various effects of pillar size and spacing on contact angle and surface
wettability. The silicon Alocasia and Rosa samples demonstrated superhydrophobic
qualities where droplets formed on the surface and cleaned contaminates from the

surface. The simulated lotus plant did not. Water drops coalesced on the surface forming
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a film despite the hydrophobic nature of the coating. Based on these results and other
surfaces using various micropost spacing led the authors to conclude that surface features
less than 5 um in spacing or size were required to achieve superhydrophobic conditions

on patterned surfaces simulating plant structures [9].

Other examples of superhydrophobic surfaces in nature include water striders,
butterfly wings, water fowl feathers, various flying insects, and Namibian beetles to name
a few. Gao and Jiang [10] reported that water strider legs are composed of microscale
hairs that are covered in nanogrooves, and that the hierarchical structure enables the
supporting force that allows water striders to walk on water. Similarly, water fowl
feathers consist of a branching two-tier roughness consisting of microscale barbs and
nanoscale barbules [6], [15]. Many researchers have investigated various
superhydrophobic surfaces in nature, and all cases yield similar results in that there is a
two-tier hierarchical structure to the surface. One tier consists of surface features on the
order of microns to tens of microns, and a smaller tier that consists of features on the

order of hundreds of nanometers to microns [4], [7], [11], [18], [19], [20].

Many synthetic superhydrophobic surfaces using hierarchical structures have been
investigated over the past two decades. Gogte et al. [25] and Truesdell et al. [36] explored
randomly distributed micro-structured surfaces that were coated with a hydrophobic
aerogel coating. As nano- and microscale surface fabrication techniques have improved,

so has the ability of researchers to investigate the effect of hierarchical structures on

38



superhydrophobicity including the microridge periodic array structures explored by
Turesdell et al. [36]. Others, such as Cheng et al. [8], used thermal annealing to remove
the nanoscale hairs from lotus leaves and found that the apparent contact angle for
annealed leaves having microscale features only was approximately 20° less than the
unadulterated leaves with a hierarchical surface structure. Li et al. [14] fabricated
surfaces with a moderate surface roughness of 1.5 using microposts. The micropost
surface resulted in a meta-stable Cassie state; however, adding silica nanoparticles to the
pillar surface dramatically lowered the contact angle hysteresis and formed a stable
Cassie state. Kwon et al. [13] used gas phase isotropic etching to add nanoscale roughness
to silicon microposts and found that the two-tier surface had a higher apparent contact
angle and a lower contact angle hysteresis than either the microscale or nanoscale only
surfaces. Finally, Koch et al. [12] fabricated a hierarchical lotus structure into a silicon
master and thermally evaporated lotus wax into self-assembled tubules to provide
nanoscale roughness. The results are shown in Table 2-1, and clearly show that the two-

tier roughness provides the best performance.

Table 2-1: Apparent contact angle and contact angle hysteresis for microscale only, nanoscale
only, and two-tier hierarchical structural for silicon lotus leaf replicas [12].

Sample Apparent Contact Contact Ang/e

Angle [*] Hysteresis []
Microscale roughness only 156 29
Nanoscale roughness only 167 6
Two-tier roughness 171 2
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The previous studies indicate that two-tier roughnessiis critical to achieving an optimal
superhydrophobic state; however, there are some studies that indicate similar
performance can be achieved with nanoscale roughness only [42]. Cha et al. [149]
measured the contact angles for surfaces with pillar-based roughness. The apparent
contact angle for the micropost roughness, nanopillar roughness, and two-tier roughness
were 143°, 149°, and 150°, respectively. Boreyko et al. [57] performed a similar study
measuring the apparent contact angle for microscale, nanoscale, and two-tier surface
roughness for various mixture concentrations of water and ethanol. Their results were
similar to Cha et al. for very low concentrations of ethanol. All three papers were able to
achieve similar performance between nanoscale only and two-tier surface roughness,
which indicates that microscale roughness is much less important than nanoscale
roughness for superhydrophobicity with respect to achieving high apparent contact

angles.

In addition to apparent contact angle, Cha et al. and Boreyko et al. evaluated the
wetting and dewetting transitions for various surfaces and found that microscale
roughness played an important role in superhydrophobic stability and transitioning from
the Cassie state to the Wenzel state and back to the Cassie state. One-tier roughness
surfaces were much more likely to transition to the Wenzel state and not return to the
Cassie state after wetting occurred. However, the two-tier roughness surfaces were more
stable in the Cassie state and resisted wetting. In addition, the two-tier surfaces dewet

from the Wenzel state to the Cassie state as long as both tiers of roughness were not fully
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wetted. The one-tier surfaces were not able to dewet after partial impalement into the
surface [57]. The two-tier surface also had a higher calculated Laplace pressure at
transition than the one-tier surfaces and was ~30% higher than the microscale only and
~50% higher than the nanoscale only surfaces [57]. It is important to note that the
microscale only surface had a higher resistance pressure than the nanoscale only surface.

Thus, two-tier roughness is important for a stable Cassie state under pressure.

2.4.2 Water Droplet Studies

To better design superhydrophobic surfaces, several investigators have explored the
various effects micropatterned surfaces and hydrophobic coatings have on droplet
behavior. Oner and McCarthy [150] investigated the effects on hydrophobicity of various
micropost parameters including pillar height, geometry, silanizing agent, pillar cross-
sectional area, and pitch using water droplets. For each of the test samples, the advancing
and receding contact angles (6, and O, respectively) were measured using a goniometer,
and the wettability was determined based on the minimum tilt angle at which a droplet

moved, o, using [151]:

mg sina = wy,(cos 6, — cos 8,) (2-24)
where m is the mass, g is the force of gravity, w is the width of the droplet horizontal to
the direction of motion, and y; is the surface tension. From this, it is important to note

that the contact angle hysteresis is the critical parameter and not the contact angle for
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determining the effective slip that can be expected for a surface. From their

measurements, Oner and McCarthy [150] observed that:

1) Surfaces consisting of square posts with X-Y dimensions between 2 and 32 um
with similar spacing between posts exhibited superhydrophobic behavior
2) Surfaces with X-Y dimensions between 64 and 128 um exhibited liquid intrusion
between posts and subsequently droplet pinning
3) Increasing the perimeter-to-area ratio for the cross-section of the post diminishes
the hydrophobic behavior of the surface
4) Hydrophobicity was independent of pillar height and silanizing agent
From these observations, they concluded that the key issue for enhancing
hydrophobicity and thus increasing surface slip was the structure of the three phase
(solid-liquid-vapor) contact line including shape, length, continuity of contact, and

amount of contact.

Yoshimitsu et al. [86] furthered the understanding of droplet behavior on
superhydrophobic surfaces by investigating the sliding behavior of water droplet size on
various pillar and ridge structures. Small droplets measuring 1 mg were used to
determine the contact angle, and larger droplets measuring between 7 and 35 mg were
used to evaluate the effect of droplet size on the sliding behavior [86]. Photographs of

the 1 mg droplets on the micropost structure as well as the contact angle, roughness
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factor from Wenzel’s equation, and the pillar height are presented on Figure 2-10.

Roughness factors for Wenzel’s equation were calculated by [86]:

2+ 4wh
= (w -é-vjl ;—)ZW (2-25)

where w is the post width, q is the distance between posts, and h is the post height.
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Figure 2-9: Photographs of the 1 mg droplets on various micropost heights [86].
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Figure 2-10: Effect of roughness factor on contact angle for 50 um and 150 um post spacing [86].
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It can be concluded from Figure 2-10 that the Wenzel state exists for roughness less
than 1.10 and the Cassie state for roughness greater than 1.23 at which point the contact
angle becomes constant. The change in contact angle for both 50 um and 150 um post
spacings are shown in Figure 2-10. The dashed lines in the figure indicate the theoretical
values assuming a pure Cassie state where the fluid contacts the top of the pillars only.
The experimental data were less than these theoretical maximums indicating fluid
intrusion into the asperities. According to simulations performed by Johnson and Dettre
[152] using an assumed sinusoidal surface structure, the dominate hydrophobicity mode
continuously switches between Wenzel and Cassie states based surface roughness [86].
However, the discrepancy between experimental and theoretical values indicated that
additional factors affected the measured contact angles and were most likely attributed

to surface preparation.

Finally, Yoshimitsu et al. [86] compared the sliding behavior for micropost and
microridge geometries. The pillar width, groove width, and pillar height were 96, 49, and
160 pum, respectively. The roughness factors were 3.9 and 3.2 for the respective
geometries, thus both should be in the Cassie state. The geometry providing the lowest
sliding angle were the microridges oriented parallel to the flow direction followed by the
microposts and then the microridges orthogonal to the flow. This supports observations
that sliding behavior depends on the length and continuity of the three-phase interface
line where a continuous, short three-phase contact line is preferred. Therefore, it is
oftentimes more beneficial to optimize the geometry of the surface with respect to the
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three-phase contact line than to increase the contact angle to minimize the solid-liquid

interface.

Whereas the work of Yoshimitsu et al. focused on superhydrophobic surfaces with
periodic microstructure arrays, Gogte et al. [25] investigated the dynamic behavior of
droplets on superhydrophobic surfaces with randomly distributed microstructures. In
their tests, they used a 20 cm long self-leveling incline and a syringe pump to dispense
drops and measured the time and position of the drop moving down the incline. They
compared this data to the ideal situations of a droplet rolling or perfectly slipping down
an incline. They compared a smooth surface with two different grit sandpaper: one with
8 um texture and one with 15 um texture. All three surfaces were coated with a
hydrophobic coating “prepared by a variation of the low temperature/pressure aerogel
thin film process wherein tetraethylorthosilicate was replaced with a 1.0:0.3 molar ratio

of tetramethylorthosilicate:trifluoropropyltrimethoxysilane” [25].

The results from Gogte et al. [25] showed that the dynamic behavior of a droplet on
a shallow incline (1° to 3°) was highly dependent on both the hydrophobic coating and
the surface texture. The hydrophobic coated smooth surface produced droplet dynamics
that inhibited the motion of the droplet down the incline. Initially, the droplet moved
down the smooth surface following pure rolling behavior. After approximately 0.6 s, the
motion was slowed and droplet moved slower than the pure rolling case. As for the

textured surface, the combination of the hydrophobic coating and the sandpaper
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textured surface allowed the droplet to move faster than the pure rolling case. The
results for the 15 um texture samples reside between the pure rolling and pure slip cases.
The results for the 8 um texture samples were significantly better and more closely
approximated pure slip until approximately 0.8 s. The ensemble average of the time
versus position results for the three surface compared to the case for pure rolling and
pure slipping are plotted on Figure 2-11a. The results from Gogte et al. [25] clearly
indicate that textured superhydrophobic surfaces are required to achieve a true slip
condition compared to superhydrophobic surfaces only. They theorized that the no slip
boundary condition holds where the fluid is in direct contact with the solid and that a
shear free layer with high slip velocity exists at the fluid-vapor interface as shown on

Figure 2-11b, which is supported by their experimental results [25].
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Figure 2-11: a) Ensemble-averaged position of drop dynamics on a slightly incline plane for
smooth and textured hydrohphobic surfaces compared to the cases of pure rolling and pure slip.
b) Schematic of fluid behavior near a superhydrophobic surface for both a patterned microridge

surface and an idealized, randomly distributed textured surface [25].
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2.5 Summary and Conclusions

Based on the previous discussions, the requirements for a stable superhydrophobic

surface at ambient atmospheric conditions can be summarized as:

1) Apparent contact angle exceeding 150°
2) Contact angle hysteresis less than 5°
3) Nanoscale roughness less than 5 um

4) Microscale roughness greater than 5 um but less than 60 um

Iltems 3 and 4 are general guidelines and not design requirements because the ability of
the surface to support the fluid in the Cassie state depends on multiple factors that have
not been fully explored. For example in section 3.1.2, it will be shown that carefully
designed and fabricated microridges can maintain a pure Cassie state up to 200 um for
smooth microridges and up to 430 um for microridges with nanotexturing [28]. The limit

for microposts was shown to be 60 um, hence the parameter in item 4 [27].

Because of their high slip tendency and an increasing ability to fabricate micro- and
nanoscale features, superhydrophobic surfaces have received great attention in the
recent years for studying slip effects on fluid dynamics and heat transfer. The next
chapter will review the current literature on slip effects in laminar and turbulent fluid flow

and heat transfer.
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Chapter 3

Slip Flow Review

It is clear from previous researchers that superhydrophobic surfaces combining
hydrophobic coatings, micropatterning, and nanoscale surface features achieve slip at the
wall for typical Newtonian fluids. Recently, researchers have worked to understand these
effects and the microscale and macroscale levels for friction loss, drag reductions, and
heat transfer effects. This chapter will review the current state of literature for drag

reduction studies and heat transfer effects.

3.1 Drag Reduction in Laminar Flow

3.1.1 Drag Reduction Studies

Investigating superhydrophobicity on droplet dynamics helps to understand the basic
physics underlying the interactions, but an understanding of the drag reduction and the
merits of slip flow must also be investigated for a useful system to be developed. For the

laminar regime, two different research thrust were pursued. The first focused on
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understanding and evaluating the drag reduction provided by superhydrophobic surfaces.

The second look toward quantifying and maximizing the slip length for pressurized flows.

Watanabe et al. [37] were among the first to evaluate the laminar drag reduction of
superhydrophobic surfaces using coaxial rotating cylinders by measuring the torque on
the cylinders to determine the shear flow. They used this setup because of the simplicity
of the analytical solution. For their experiments, they varied the rotation rate of the
moving cylinder, the radius ratio between the cylinders, and the glycerin mixture from
60% to 80%. In addition, they used two surface treatments: 1) fine particles of
polytetrafluoroethylene (PTFE) bonded to the wall and 2) a mixture of fluorine-alkane-
modified acrylic resin and hydrophobic silica [37]. In their analysis, they assumed a slip
condition for which, the shear stress at the wall followed Navier’s condition, T = Aus,
where 1 is the wall shear stress, A is the sliding coefficient, and us is the slip velocity at the
wall. Figure 3-1 presents the results for the baseline stainless steel wall, wall 1 (left), and
wall 2 (right) where it can clearly be seen that no-slip held for wall 1 and slip occurred for
wall 2, when compared to the baseline surface. Even though wall 1 was
superhydrophobic the no-slip boundary condition held. It was postulated that air or vapor
trapped in the cracks inherent in the surface provided the means for slip for wall 2. These
results underscore the importance of the air layer interaction in achieving slip at the

boundary [37].
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Figure 3-1: Toque coefficient for the stainless steel, Teflon, and fluorine-alkane-modified acrylic
resin and hydrophobic silica walls [37].

Truesdell et al. [36] followed a similar approach to Watanbe et al. using coaxial
rotating cylinders to measure the drag reduction effect for superhydrophobic surfaces.
However, unlike the previous effort, they fabricated microridge structures on the surface.
As a result, they measured a maximum increase in drag reduction of 20%. They also
reported slip lengths an order of magnitude larger than the groove size [36]. Mohaven
et al. [32] used a rotating disc approach to measure the drag reduction of a
superhydrophobic surface consisting of 7075 aluminum that was sandblasted for 30
seconds using 0.2 um SiC sphere to create surface roughness and was then sol-gel coated
using TiO2 particles. Their reported results measured a drag reduction of 30% for laminar

flow and 15% for turbulent flow [32].
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Ou, Perot, and Rothstein [33] followed a similar course and investigated laminar drag
reduction using superhydrophobic surfaces with well-defined micron-sized pillars to
enhance surface roughness. Using standard photolithography techniques, they produced
posts with precisely controlled size, height, spacing, and geometry onto silicon wafers,
which were then silanized for superhydrophobicity. The surfaces were placed in an
experimental flow cell, and the pressure drop as a function of flow rate was measured.
Figure 3-2 shows the optical micrograph of the smooth hydrophobic surface and the
superhydrophobic surface with d =30 um and w = 30 um posts as well as the pressure

drop results for the various conditions tested [33].
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Figure 3-2: SEM photographs of the smooth and micropost surfaces (left) and the pressure drop

comparison for the various geometries studied (right) [33].

The results in Figure 3-2 show that the pressure drop increased linearly with flow rate

and monotonically decreased with increasing post spacing. In addition, pressure drop
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was found to increase linearly with increasing channel height by varying the height from
76.2 um to 254 um while holding the aspect ratio fixed to minimize edge effects in the
channel. Because of these observations, it was hypothesized that the reduction in
pressure drop was attributed to a shear-free liquid-vapor interface between posts
supported by the surface tension of the water as a result of the combination of patterned
microscale roughness and hydrophobic surface treatment. The shear-free interface
resulted in a pressure drop reduction of greater than 40% and apparent slide lengths
exceeding 20 um [33]. The existence of this interface was verified with a confocal surface

metrology system by measuring the profile of the interface.

Ou and Rothstein [34] followed this work by investigating the drag reduction on
microridge superhydrophobic surfaces by measuring the velocity profile through the
channel with a p-PIV system. They then compared their measurements to the analytical
solution presented by Philip [153] and their Computational Fluid Dynamic (CFD)
predictions from the commercial code Fluent™ (Fluent Inc., New Hampshire, USA) for
both the velocity profile in the channel and the pressure drop reduction. Those results
are presented in Figure 3-3, which shows good agreement for the velocity profile within
the bounds of the experimental error. As for the pressure drop reduction, both the
analytical and the numerical solutions provide good qualitative agreement with the

experimental results; however, quantitatively they under predicted for all cases.
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Figure 3-3: The velocity profile (left) and pressure drop reduction (right) for a superhydrophobic
surface exhibiting slip compared to Philip’s analytical solution and Ou’s numerical solution [34].
Previous results by Ou et al. had good agreement with Philip’s analytical solution for
velocity but not pressure loss. Woolford et al. [38] enhanced the analytical solutions of
Philip [153] and Lauga and Stone [146] by developing predictive correlation expressions
for the Poiseuille number, the product of the friction factor and the Reynolds number, in
terms of the governing variables for laminar flow, which are presented in Table 3-1 for

the transverse and longitudinal flow configurations in the Wenzel and Cassie states.

Table 3-1: Analytical relations for the Poiseuille number for Cassie and Wenzel states [38].
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These correlation expressions were then compared to experimental data collected by
Woolford et al. [38]. Overall the expressions captured the overall trend of the data;
however, significant excursions were observed for some conditions. These were primarily
attributed to partial wetting for which a full Wenzel or Cassie state could not be achieved.
Figure 3-4 compares the experimental Poiseuille number to the correlation value for the
normalized pressure based on the Laplace pressure. From the plot, it is apparent that the
correlation expression more accurately predicts the transverse value than the
longitudinal value. The authors attribute this to the instability of the Cassie state in the

longitudinal configuration [38].
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Figure 3-4: A comparison of the experimental Poiseuille number to the correlations presented by
Woolford et al. [39].

3.1.2 Slip Length Studies

Many of the previous efforts confirmed the existence of liquid slip using structured

hydrophobic surfaces, but they focused on droplet-surface interaction and low pressure
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flow over the surface. Choi and Kim [22] presented one of the first efforts to focus on
engineering the surface to maximize liquid slip under higher pressure (1 atm) flow by
minimizing the liquid-solid contact area. To that end, they produced “nanoturf” on a
silicon wafer consisting of 1 — 2 um tall needle structures with a pitch between 0.5 and 1
um. They then treated both smooth and nanoturf surfaces to be hydrophobic by spin
coating Teflon® AF (DuPont) on the surface. The slip length for each surface was then
measured using a cone-and-plate rheometer. Because of the low sensitivity of the
apparatus, only the hydrophobic nanoturf sample provided a measureable slip length of
~50 um for a 30% glycerin solution, which was “a much larger slip (i.e. at least 2 orders of
magnitude higher) than what we [Choi and Kim] may expect from all other surfaces”

investigated at that time [22].

Choi et al. [154] continued this line of investigation but turned their focus to
microridge geometries in place of the nanoturf structure. They measured the slip and
drag reduction for arrays of 50 nm wide by 3, 5, or 11 um tall nanogratings spaced 150
nm apart under pressurized flow. For the 2 cm by 2 cm test samples, they measured slip
lengths between 100 and 200 nm and drag reduction between 20 and 30% for flow
parallel to the gratings [154]. It should be noted that these values are lower than those
reported by Ou, Perot, and Rothstein [33], [34]. The difference between the two studies
is that Ou, Perot, and Rothstein conducted their experiments at relatively low pressures,

less than 5 kPa; whereas, Choi et al., conducted theirs at higher pressures, ~100 kPa. The
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pressure difference necessitated the use of closely spaced ridges to maintain the Cassie

state, thereby reducing the overall performance of the system.

Recently, Lee, Choi, and Kim [27] investigated the effects gas fraction and surface
feature pitch have on the slip length and found that slip on structured surfaces increased
exponentially with gas fraction and linearly with pitch. They calculated the slip length by
measuring the pressure drop through superhydrophobic channels at different flow rates
compared to the expected pressure drop for a no-slip boundary condition. They found
that by precisely fabricating a near defect-free micropattern structure they were able to
achieve results approaching the “theoretical thermodynamic limits for a dewetting
surface condition and demonstrated unprecedentedly large slips, up to 185 um” [27].
They confirmed that both gas fraction and large pitch are key parameters for achieving a
superhydrophobic Cassie-Baxter state and thus a maximum slip effect. The results for gas

fraction and pitch with respect to pitch length are shown on Figure 3-5.
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Figure 3-5: The effect of gas fraction on the slip length with the pitch fixed at 50 um [27].
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Figure 3-6: The effect of pitch on the slip length with the gas fraction fixed at 98% [27].

Lee and Kim [28] followed their previous work and combined hydrophobic surface
coatings, microscale patterning, and nanoscale roughness on the microscale structures to
develop “well-defined micro-nano hierarchical structures” with the highest slip length
achieved at that time for micropost and microridge structures. The nanoscale roughness
as shown in Figure 3-7 helps to stabilize the Cassie state for higher gas fractions and higher
pressures than the micro-smooth structures previously tested. The extension of a stable
Cassie state allowed for a large pitch to be used thereby minimizing the three phase
contact line. As aresult, they achieved slip lengths of 140 um for micropillars and 400 pm

for microridges. These results are nearly an order of magnitude greater than those
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previously reported by other authors and 2x greater than reported in their previous article

[28].
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Figure 3-7: a) Schematic of the microscale features with nanoscale roughness and b) predicted
maximum gas fraction and pitch before asperity wetting commences for the microscale only and
combined microscale structure with nanoscale roughness [28].

Finally, in 2011, Lee and Kim [29] reported that increasing gas fraction improves slip
as long as the additional features do not permit liquid intrusion below the surface of the
feature. This is an important component of achieving maximum slip performance
because increasing the gas fraction and nanoscale features beyond the ability of the
surface to resist liquid intrusion can greatly decrease the slip length. The geometry of the
top surface is key. Lee and Kim reported that the rounded features on molded polymer
microstructures such as PDMS adversely affected slip and yielded lower slip lengths
compared to silicon micro-structures with sharp corners that do not allow “downward
sliding of the triple line” [29]. Their findings provide guidance on the roles and limitations

of nanoscale roughness on hierarchical superhydrophobic surfaces.
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Most experimental investigations have used photolithography to fabricate patterned
surfaces on silicon wafers which lends itself to microfluidic applications but is less
appealing for larger scale applications. Joseph et al. [26] used plasma enhanced chemical
vapor deposition to produce densely spaced carbon nanotube (CNT) forest in the place of
microposts. Using u-PIV, they measured slip lengths between 1 and 6 um. These values
are much lower than those reported for the silicon wafer substrates, which is attributed
to the less than optimal geometry provided by the CNT forest. However, their approach
was the first major attempt to transition the concept to a more usable form for

macroscopic applications [26].

3.2 Drag Reduction in Turbulent Flow

The majority of the work relating to the effect of superhydrophobic surfaces in
turbulent flow has been to determine the drag reduction rather than the effective slip
length of the surface. The first effort to investigate turbulent flow over patterned
superhydrophobic surfaces was presented by Gogte et al. [25] where they measured the
percent drag reduction for a Joukovsky hydrofoil. They found the percent drag reduction
to be a maximum of 18% for a Reynolds number of 2000 and 8 um microridge spacing
and decreasing with increasing Reynolds number. However, Rothstein notes that “only
the total drag was reported, and the individual contribution of friction and from drag was
not deconvoluted” [35]. These results are also similar to those reported by

Balasubramanian et al. [155] for flow over an ellipsoid model.
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More recently, Martell et al. [30] used numerical simulation to determine the
effect of superhydrophobic surfaces on turbulent flow. They studied both micropost and
microridge geometries and applied a no-slip boundary condition to the top surface and a
no-shear condition to the vapor-fluid interface. Their results predict increasing drag
reduction with increasing feature spacing, which is consistent with reducing the three
phase contact line length. However, they also found that post geometries provide higher
slip velocities and larger shear stress reductions than ridge geometries for a given d/w,
which is contrary to the results for laminar flow [30]. In addition, according to Rothstein,
Martell et al. numerical simulations also predict that “unlike laminar flows, in turbulent
flows, increasing the flow rate and Reynolds number results in an increase in the
superhydrophobic drag reductions” [35]. This is also inconsistent with the results
presented by Gogte et al [25]. However, these predictions are consistent with results
presented by Daniello et al. [156] which are shown in Figure 3-8 where the friction
coefficient decreased with increasing Reynolds number until reaching a maximum of
~50% at which point it leveled off. From these results, they hypothesized that the proper
scaling dimension was the viscous sub-layer thickness and that the onset of drag
reduction occurs when the viscous sub-layer thickness approached the microscale feature
size [156]. Finally, these results also qualitatively agree with those from Woolford et al
[39]. The friction factor they measured was constant above a Reynolds number of 4800;
however, their measured reduction was 11%, which is significantly less than Daniello’s

results.
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Figure 3-8: Friction coefficient (left) and drag reduction (right) for turbulent flow over
superhydrophobic surfaces [156].

Many of the experimental results measuring drag reduction in turbulent flow, as well
as a detailed literature review on the subject, were summarized by Aljallis et al. [157] and
are reproduced here for convenience. The experimental research performed by Aljallis
et al. extended the effects of superhydrophobic coatings on turbulent drag beyond those
previous discussed into the range of 10° < Re, < 107 testing plates in flow speeds up to 30
ft/s. They found that for Reynolds numbers less than 10° up to 30% drag reduction was
achieved. However, they also found that for Reynolds numbers greater than 10°
increased drag was observed, which was “ascribed to the morphology of the surface air
layer and its depletion by high shear flow” [157]. These results further support the
requirement of a stable air layer to achieve an apparent slip condition and drag reductions

as well as emphasize the importance of a stable vapor layer, which could have significant

62



implications across different surface textures, wetting states, length scales, and flow

conditions.

Table 3-2: Summary of experimental results for superhydrophobic surface slip effects on
turbulent flow [157].

Sample Max. drag
size reduction and
(order of Reynolds associated
magnitude)®  number (Re) Surface pattern Reynolds
Author [Ref. No.]  Flow type (m) range Scale Regularity number®
Daniello et al. Tnternal 1072 2.0 % 10%- Micro Ordered  50% at Rep = 5.3 x 103
[30] (channel) 9.5 % 10°
Woollord et al. Internal 10-2 4.8 % 10%- Micro Ordered 1% throughout
[31] (channel) 1.0 % 10
Balasubramanian External 1o¢ 1.0 x 10% - Micro Random 10% al Rec = 5.4 = 107
etal. [32] (blunt body) 6.0 % 10°
Zhao et al. [33] External 107! 1.0 x 10%- Micro Random 9% al Rop. = 2.0 % 10#
(fat plate) 5.0 % 10
Henoch efal. [34]  External 107! 1.2 % 10 - Nano Ordered 50% at Rep = 3.7 x 107
{Nat plate) S8 x 108

AFor internal flow, it represents a hydraulic diameter. For blunt body. it represents a chord length. For flat plate, it represents
the effective plate length tested for flow experiment.

PFor internal flow, Rep = Vo D/ v, where V. D.oand v represent an average velocity, a hvdraulic diameter, and kinematic
viscosity. respectively. For blunt body. Rec = Ve €7 0. where Vg and Crepresent a free stream veloeity and a chord length.
respectively. For flat plate, Rep = Vo LA, where L represents the effective plate length wetted by liguid.

3.3 Thermal Effects of Slip Flow

The thermal effects of slip flow have been examined for a number of cases and
applications including gas flow through ducts and in rarefied regimes as well as in liquids
and gases in microchannels. Many of the cases analyzed consider conditions where
temperature jump at the wall plays an important role or where the Knudsen number is
much less than one. The Knudsen number is the dimensionless ratio between the

molecular mean free path and the characteristic physical length scale of the system and
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is used to determine whether continuum mechanics or statistical mechanics approaches
should be used. For micro- and nanochannel flow problems where continuum methods
are not applicable, slip flow has been shown to increase heat transfer performance.
Shojaeian and Kosar [67] studied the effects of a slip boundary condition on convective
heat transfer for non-Newtonian fluid flow between parallel-plates and found that an
increase in the slip coefficient leads to an increase in the Nusselt and Bejan numbers and

a decrease in global entropy generation.

One of the first studies to investigate the effects of pressure driven flow was
completed by Nagayama and Cheng [121] where they studied a Lennard-Jones fluid in a
nanochannel using molecular dynamics. Their results show that a gas gap forms between
the liquid and the solid resulting in a low friction surface causing slip at the interface and
a plug flow velocity profile with non-uniform temperature and pressure profiles near the
walls. Wu and Cheng [123] experimentally studied the effect of contact angle on heat
transfer in microchannels by investigating flow inside silicon (hydrophobic) and silicon
dioxide (hydrophilic) microchannels and showed a decrease in pressure drop and the
Nusselt number on the order of 10% for the silicon channels compared to the silicon

dioxide channels.

This work was followed by Rosengarten, Cooper-White, and Metcalf [158] who
experimentally and analytical explored the effect of contact angle on liquid convective

heat transfer in microchannels. They showed experimentally that the pressure drop
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decreases relative to no-slip theory for flow above a crucial shear rate of approximately
10,000 s* and that this decrease is dependent on the contact angle [158]. They propose
that the reduction in pressure loss decouples the fluid from the wall and results in a higher
interfacial thermal resistance. This resulted in a decrease in convective heat transfer up
to 10% that was more pronounced for the hydrophobic surface compared to laminar no-

slip theory and the hydrophilic surfaces tested [158].

Other recent efforts have investigated the effect of slip flow in the laminar continuum
mechanics region resulting from hydrophobic surfaces. Martin and Boyd [159] modeled
a laminar boundary layer using slip boundary conditions for flow over a flat plate. Their
model considers boundary layer effects for both rarefied gas flows and liquid flows
approaching the continuum limit using a non-dimensional parameter that describes the
behavior at the surface based on the slip velocity, K. For gas flow approaching the

continuum limit, K is based on the Maxwell slip condition and is given by [159]:

2—o 1
K= = Kanex/ 2 (3-1)
O-m

where om is the tangential accommodation coefficient and Knyx and Rex are the Knudsen
and Reynolds numbers based on flow direction x. For liquid flows that approach the

continuum limit, K is based on the slip length and is given by [159]:

A 1
K =—Re /2 (3-2)
X

X
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where, A is the slip length. Using the non-dimensional surface behavior coefficient, the

average Nusselt number can be calculated from [159]:

— 1 ® dT'(0
Nu; = 2Re,?K f O ik (3-3)

K(L) K2
Plotting the results of Equation (3-3) and comparing them to the results for the no-slip
value of the Nusselt number shows that the average heat transfer over a flat plate
increases with slip. Using their modeling approach, they found that the slip conditions
changes the boundary layer structure for a self-similar profile to a two-dimensional
structure that generally leads to decreased overall drag, local increases in skin friction,
thinner boundary layers, delayed transition to turbulence, and increased heat transfer at

the wall when a thermal jump condition does not exist [159].
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Figure 3-9: Average Nusselt number as a function of non-equilibrium for liquid flows [159].
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Previous results focused on slip length and hydrophobic surfaces, Maynes et al. [63]
were among the first to model the thermal transport in microchannels with
superhydrophobic microridges. They used the commercial CFD code Fluent to evaluate
the effects of cavity and ridge spacing fractions, ridge height, and Reynolds number on
heat transport for microridges perpendicular to the flow and for a constant temperature
boundary condition. They assumed an alternating no-slip boundary condition on the
ridge surface, a shear-stress free boundary condition above the cavity, and an idealized

flat meniscus shape over the cavity.

In general, their model showed thermal transport through the cavity interface was
several orders of magnitude lower than at the liquid-solid interface, and also that there
was “a steep decay in the relative heat flux with streamwise position from the leading
edge of the microrib, associated with the growth of a new thermal boundary layer on
each rib” [63]. Maynes et al. concluded that increasing the cavity length and the relative
cavity/ridge length decreased heat transfer; however, they also concluded that the
relative reduction in frictional pressure drop offset the relative reduction in heat transfer
by comparing the ratio between the Nusselt number and the frictional pressure resistance

and comparing it to the classical ratio [63].

F =

Y Nu (fRe) (3-2)

Yys _fRe Nu /s

67



Using this efficiency factor, they found that for many of the cases studied the
reduction in frictional drag outweighed the reduction in heat transfer and examples for
various cases are shown in Figure 3-10.
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Figure 3-10: Variation of the hydrodynamic-thermal efficiency factor with Reynolds number for
relatively cavity fractions of 0.98 (left) and 0.5 (right) for relative microridge/cavity lengths of and
ridge height to width ratio of 2 [63].

Maynes et al. [64], [65] followed this work by examining the apparent temperature
jump and thermal transport in channels for transverse and streamwise ridges with
superhydrophobic walls under constant heat flux conditions. They presented a closed

form solution using an infinite series expansion for the local Nusselt number and wall

temperature. From their analysis they concluded [64], [65]:

1) Thermal transport through the vapor cavity is negligible compared to the metal
surface because of the difference in thermal conductivity. In their example, they
compare a metal surface with a thermal conductivity of 100 W/m-K, air with a
thermal conductivity of 0.03 W/m-K, and a very small ridge fraction of 0.01. The
result is a transport ratio on the order of 33, which clearly indicates that the metal

ridges dominate thermal transport
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2) The Nusselt number is strongly influenced by the cavity fraction, the periodicity of
the cavity-ridge spacing with respect the channel hydraulic diameter, and the

Peclet number

3) For transverse ridges:

a. Increases in cavity fraction and the ridge/cavity length lead to decreases in the

average Nusselt number

b. Increases in the Peclet number increase the average Nusselt number

c. For all parameters explored, the upper bound on the fully developed average
Nusselt number corresponds to the limiting case scenario of classical laminar

flow at constant heat flux.

4) For steramwise ridges:

a. Higher cavity fractions lead to higher local heat transport above the ridges
because of higher thermal gradients present, and conversely, the averaged
Nusselt number over the cavity and ridge is reduced as a result of higher cavity

fractions

b. At small relative ridge/cavity size, the influence of the superhydrophobic
surface goes to zero because the metal ridges dominate and approach the

solid surface heat transport limit

c. The thermal slip length is nearly identical to the hydrodynamic slip length.

Cowley, Maynes, and Crocket [61] furthered the analysis for the transverse ridge
configuration under constant heat flux by examining the effective temperature jump

length and the influence of axial conduction. They found that axial conduction is
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significant especially for large relative channel widths, low Peclet numbers, and large
cavity fractions. They define the temperature jump length as the ratio of the apparent

temperature jump magnitude over the negative temperature gradient at the wall [61]:

AT,
(_ aT/ay) )

Through multiple simulations, they found the thermal entry length to be consistent with

/1’1":

the expression (x:4,7/Dn) = 0.05RePr [61]. Their results were consistent with the previous
work by Maynes and Crocket in that they found that the local heat transfer above the
ridge was increased compared to the classical Nusselt number but that the overall
averaged value above the ridges and cavities was decreased. They also concluded that
the effect of axial conduction was to smooth the local Nusselt number and the non-
dimensional wall temperature profiles, which causes the averaged Nusselt number to

approach the classical channel value [61].

In parallel to the work of Maynes et al., Enright et al. [59] evaluated friction factors
and Nusselt numbers in microchannels with superhydrophobic walls under constant heat
flux boundary conditions. They studied two possible boundary states: 1) single phase fluid
flow following Navier’s slip model at the wall and 2) fluid flow with a recirculating layer
separating the fluid from the wall. For the first case, they analytically determined the

Nusselt number for Navier slip at constant flux to be [59]:
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(3-6)

where A/H is the non-dimensional slip length. This expression provides the no-slip Nusselt

number of 8.2353 for A = 0 and approaches the plug flow Nusselt number of 12 as A/h

approaches infinity. For boundary interactions that are consistent with Navier slip, the

Nusselt number increases with A/H and approaches the plug flow condition.
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Figure 3-11: Nusselt number as a function of slip length to channel height for a constant heat flux

wall condition [59].

For the second scenario that was studied, Enright et al. expanded the model to include

a no-slip condition at the solid boundary interface, “while the no-slip condition and

continuity of the tangential shear stress are assumed to hold at the air/water interface”
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[59]. They also assumed that the flow in the air layer could be described by continuum
mechanics; however, they do note that this was highly dependent on various conditions
and that flow conditions should first be determined from the Knudsen number. Altering
the boundary conditions for the Navier-Stokes equations to account for molecular slip,
the derived the slip coefficient is [59]:
1= Lairblwater (3-7)
4hqir

where, tair is the thickness of the air layer and pwater and pair are the viscosities of water
and air, respectively. Substituting this slip definition, yields a relationship for the

Poiseuille number [59]:

19241

2.“air +3 (%) HUair

fRe = (3-8)

This basic model accounts for the thickness of the air layer and the ratio between the air
and water viscosities, but it excludes effects from surface roughness, feature spacing,
thermal effects of the air layer, and the possibility for thermal jump conditions at the

air/water interface.

Enright et al. [62] further enhanced their model to include temperature jump as well
as hydrodynamic slip for the constant heat flux condition. Temperature jump is a known
characteristic for rarefied gas flow and characterizes the process of incomplete thermal
coupling between the fluid and the boundary surface and is captured by the temperature
slip length defined as:
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(3-9)
where, Ts_ is the mean temperature of the solid-liquid portion of the composite interface,
Tw is the mean temperature of the composite interface, and At is the apparent
temperature slip length. This effect is a Kapitsa resistance caused by the nature of
molecular phenomenon that enable hydrodynamic slip at the composite boundary [62].
The reduction in solid-liquid interfacial area in conjunction with the introduction of a low
viscosity, low thermal conductivity gas phase that enables hydrodynamic slip also enables
thermal slip and a resulting reduction in heat transfer performance [62]. Solving the
governing equations, yields the following results for the Poiseuille and Nusselt numbers
[62]:

196(1 + 24
fRe = (+ )

= — z (3-10)
1+ 81+ 1222

140(1 + 61)?

u= - — - — — (3-11)
17 + 16814 + 42042 + 70A; + 840474 + 2520442

where, 1 is the dimensionless slip length, A/H. Equation (3-11) indicates that heat transfer
increases with hydrodynamic slip but decreases with thermal slip and is consistent with

previous observations of molecular slip flow heat transfer [62].

For flow rates near the composite interface, the flow approached Stokes flow and the
creeping limit as the Peclet number approaches zero, which indicates the local heat
transport was largely diffusive. Enright et al. [62] considered the effect of a point heat
source in Stokes flow, by satisfying the Laplace equation, they found that the thermal slip
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length was on the same order as the hydrodynamic slip length. In addition, since heat
transfer was diffusion dominated, there was a thermal spreading resistance at the solid-
liquid interface that was connected to the slip phenomenon. For flow over streamwise
ridges, this connection indicated that the hydrodynamic slip length was mathematically
equivalent to the thermal spreading resistance subject to a Dirchlet boundary conditions
because the pressure gradient was orthogonal to the velocity gradients such that the
Stokes equation could be separated into the Laplace equation and a constant pressure
term [62]. Using the thermal spreading resistance obtained by Vezirouglu and Chandra
[160] and the hydrodynamic slip length derived from Philip [153], [161], an expression for
the thermal slip length for isothermal wall condition with streamwise ridges was derived

[62]:

Ar 1 T

—=—1 -1 - 3-12

= nlsec <2( qbs)>l (3-12)
where ¢s is the composite interface solid fraction and s is the pitch spacing. For a

Neumann boundary condition the thermal slip was [62]:

Ar 1 i sin?(nn¢)
s w32 n3
n=1

(3-13)

From their numerical model, Enright et al. found that for streamwise ridges with a
thermal slip length 1.05 times the hydrodynamic slip length, the efficiency factor defined
by Maynes et al. increased monotonically to a value of 1.39 at large hydrodynamic slip

lengths. They also noted the maximum performance improvement of 17% for streamwise
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ridges over posts occurred when the slip length was 0.132, and the efficiency factor was
1.26. The relationship of the efficiency factor to the thermal hydrodynamic slip lengths
indicate that larger enhancements were possible by independently reducing the thermal
slip length [62]. The relationships between the hydrodynamic slip length, thermal slip

length, Nusselt number, and efficiency factor are shown on the figures below.
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Figure 3-12: The dimensionless temperature profile for a solid fraction of 0.01 magnified near the
surface (left) and the relationship between the thermal and hydraulic slip lengths (right) where
the numerical data (triangles) are compared to the analytical prediction for pillars (solid line),

streamwise ridges (dashed line), and transverse ridges (dashed-dotted line) [62].
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Figure 3-13: The influence of hydraulic slip on the Nusselt number (left) and efficiency factor
(right) for pillars (solid curve - by=1.5b), streamwise ridges (dashed curve — br=1.05b), transverse
ridges (dotted-dashed curve — br=2.1b) for Stokes flow. Also shown are the limit of bT=0 (blue
dashed curve and the range of thermal slip between 0 and 2.5b in increments of 0.25b+ (light
dotted curves) [62].
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Finally, Enright et al. [62] determined that streamwise ridges provide the best
performance in terms of efficiency factor because of the small ratio between the
hydrodynamic slip and thermal slip (br/b = 1). Transverse ridges have the worst
performance because the hydrodynamic slip length for transverse ridges half the slip
length of streamwise ridges in the Stokes flow limit, which results in a slip ratio closer to

2. The performance of microposts is in the middle with a slip ratio of 1.5 [62].

More recently, Cheng, Xu, and Sui [60] performed a detailed numerical study for drag
reduction and heat transfer enhancement in microchannels with superhydrophobic
surfaces that included no-slip at the solid boundary, shear free at the vapor boundary,
cavity fraction, and periodic surface patterning (square posts, square holes, longitudinal
ridges, and horizontal ridges. However unlike the work of Maynes et al. and Enright et
al., their work did not consider thermal slip at the boundary. For their approach, the
governing equations were discretized using a finite volume method. A central difference
scheme and a stability-guaranteed second order difference scheme were used for the
diffusion and convective terms, respectively [60]. The numerical model was validated
against the classical parallel-plate, no-slip values for the Poiseuille and Nusselt numbers
for constant temperature boundary condition as well as the previous analytical work for
frictional performance by Philip [153], [161] and Teo and Khoo [162] with good agreement

[60].
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Using their validated numerical model, they explored the frictional and thermal
performance of the four patterned surface cases noted above at Reynolds’s numbers
from 1 to 1000. First, they investigate frictional performance and the effects of the shear-
free fractions of the various surface patterns and found that the longitudinal ridges had
the lowest frictional performance and was essentially constant over the range of Reynolds
number evaluated. They attributed this to the fact that the longitudinal ridges were the
only pattern that did not “experience the periodic acceleration and deceleration at the
trailing edge and leading edge of no-slip walls” [60]. This was true for all cases studied
except for very high cavity fractions on the order of 0.95 and Reynolds numbers less than
100 at which point the square post pattern provided the best results. The influence of
cavity fraction on Poiseuille number at a Reynolds number of 100 as well as the influence
of Reynolds number on the Poiseuille number for cavity fractions of 0.5 and 0.95 are
shown in Figure 3-14. The other item of note is that for Reynolds numbers less than 20,
the flow inside the microchannels can be regarded as viscous Stokes flow where viscous

effects dominate inertial effects and the Poiseuille number is constant [60].
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Figure 3-14: Influence of cavity fraction on Poiseuille number (left) and the influence of Reynolds

number on Poiseuille number at cavity fractions of 0.5 (center) and 0.95 (right) [60].
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As for heat transfer performance, Cheng et al. [60] found that the Nusselt number
decreased with increasing cavity fraction with a larger impact at larger cavity fractions.
This was likely because of the drastic reduction in liquid-solid contact area. Their model
also predicted that for all cases the Nusselt number was less than the classical solution
with all but the longitudinal grooves approaching the classical value at higher Reynolds
numbers. The longitudinal grooves were the worst performing pattern. The lack of
accelerating-decelerating flow in the shear-free sections was attributed to the poor
performance. In general, Cheng et al. reported the Nusselt number generally increases
with Reynolds number with a change is slope from viscous Stokes flow to inertial flow.
The exception was the longitudinal ridges, which remained constant above Re = 20. These
results were attributed to a thinning of the boundary layer, which increased the thermal
gradient. The relationships between the Nusselt number, cavity fraction, and Reynolds

number are shown in Figure 3-15 [60].
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Figure 3-15: The influence of cavity fraction (left) and Reynolds number (right) on the Nusselt

number for various micropattern geometries [60].
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Finally, Cheng et al. followed a similar path as Maynes et al. and examined the
combined hydrodynamic and thermal effects and found that despite the overall reduction
in Nusselt number for all cases examined the improvement in Poiseuille number
outweighed this reduction and the combined efficiency factor increased for all cases
compared to classical laminar flow behavior at Reynolds number equal to 100 and 1000.
At Reynolds number of 100, the longitudinal ridges outperformed the other three
patterns, and the results for the effect of cavity fraction and Reynolds number are shown

in Figure 3-16 [60].
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Figure 3-16: Influence of cavity fraction (left) and Reynolds number (right) on the hydrodynamic-
thermal efficiency factor [60].

Moreira and Bandaru [66] studied the effect of substrate thermal conductivity for flow
in microchannels with transverse ridges using an effective medium approach to model
the reduced conductivity caused the by the air interface as well as the substrate. Their
model accounts for hydrodynamic slip, conductivity of the air layer, and cavity ratio, but

it does not consider thermal slip at the boundary. From their analysis, they conclude that
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the Nusselt number initially increases with slip; however, they note a subtle interplay in
that the temperature difference between the mean temperature and the wall decreases
on the order of 20%, but the temperature gradient decreases approximately 10% leading
to an increase in the Nusselt number [60]. More importantly, Moreira and Bandaru
showed that the conductivity of the substrate has a significant impact on the overall
thermal transport of the system and that low thermal conductivity substrates have a
dramatic reduction in the overall heat transfer performance regardless of air fraction

compared to high conductivity substrates [60].

Whereas Maynes et al., Enright et al., Cheng et al., and Moreira et al. studied slip
effects for Poiseuille flow, Lam et al. [163] extensively studied the effects of hydrodynamic
and thermal slip on the Nusselt number for thermally developing Couette flow. They
argue that “molecular slip in rarefied gasses and apparent slip on superhydrophobic
surfaces are equivalent mathematically under many conditions... [and] the phenomenon
of slip can be represented as a surface effect when the ratio of the pitch of the surface
structure to the height of the channel is small” [164], [163]. They also point out that
Sparrow and Lin [165] showed that hydrodynamic slip in gas flow increases the Nusselt
number and thermal slip decreases it, but the total effect is a net reduction. Using the
developed temperature and Nusselt number expression from Sestak and Rieger [166],
they analyzed the entrance behavior for four sets of thermal boundary conditions for
Couette flow in the presence of slip: no-slip at both surfaces, slip at the moving surface

only, slip at the stationary surface only, and slip at both surfaces. Through their
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mathematical analysis, they found that hydrodynamic slip has no mathematical
implications on the moving surface and thus no impact on heat transfer. For the
stationary surface, hydrodynamic slip plays a much bigger role by increasing heat transfer
at the stationary surface, decreasing it at the moving surface, and causing a net increase
in total heat transfer, which is different from Poiseuille flow conditions studied by Maynes
et al. and Enright et al. Finally, Lam et al. state that for all cases studied the presence of

thermal slip reduces the Nusselt number from the classical solution [163].

For the most part only analytical and numerical studies have been conducted to
investigate the effects of slip, surface patterning, and superhydrophobic surfaces on heat
transfer. Hsieh and Lin [167] conducted one of the few recent, detailed experimental
studies of convective heat transfer in liquid microchannels with hydrophobic and
hydrophilic surfaces using puPIV and micro laser-induced fluorescence (pLIF) for flow and
temperature visualization. In their experiments, the test samples consisted of PDMS
microchannels whose hydrophilicity and hydrophobicity was modified using energetic
surface treatments including UV radiation and plasma exposure. The rectangular
microchannels had an aspect ratio (H/w) of 0.56 and hydraulic diameter of 129 um at
Reynolds numbers between 5 and 240. Measurements were taken under isothermal
(273K) and multiple isoflux conditions for DI water, methanol, and 50/50 mixture of
methanol. The results from their experiments indicated that the hydrophobic
microchannels average 8 - 10% reduction in friction factor and average heat transfer
coefficient compared to the untreated and hydrophilic channels. They also concluded
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that the constant wall temperature and wall heat flux heat transfer coefficients were

constant and independent of the Peclet number and heat flux input (for the constant heat

flux cases) [167]. The results of Hsieh and Lin are compared to the results of other

experimental studies for microchannels with hydrophilic and hydrophobic channels in the

table below.

Table 3-3: Summary of laminar thermally developed and developing correlations of the Nusselt

number for microchannels with hydrophilic and hydrophobic surface coatings [167].

Reference Parameters Correlation Condition and restrictions
W. Qu et al. [10] D=168.9um Laminar and thermally fully developed flow Silicon trapezoidal microchannel (hydrophobic)
L=30mm Nii =1~ 2 (100 < Re < 400), Nui = 2 (400 < Re < 1500)

Incropera and DeWitt [15]
X.F. Peng et al. [16]

XF. Peng et al. [17]

Wu and Cheng [18]

L Zhuo et al. [19]

P X. Jiang et al. [20]

S. Shen et al. [21]

Present study

D=133-367 um
L =50 mm
D=133-343 ym
L=50mm
D=110um
L=34 mm
b=102um
L=30.5 mm
W=200 um
H=600 um
D=300pum
L=20mm

W =300 um
H=800 um

Pe =20~ 3300

Nu = 4.36 (constant heat flux)

Nu = 3.66 (constant wall temperature)
Laminar and thermally fully developed flow
Nu = CyyRe®™ Prf23, 50 < Re < 4000

Laminar and thermally fully developed flow
Nu=0.117 (D/W)?5! (H/w) 279Re"62 pplias,
50 < Re <4000

Laminar and thermally fully developed flow

Nu = 0.5 ~ 2.6 (hydrophilic}, 50 < Re < 600
Nu = 0.5 ~ 2.3 (hydrephobic), 50 < Re < 600
Laminar and thermally fully developed fiow
Nu = 0.8 ~ 235, 25< Re <450

Laminar and thermally developing flow

Witheut micro-porous: Nu=052 (Gz ') %52,

Gz' < 0.05

Nu= 202 (Gz')°*, Gz ' > 005 (thermally fully
developed)

With micro-porous; Nu=1.97 (Gz~')%", 6z ' < 005
Laminar and thermally developing flow

Nu=0.505 (Gz~')~°2, 0.0375 <Gz~' < 0,14
Nu=2:18, Gz ' > 0.14 (thermally fully developed)
Laminar and thermally fully develaped flow

Hydrophilic microchannel:constant heat flux: Nu = 2.62
Constant wall temperature: Nu — 2.49

Hydrophobic microchannel: constant heat flux:
Nu=242

Laminar and thermally developing flow
Niu=0968(Gz ') ° Gz ' <0063

Nu= 262, Gz-' > 0.063 (thermally fully developed)

Laminar and thermally fully developed (tube channel)
Cyyy depended on aspect ratio 0.01 < G < 0.058

W.: center-to-center distance of microchannels
Silicon trapezoidal microchannel with (hydrophilic)/
without (hydrophobic) Si0,

Silicon trapezoidal microchannel (hydrophobic)

Rectangular microchannel with/without micro-porous
(one-sided heating)

Rectangular microchannel (one-sided heating)

A rectangular microchannel array( hydrophilic and
hydrophaobic)
Aspect ratio: 0.56

3.4 Summary and Conclusions

Superhydrophobic surfaces, those that combine hydrophobic coatings with patterned

microscale features to achieve surface roughness, have been shown to achieve an

effective slip at the boundary because of the shear-free vapor-fluid interface that forms
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between the micro-features. This approach maximizes the contact angle while
minimizing the contact angle hysteresis, which is the critical parameter for determine the
dynamics of a droplet on a surface. The key to achieving this state is to ensure that the
fluid maintains a pure Cassie state in that the fluid only contacts the top surface of the
micro-features by properly balancing the surface tension with the feature spacing and the
fluid pressure. In addition, the three-phase contact line must be optimized to minimize
its length while maintaining the highest possible continuity in the flow direction to
maximize the performance of the system. Using these parameters, drag reductions of
20% to 40% for laminar flow and 50% for turbulent flow have been achieved. In addition,

effective slip lengths as large as 400 um have been measured.

For the most part, the thermal effects of slip flow for superhydrophobic surfaces have
only been considered from an analytical and numerical standpoint. Using various
approaches and models, most authors agree that for cases where only hydrodynamic slip
occurs at the wall, superhydrophobic surfaces should increase heat transfer. However, if
both hydraulic and thermal slip occur at the wall, then heat transfer performance will be
hindered. The degree to which superhydrophobic surfaces will help or hurt heat transfer
in the various respective cases is still a point of disagreement and largely depends on the
assumptions that went into the model. There is some limited experimental data for
hydrophobic and hydrophilic surfaces, but there is no experimental data in the literature

for superhydrophobic surfaces.
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Chapter 4

Slip Flow Numerical Model

The majority of this chapter is based on the paper for the 2012 AIAA Aerospace
Sciences conference and has been updated based on changes to the experimental setup
and because of numerical stability issues with the original Crank-Nicolson approach under

some flow and node configurations [89]. The original paper is included as Appendix A.

4.1 Numerical Analysis Method

The advantage of micropatterned superhydrophobic surfaces for fluid applications,
especially microfluidic systems, is drag reduction and thus reduced pumping power
required for these systems. However, the question that remains is the effect the slip
boundary condition has on the convective heat transfer for cooling applications. The slip
boundary condition should locally enhance heat transfer because the non-zero velocity
at the interface enables both convection and fluid conduction near the surface such that

heat is transported away from the surface in a more efficient manner. However, the
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decoupling of the fluid and the solid surface resulting from slip could cause a temperature
jump and thermal slip condition as seen in gas dynamics. In addition, micropatterning the
surface reduces the solid-liquid contact area, which reduces heat transfer. Identifying if
thermal slip occurs with hydrodynamic slip and whether or not slip effects are more
dominant than contact area reduction is key to understanding the potential heat transfer
enhancement that can be achieved using superhydrophobic coatings. This chapter seeks
to take the first step by evaluating the effect that slip flow has on heat transfer for flow

between parallel plates. The effect of heat transfer area reduction is not considered.

For flow between parallel plates, the velocity profile for the three possible boundary
condition cases was determined analytically: 1) no-slip, 2) slip on one boundary only, and
3) slip on both boundaries. The input parameters and problem setup are shown in Figure
4-1. The test section consisted of an adiabatic entry region to provide hydrodynamically

fully developed flow prior to entry into the heated section.
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Figure 4-1: Parallel plates setup and inputs for the analytical analysis with an unheated entry

section to allow for hydrodynamically, fully developed flow before entry into the heated length.
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The general equation for conservation of momentum is:

ou ou au]_ dP 0*u  0%u

Ut Uy | = —— | 4 — 4-1
p6t+uxax+uy8y dx+u8y2+6x2 Te8 (1)

where p is the density of the fluid, ux is the velocity in the x-direction, uy is the velocity in
the y-direction, t is time, P is pressure, p is the dynamic viscosity of the fluid, and g is the
acceleration caused by gravity. Assuming steady state, horizontal, fully developed flow,
constant cross section, and boundary layer simplifications, the conservation of

momentum equation reduces to:

0?u| _1dP (4-2)
ay?|  pdx
Integrating twice yields:
1 dP
= ——y? 4-3
u 2udxy + C,y + C, (4-3)

Applying the boundary conditions for the three cases and solving for the constants yields

the following equations:

Casel:u=0aty=0,y=H

st = 6t [ = (2) ] (4-2)

Case2:u=ugipaty=0;u=0aty=H

Ustip Bc1 = oup, %_ (%)2] — Ustip [4 (%) -3 (Z)Z - 1] (4-5)
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Case3:u=usaty=0,y=H

Y (V\? ANAS
uslip BC2 = 6um [ﬁ - (ﬁ) ] - 6uslip [ﬁ - (ﬁ) ] + uslip (4'6)

where unm is the average velocity at x, H is the distance between the plates, and usip is the

slip velocity at the boundary. For the special case of plug flow, Case 3 reduces to:

Upiug = Um (4-7)

For each of the three boundary conditions, unm is:

Casel:u=0aty=0,y=H

. op H? -8
Ym = T ox 12
Case2:u=usaty=0;u=0aty=H
oP H?> 1
Up = — ox 121 + 2 Usiip (4-9)
Case3:u=usaty=0,y=H
OP H?
Uy = —am + uslip (4-10)
The general thermal energy balance equation is:
6T+ 6T+ OT] B 62T+ 9°T g (4-11)
Pelar " ax T Vayl T |axz T ayz| T BY

where cis the specific heat, T is the temperature, k is the thermal conductivity, and g’ is:
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o (au N au)z +2 (au)z N (au)z (4-12)
gv = Hi\ox dy 0x dy
Assuming steady state; hydrodynamically, fully developed flow; axial conduction is small

compared to lateral conduction i.e. Peclet number is large; and viscous dissipation is small

i.e Brinkman number is small, the thermal energy balance equation reduces to:

(4-13)

0T laZTl
pclu

ax] ~ "|oy?

To solve the temperature equation for a finite difference numerical approximation,
the state equations are solved by assigning a control volume around each node. The size
of the control volume is based on the node density in the y-direction, and the size of the
control volume is differentially small in the x-direction (dx). The energy balance for each
node is based on conduction through the fluid from adjacent nodes in the y-direction and

the energy transported by the fluid entering a x and exiting at x + dx. Solving for the

energy balance at each node yields the follow equations [88]:
Node 1 (bottom):

oT,  k

g = W (TZ - 3T1 + ZTS) (4-14)
1

Nodes 2 through N-1:

oT, _  k

Fi W(Ti—l — 2T; + Tiy1) (4-15)
1
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Node N (top):

0Ty
dx  pcuyAy

~(Ty_y — 3Ty + 2T,) (4-16)

The Crank-Nicolson approach was selected because it is an implicit, second-order
method that is unconditionally stable. The method solves each integration step using the
rate of change estimate based on the average value at the beginning and end of each

length step [88]. Since the approach is implicit, the formula for taking a step is [88]:

T . (dT) N (dT)
1,j+1 - l,] dx T=Ti‘j’x=xj dx

Substituting Equations (4-14), (4-15), and (4-16) into Equation (4-17) yields the series of

Ax
17 fori=1..N (4-17)

T=T}j11,X=Xj41

equations to be solved using the Crank-Nicolson approach [88]:

Node 1 (bottom): (4-18)
Ax
T =Toj ¥ ooy (T2 = 3Ty + 2T5) + (Tjun = 3Tyjus +2T5)] -
Nodes 2 through N-1: (4-19)
Ax
Tijy1 =Tij + e, Ay? [(Tiv1j = 2Tj + Ticy) + (Tisrjer — 2Tijer + Ticpje)] >
Node N (top): (4-20)

Ax
Tyjs1 =Ty [(Tn-1j — 3T + 2Ts) + (Tn-1j+1 — 3Tjer + 2T5)] >

* pcu; Ay?
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The series of equations are then put into matrix form and solved. To accomplish this, a program
was written in Matlab, which is included in Appendix B. There is one caution that must be
considered when using the Crank-Nicolson approach and that is the solution at the wall can
oscillate if the step size ratio is too large, thus it is important to balance the mesh density for an
accurate solution with computation time [88]. The analysis configuration parameters are
summarized in Table 4-1, and

Table 4-2 lists the parameters that were normalized in the analysis.

Table 4-1: Configuration for the Poiseuille flow parallel plate configuration.

Parameter Symbol Value Units
Channel height H 0.004 m
Heated channel length 1 0.152 m
Channel width w 0.035 m
Inlet temperature Tin 393.2 K
Wall temperature Tw 273.15 K

Table 4-2: Normalized parameters.

Parameter Symbol Equation
Channel height h = % (4-21)
.~ 2
Slip length A= ﬁ/l (4-22)
. u
Flow velocity U=-— (4-23)
um
1 H
Meant temperature Ty = —— | uTdy (4-24)
Huy, J,
~ T —Ts
Non-dimensional temperature 0 = (4-25)
Tm_TS

To test the dependence of the accuracy of the solution with respect to node density,

the Crank-Nicolson model was run at multiple node spacing in the y-direction, and the
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temperature of the node closest to the wall was plotted. Node space in the y-direction
was increased by increments of 50 while the x-direction node spacing was maintained at
100,000 nodes. The results are shown on Figure 4-2 and clearly show that a minimum of
101 nodes are required to achieve results with acceptable accuracy. It can also be seen
in the figure that at 151 nodes, the first node starts to oscillate for the first few positions
in the x-direction. As noted, this is a known problem with the Crank-Nicolson approach.
Depending on the node density in the x-direction and y-direction, the temperature
oscillation can extend significantly in the x-direction as shown in Figure 4-3 for a node

density in the y-direction of 101 and an x-direction node density of 10,000.
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=== 51 y-nodes

— 278 == 101 y-nodes
3 151 y-node
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Figure 4-2: Plot of the effect of increasing node density in the y-direction on the first node closes

to the wall using the Crank-Nicolson method. The node density in the x-direction was kept
constant at 100,000 and the flow rate was 60 mL/min.
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Figure 4-3: Example of temperature oscillation for the first node using the Crank-Nicolson
approach with 101 nodes in the y-direction and 10,000 nodes in the x-direction at 60 mL/min.
To address this issue, the numerical approach was changed from a Crank-Nicolson
approach to an approach using Matlab’s built-in ODE45 solver, which uses a Runge-Kutta
method with a variable time step for computational efficiency. The variable time step in
the method also eliminates first node temperature oscillations because the node density
is changed until a stable solution is achieved. As with the Crank-Nicolson method, the
dependence of the accuracy on the nodal density nodal density was examined. The
results are shown below, and as with the Crank-Nicolson approach 101 nodes are

required for sufficient accuracy with 151 node providing slightly better results.

The trade-off between the Crank-Nicolson method and the ODE45 approach is
computation time and memory requirements. The Crank-Nicolson method is very
efficient for small node densities if temperature oscillation is avoided. In addition, the
computation time and memory requirements are much more stable as they y-direction
node density is increased. ODE45 provides a more consistent solution by eliminating
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temperature oscillations, but it is much more computationally intensive with increasing

node density. The computation time with increasing node density increases dramatically.
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Figure 4-4: Plot of the effect of increasing node density in the y-direction on the first node closes
to the wall using the Matlab’s ODE45 function. The node density in the x-direction was kept
constant at 100,000 and the flow rate was 60 mL/min.

One other draw back with the ODE45 approach is that the computation time is
dependent on the flow rate with lower flow rates requiring higher node densities and
more computation time. It should also be noted that the boundary condition plays a
significant role on the computation speed of ODE45. For 151 nodes and above, the no

slip boundary condition requires minutes to complete; whereas, cases with slip require

less than 10 seconds to process.

94



A comparison between the Crank-Nicolson method for x-direction node densities of
10,000; 100,000; and 1,000,000 and for the ODE45 approach at flow rates of 60 mL/min
and 200 mL/min for the no slip boundary condition are shown on Table 4-3. The values
displayed in red represent conditions where temperature oscillation occurred, and MEM
is a memory error that halted the program for the ODE45 approach prior to completion
where the data files exceed 3.5 GB. Based on the results from the table, ODE45 with 151
nodes in the y-direction was chosen for the numerical analysis because of its high

accuracy, stable temperature values, and relatively low computational requirements.

Table 4-3: Computation time comparison of the Crank-Nicolson method and Matlab’s ODE45
approach for various node spacing and flow rates.

51 101 151 201 251

CN_10,000 2.97 3.37 3.83 5.00 7.43
CN_100,000 | 2892 3279 37.57 49.56 74.34
CN_1,000,000 | 288.16 329.85 382.41 504.01 872.51
ODE45_60 2.11 1595 66.02 301.74 MEM
ODE45 200 0.86 489 17.29 42.74 180.13

4.2 Thermal Analysis Results

Using the thermal model based on Matlab’s ODE45 function, various aspects of the
effect slip has on the hydrodynamic and thermal behavior of laminar flow between
parallel plates were explored. As mentioned previously, the two goals of the numerical
model were to predict the behavior of slip flow on heat transfer and to help design the

experiment setup. To first get a better idea of the effect of slip on heat transfer, the axial
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temperature distribution through the channel was plotted for various flow rates
comparing the no slip and slip boundary conditions for a slip length of 0.5 mm. The results
for two extremes are shown in Figure 4-5 and Figure 4-6. Figure 4-5 displays the results
for a Reynolds number of 100 where the difference between outlet temperatures at the
center of the channel was significant. Figure 4-6 show the results for a Reynolds number
of 500 at which point the flow is too fast, and very little heat transfer occurred along the
center line. The biggest temperature differences were near the wall near the inlet. As a
result, there was little difference between the exit temperatures between the two cases.

Thus, flow velocity and Reynolds number were very important to experiment design.
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Figure 4-5: Axial temperature distribution through the channel for the no slip and slip boundary

conditions with a slip length of 0.5 mm for an inlet Reynolds number of 100.
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Figure 4-6: Axial temperature distribution through the channel for the no slip and slip boundary
conditions with a slip length of 0.5 mm for an inlet Reynolds number of 500.

From these two plots, it is clear that outlet temperature profile is highly dependent
on the flow rate and Reynolds number. Since the design of the experiment was to
measure the temperature difference between the inlet and outlet of the channel to
calculate the heat transfer performance, testing at flow rates that maximized the
temperature difference was important to reduce the effect of measurement uncertainty
on the results. Figure 4-7 compares the maximum temperature difference between the
no slip and slip conditions for various normalized slip lengths, which was the slip length

divided by half the channel height. The mean fluid temperature is the velocity weighted
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average temperature at each node at the outlet and is determined from the temperature

profile using (4-24).

From the plot, it is clear that target measurement range to maximize the differences
between the no slip and slip cases is between Reynolds number of 100 to 200, which
corresponds to flow rates of 120 and 230 mL/min. The maximum value occurs at a
Reynolds number of 145, which corresponds to a flow rate of 170 mL/min. Based on
these results a maximum temperature differences for slip range from 0.62 K to 1.97 K.
However, this is based on the average temperature and larger values can be observed at
specific locations in the flow profile where the temperature difference is larger. The
location of the maximum temperature difference between the no slip and slip conditions

depends on the flow rate and slip length and is at a different location for each case.
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Figure 4-7: Comparison of the mean outlet temperature between the no slip and slip boundary
condition for normalized slip lengths of 0.25, 0.5, and 1.
From Figure 4-7, the Reynolds number range that maximizes the temperature

difference for the various slip lengths is from 50 to 200. The normalized velocity profile,
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which is the velocity divided by the mean velocity, for no slip and normalized slip lengths
of 0.25, 0.5, and 1 are shown on Figure 4-8, and the non-dimensional temperature profiles
at the channel exit are shown on Figure 4-9. The non-dimensional temperature was
defined above in (4-25) [60]. From the figures, it is clear that slip length has a stronger
impact on the velocity profile than the exit temperature distribution and that the effect
on temperature is not linear. In addition, it should be noted that since the flow is
hydrodynamically fully developed in the test region, the velocity profile is constant across
the range of Reynolds number as expected. However, from a thermal perspective, the
flow is not fully developed, but despite this the non-dimensional outlet temperature

distribution at Re = 50 is similar to Re = 200 with minor differences near the center line.
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Figure 4-8: Normalized velocity profile with respect to y for parallel plates with channel height of
4 mm for slip lengths of 0.25, 0.5, and 1.
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Figure 4-9: Non-dimensional temperature profile with respect to y for parallel plates with channel
height of 4 mm for no slip and normalized slip lengths of 0.25, 0.5, and 1.

Finally, the heat transfer performance for the various cases and flow conditions were
studied. Figure 4-10 displays the local Nusselt number in the axial direction for Re = 50,
and Figure 4-11 shows the local Nusselt number for Re = 200. The figures clearly show
that the no slip condition approaches the classical value for a constant temperature
boundary condition, and the plug flow value for a normalized slip flow of 1. The increase
in the Nusselt number at the outlet of the channels appears to increase linearly with the
normalized slip length between the classical no slip and plug flow solutions. The case for

Re = 50 appears to be nearly thermally developed
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Figure 4-10: Local Nusselt number with respect to x for each normalized slip length at Re = 50.
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Figure 4-11: Local Nusselt number with respect to x for each normalized slip length at Re = 200.
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4.3 Conclusions

This paper discussed the numerical analysis to evaluate the effect of the slip
boundary condition on heat transfer using micro-patterned, superhydrophobic surfaces.
The velocity profile was analytically solved and used to determine the thermal profile
using numerical analysis approaches. Initially a Crank-Nicolson approach was used, but
because of temperature oscillations near the wall for same cases, the model was
transitioned to Matlab’s ODE45 solver. The numerical results reveal that increasing the
slip length improves heat transfer and that heat transfer increased asymptotically to the
plug flow case for the parallel plates configuration analyzed. In addition, the temperature
difference between the inlet and outlet temperature decays exponentially with respect
to the Reynolds number, and a maximum mean outlet temperature difference of 2.63 K
between the no-slip and 2 mm slip boundary conditions occurs between Reynolds
number of 50 and 200 for this configuration. Finally, the heat transfer for the no slip
condition approaches the classical value for no slip for the constant temperature
boundary condition, and the plug flow value for a normalized slip flow of 1. The increase
in the Nusslet number at the outlet appears to increase linearly with the normalized slip

length between the classical no slip and plug flow solutions.
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Chapter 5

Sample Fabrication

Sample fabrication was a significant challenge in the early stages of the research
effort. Early on copper was selected as the preferred fabrication medium in part because
its high thermal conductivity minimizes thermal gradients between the internal fluid flow
and external constant temperature ice bath. Copper was also selected because of its
common usage for thermal control systems including computer processor heat sinks, heat
exchangers, and copper tubing in environmental control systems. Developing fabrication
approaches that were compatible with copper increased the likelihood of transition of

the technology beyond academic research.

As discussed previously, the key to achieving superhydrophobic surface conditions
that promote slip conditions is the combination of micro- and nanoscale surface features
and a hydrophobic coating to control the surface energy interactions at the three phase
boundary line. The next sections will describe the micropattern fabrication approach as

well as the hydrophobic surface treatments that were applied.
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5.1 Micropattern Fabrication

The selection of the surface pattern and design was driven by two assumed and
somewhat diverging requirements. The first was that maximizing the hydrodynamic slip
boundary condition would minimize boundary layer resistance and increase heat transfer
by moving convection effects closer to the boundary. Lee et al. demonstrated that for
small pitches, micropost patterns provide higher hydrodynamic slip lengths than
microridges for an equivalent pitch. They also showed that increasing pitch linearly
increases slip length until the pitch is too large to support the fluid and the surface
transitions from a Cassie to a Wenzel state [27], [28]. Coupled to this requirement is the
requirement that the pattern must have sufficient surface roughness to ensure a stable
Cassie state under pressure driven flow. This requirement places a limit on pitch since
smaller pitches provide more stable fluid intrusion resistance than large pitches. The
second assumed requirement was to maximize the solid-fluid contact area. Because the
thermal conductivity of air is orders of magnitude less than copper, the primary
conduction path into the fluid is the solid-fluid interface. Maximizing the solid-fluid
interface maximizes the heat transfer into to the fluid. These requirements are divergent

to each other.

The optimization of these diverging requirements depends on their relationship to
heat transfer effects. From Figure 3-11, it is clear that the effect of slip length on the

Nusselt number is exponential and rapidly approaches a point of diminishing returns. The
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relationship between cavity fraction and Nusselt number in Figure 3-15 shows a similar
relationship; however, the change in slope of the curve is much less than for slip length.
Finally, Figure 3-14 shows there is a linear relationship between cavity fraction and the
Poiseuille number for streamwise microridges. Taking all of these relationships into
consideration, a cavity fraction of 0.5 was selected to emphasize Nusselt number
enhancement and ensure a stable Cassie state. It should be noted if the design goal is to
maximize the hydrodynamic-thermal efficiency factor, then the maximum stable cavity
fraction should be selected based on Figure 3-16. However, that was not the goal of this

effort. The goal of this effort was to maximize heat transfer enhancement.

To fabricate the micropattern structure on the surface of the copper substrates, laser
machining was performed by Mound Lasers and Photonics Center, Inc. (MLPC) in Dayton,
OH. The micropattern that MLPC machined on each sample consisted of lengthwise
ridges with 25 um width, 25 pum spacing between ridges, and 50 um height. These
dimensions satisfy the cavity requirement stated above, and also satisfy the design
guidelines summarized in Section 2.5. An example of a microridge test plate is shown in
Figure 5-1, and microscope images from the top and side are shown in Figure 5-2 through
Figure 5-4. The side view image clearly shows that the width of the cut is not uniform
through the depth and has much wider opening at the top compared to the bottom. The
image also clearly shows that the ridges are not square cut but have rounded edges. The

round edges likely did not produce as high a slip length as possible compared to square
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cut edges based on the work of Lee [29]. However, they did adequately promote a

hydrophobic state.

Figure 5-1: Photograph example of a microridge test sample made by MLPC, Inc.
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Figure 5-2: Top view microscope image of laser machined microchannels at 10x magnification
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Figure 5-3: Side view microscope image of laser machined microchannels at 10x magnification.

The lengthwise ridges have 25 um spacing, 25 pm width and 50 um height

Figure 5-4: Side view microscope image of laser machined microchannels at 20x magnification.

The maximum machining area for the laser was limited to 3.8 cm by 3.8 cm. The 16
cm channel length was made by repositioning the sample in the active cutting area along
the length. The result was a periodic discontinuity between each of the cutting sections.

Since the hypothesis was that the combination between the hydrophobic coating and the
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micro-patterned surface results in the fluid contacting the top surface of the ridges and
not penetrating into the depth of the ridge structure, the periodic discontinuity in ridge
alignment should not affect the overall results. Two examples of the discontinuity

between sections are shown Figure 5-5.

Figure 5-5: Two examples of the resulting ridge discontinuity caused by the 1.5 inch by 1.5 inch
cutting area limitation of laser cutter: a) shows a complete misalignment resulting in the removal

of all material and b) shows better alignment with partial ridge continuation.

5.2 Hydrophobic Coatings

To achieve a high slip boundary condition, both a hydrophobic coating and a micro-
patterned surface are required. The first hydrophobic coating that was applied to the
copper substrates was an aerogel coating based on the research of Gogte et al. and
Truesdell et al. that had demonstrated a high wall slip potential in their testing [25], [36],
[168]. The aerogel solution developed for this test effort followed the same recipe used
previously and was originally developed by Prakash et al. [169]. The aerogel coating was

prepared using a low temperature/pressure thin film process in which tetraethyl
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orthosilicate was replaced with a 1:0.3 molar ratio of tetramethyl orthosilicate and
trifluoropropyltrimethoxysilane [25]. Silicon samples were initially used as test pieces to
determine coating thickness versus dip speed. The samples were dip coated using an
automated system to control the rate at which the samples were removed from the
aerogel solution and were dipped at 10, 20, and 30 mm/min. The thickness was measured
using a scanning electronic microscope (SEM). Examples for each of the coating speeds
are shown in Figure 5-6 through Figure 5-8 and the results are compiled on Table 5-1.
Because the aerogel coating has a relatively poor electrical conductivity, a very thin layer
of gold was applied to the top surface to assist in measuring the coating thickness in the

SEM.
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Figure 5-6: SEM example measurement of aerogel dip coated silicon at a rate of 10 mm/min.
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Figure 5-7: SEM example measurement of aerogel dip coated silicon at a rate of 20 mm/min.
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Figure 5-8: SEM example measurement of aerogel dip coated silicon at a rate of 30 mm/min.
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Table 5-1: Complied coating thicknesses from SEM measurements for aerogel coating on silicon.

Aerogel 10| Aerogel 20 | Aerogel 30
Location [nm] [nm] [nm]
1 240 510 640
2 245 495 672
3 315 480 704
4 295 470 728
5 290 472 570
6 295 415 660
7 275 435 660
8 300 435 660
Average 282 464 662
StdDev 27 33 47

From Truesdell’s [168] research, the ideal single dipped aerogel coating thickness was
500 nm. Based on the results from the SEM measurements, a coating speed of 20
mm/min was selected for the fabrication of the copper samples. Photograph of the

aerogel coated sample is shown below.

Figure 5-9: Photograph of the coated aerogel plates using a dip speed of 20 mm/min.

In addition to the aerogel coating tested by Truesdell [168] and Gogte et al. [25], a

commercial off-the-shelf hydrophobic coating selected and tested. The coating was a
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consumer hydrophobic coating manufactured by Rust-Oleum® under the tradename
NeverWet®, which is s a two-step system designed to create a moisture repelling barrier
on metal, wood, aluminum, galvanized metal, PVC, concrete, masonry, asphalt, vinyl
siding, fiberglass, canvas, and most plastics. The application process consisted of two
parts: a base coat and a top coat that were both applied using an aerosol spray

application. The MSDS components for each layer are shown on Table 5-2.

Table 5-2: MSDS for Rust-Oleum® NeverWet® components for base coat (left) and top
superhydrophobic coat (right).

Chemical Name Weight % Chemical Name Weight %
Less Than Less Than

Aliphatic Hydrocarbon 20.0 Acetone 75.0

Propane 20.0 Propane 20.0

n-Butyl Acetate 15.0 n-Butane 10.0

Methyl Isobutyl Ketone 15.0 Silicone Derivative (Proprietary) 5.0

Methyl Acetate 15.0

n-Butane 10.0

Ethyl Acetate 10.0

Prior to applying the coating, the surface was cleaned and polished with a three step
process. First, a weak acid was used to remove the top oxidation layer. Next, the surface
was then cleaned with deionized water and acetone to remove the weak acid and any
residual grease from the surface. Finally, isopropyl alcohol was used to remove any traces
of the acetone. This cleaning process was used on all samples. After cleaning, each
coating was applied per the application directions that came with the packaging. The
base coat was applied in two layers with one hour between coatings. The first layer was

applied in a left to right motion and the second layer was applied in an up and down
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motion. The top coat was then applied in four thin layers with one hour between
coatings. The final coating was allowed to dry for more than 24 hours before any test
activity commenced. When not in use, the samples were stored in a nitrogen purge
cabinet to minimize the potential for the copper to oxidize or the coating to degrade in
the ambient laboratory environment. Images of the coated sample are shown in Figure

5-11 for the smooth surface samples and in Figure 5-12 for the microridge samples.

Figure 5-10: Photograph of the aerosol spray coated Rust-Oleum® NeverWet® smooth sample.

From the images it is clear that the coating is not smooth and has a random
distribution of globs on the surface with a significant differential in height which causes
much of the image to be out of focus. This is likely a product of the design of the coating
to help enhance its hydrophobicity by adding microtexturing to the surface. The same
surface structure forms on pretty much any surface the NeverWet® is applied. For the
microridge samples, the coating forms the same globs as the smooth surface. The ridge
structure can be seen in the microscope image, but it is unclear if there is a height

differential caused by the microridges in the top surface of the hydrophobic coating.
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b)
Figure 5-11: Microscope images of the Rust-Oleum® NeverWet® coating on the smooth surface
copper sample at a) 10x magnification and b) 20x magnification.
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Figure 5-12: Microscope images of the Rust-Oleum® NeverWet® coating on the microridge

surface copper sample at a) 10x magnification and b) 20x magnification.
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Chapter 6

Contact Angle

To fully understand the effects of superhydrophobicity on friction loss and heat
transfer, the surface characteristics must be fully understood. This includes both the
contact angle and contact angle hysteresis as well as the ambient temperature and
relative humidity when the measurements are taken. In most of the literature examining
hydrophobicity and hydrophilicity, the contact angle is generally the only data point
reported. Occasionally, the temperature is reported. The most comprehensive dataset
for contact angle and contact angle hysteresis measurements was provided by Taft,
Smith, and Moulton [85]. The emphasis of this chapter is on the contact angle and contact

angle hysteresis measurements for all of the test samples.

6.1 Contact Angle Measurements Background

Once the various samples were fabricated, it was important to determine the degree
of hydrophobicity for each sample. The first step was to measure the contact angle to
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verify that an apparent contact angle exceeding 150° was achieved. Accurately measuring
apparent contact angle can be quite challenging for superhydrophobic surfaces and there
is a wide range of measurement techniques for determining the apparent contact angle
of a droplet on a surface. They can be categorized into two major groups: direct optical
measurements and indirect force balance measurements [133]. The next sections will
review the various approaches to measure contact angle as well as the strengths,

weaknesses, and accuracy of each approach.

6.1.1 Review of Direct Optical Measurement Techniques

One of the first and most widely used contact angle measurement techniques is the
telescope-goniometer developed by Bigelow et al., which directly measured the tangent
angle at the three phase contact point on a sessile drop [170]. A typical apparatus
consisted of a micrometer pipette and motor driven syringe to form the sessile drop, a
telescope with protractor eyepiece, a camera, and a light source. The telescope provided
high magnification to enabled detailed examination of the interface profile which
enhanced accuracy of the measurement [171]. Using a telescope-goniometer connected
to a CCD camera, Sklodowaka et al. [172] used computer analysis based on a fragment of
an ellipsoid of revolution to measure the contact angle. The motor driven syringe can

also be used to measure the advancing and receding contact angle [173].

The advantages of this method are its relative simplicity and the fact that only small

liguid volumes and solid substrate sizes are required. The biggest disadvantages are that
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measurements are highly dependent on the accuracy and consistency of the user to
follow precise guidelines to accurately assign the tangent line and that contact angles less
than 20° cannot be accurately measured because of uncertainty in assigning the tangent
angle when the drop is relatively flat. In addition, limitations of the optical profile, surface
roughness variations, and contaminates will cause aberrations in the contact angle that
are not captured by this technique. Only the intersection of the meridian plane and three-
phase line is captured in the measurement [133]. Despite these limitations, the
telescope-goniometer technique is commonly used where the contact angle accuracy

requirement is greater than +2° because of its relative simplicity [174], [175].

Variations on the telescope-goniometer approach include using a tangentometer,
which consists of a mirror mounted at the baseline of the droplet that is rotated until the
curve of the drop shape forms a smooth continuous curve on the mirror and a specular
reflection approach that uses rotate a light above the three-phase line until small
variations in rotation cause the light to appear or disappear [176], [177], [178]. Both
methods eliminated user dependent accuracy error to some degree and have achieved

accuracy of £1° on sessile drops and menisci on flat plates and inside tubes [179].

Alternative techniques to sessile drop techniques use bubble or meniscus properties
to determine the contact angle. The captive bubble approach uses an air bubble formed
underneath a horizontal solid submerged in the test liquid and the contact angle of the

bubble is directly measured [180], [181]. The advantages of this method include
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monitoring fluid temperature to determine the temperature dependence of the contact
angle, ensure the surface is in contact with a saturated atmosphere, and minimized
contamination effects at the solid-vapor interface. The biggest disadvantages are high
large liquid volumes and incompatibility between materials i.e. swelling solids or films on
the solid dissolved by the liquid [133]. Good agreement between the sessile drop

methods and the captive bubble method have been observed [182].

Meniscus-based techniques utilizes the properties and interactions of the three-
phase interface in the meniscus to determine the contact angle. The tilting plate method
uses a plate partially inserted the fluid that is rotated until the meniscus becomes
horizontal on one side of the plate as in Figure 6-1. The angle between the plate and
horizontal meniscus is the contact angle. The advantages of this approach are its relative
simplicity, reduced dependents on the user’s accuracy, and the ability to measure small
contact angles. However, its accuracy is limited to £5° because of surface-liquid
contaminates, disturbance of the liquid by the rotating plate, and ensuring the solid-liquid
interface remains at the axis of rotation [183]. Using more advanced techniques and
measurement devices, the accuracy can be improved to +2.5° [184], [185]. More modern,
special techniques have also been used to improve the accuracy of this method by
reducing the effects of solid-liquid contaminates, adding scanning laser measurement
techniques, and applying high sensitivity thermocapillary response to the static curvature

of the meniscus [186], [187].
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Figure 6-1: lllustration of the tilting plate method to measure the contact angle [133].

For cases where high accuracy of the dynamic contact angles are required or for cases
with very low contact angle hysteresis, the capillary bridge method can be used. For this
method a spherical solid, such as a watch glass, is placed in contact with a liquid such that
a meniscus or capillary bridge forms around the contact line because of capillary effects
as shown in Figure 6-2. The dynamic contact angle is determined by measuring changes
in the wetted area and the height of the sphere from the surface and using the Young-

Laplace equation of a simplified approximation:

A, = 2nr (K_1\/2(1 + cos0) — h) (6-1)

where Ay, is the wetted area, h is the height of the sphere from the fluid bath surface, r is
the radius of the sphere, and « is the capillary length of the liquid. The contact angle is

determined from the experimentally measured A(h) curve [188], [189].
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The advantages of the capillary bridge method include high accuracy, ability to easily
measure the advancing and receding angles for systems with very low contact angle
hysteresis, and the ability to accurately measure values for low friction coatings [190].
The disadvantages of the method include challenges with measuring the wetted
perimeter, which usually requires transparent films to be coated on a transparent
spherical surface thereby causing material limitations and challenges preparing samples

[191].

Figure 6-2: Image of the capillary bridge method and the contact line calculation [188].

6.1.2 Review of Indirect Force Measurement Techniques

Rather than optically measuring the contact angle or three-phase line properties,
indirect force measurements use the interactions of wetting and buoyancy forces to

determine the contact angle. The Wilhelmy balance method uses a balance or force
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sensor to measure the change buoyancy and wetting force when a thin vertical plate is

brought into contact with a liquid. The wetting force, f, is defined as [192]:

f=yLpccosb (6-2)
where pc is the perimeter contact line. The total force change detected is a result of

buoyancy and wetting forces and the contact angle can be calculated by:

Af + VA
cos @ = w (6-3)

YLvDPc

where Af is the change in force on the force balance, V is the volume of displaced fluid,
Ap is the difference in density between the liquid and air, and g is the acceleration of

gravity [193], [192].

The advantages of the Wilhelmy balance method are that it eliminates the challenge
of correctly identifying the contact location and angle and replaces it with straight
forward weight and length measurements, which can be performed with high accuracy
and without subjectivity. In addition, the force measurement at any submersion depth is
the average force over the wetting surface thereby yielding an average contact angle
value over a large area. Finally, the dynamic contact angle and contact angle hysteresis
can easily be determined for different wetting rates using this method. The drawbacks of
this approach include the requirement that the solid must have a uniform cross-section
with a known perimeter which makes simple geometries ideal and the sample must have

the same composition and topography on all sides.
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An alternative approach to the Wilhelmy balance method uses the capillary rise on a
vertical plate to calculate the contact angle. The height of the capillary rise, h, can be
determined by integrating the Laplace equation [194], [193]:

Apgh?

(6-4)
2YLy

sinf =1—

For this method to work, the plate must theoretically be infinitely wide, which is
practically satisfied by plates measuring more than 2 cm in width [133]. By modifying the
Wilhelmy balance method, the capillary rise height can be measured to calculate the
contact angle [195]. The advantages and disadvantages of this method are similar to the
Wilhelmy balance method, but the method has been automated [196], [197], and using
trigonometric relationships, both the contact angle and liquid surface tension can be

calculated simultaneously [198].

6.1.3 Drop Shape Analysis Techniques

With the proliferation of high resolution digital cameras and computers, automated
drop shape analysis techniques have become much more prevalent and extremely
accurate. Drop shape analysis techniques find the best theoretical profile fit for a digital
droplet image and calculate the surface tension, contact angle, drop volume, and surface
area of a sessile droplet, captive bubble, or pendant-shaped drop. These approaches
utilize the balance of force between surface tension which wants to form a spherical

droplet and external forces, primarily gravity, that want to flatten a sessile drop. The
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balance between the forces is captured by the Laplace equation of capillarity, which

provides the means to determine surface tension by analyzing drop shape [133].

Before the advent of digital systems, the 6/2 method was used to determine contact
angle from a sessile droplet shape. Assuming that the droplet is spherical, which is
accurate when the droplet is smaller than the capillary length from Equation (2-11, the

contact angle can be calculated using:

=tan"!- (6-5)

where d is the droplet diameter and h is the height at the apex of the droplet. This
approach is only valid for small drops where external forces such as gravity can be
ignored. Bashforth and Adams [199] used this approach to create sessile drop profile
tables that could be used to interpolate contact angle based on surface tension and the
radius of curvature at the apex of droplet [193]. Other authors have added to the
Bashforth and Adams tables for sessile droplets and for pendant drops [200], [201], [202].
Using digital systems, many advancements to this technique have been made [133], [203],

[204].

One of the major advances in drop shape analysis made possible by digital systems is
the Axisymmetric Drop Shape Analysis (ADSA) method and is one of the most accurate
techniques for high precision contact angle measurements with a reproducibility of +0.2°
[133]. The method originally developed by Rothberg et al. matches the best theoretical

profile to the drop’s shape by adjusting the surface tension until the theoretical profile
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matches the experimental profile by minimizing the sum of the squares of the normal
distances between the experimental profile and the theoretical profiles [205]. The
assumptions of this approach are that 1) the drop is Laplacian and axisymmetric and 2)

gravity is the only external force acting on the drop.

The original method has been improved by implementing computer-based edge
operators, automated drop edge detection techniques, various optical distortion
correction techniques [133], [203], [206], and more efficient algorithms using the
curvature at the apex rather than the radius of curvature at the apex. An offshoot of the
ADSA approach for contact angles less than 20° has also been developed that uses a top
view image of the drop to measure the contact diameter [204]. The agreement between
both ADSA approaches is +0.4° with the diameter-based approach providing higher

precision at low contact angles than the profile-based approach [207], [208].

A new drop shape method introduced by Cabezas et al. [209], [210] named
Theoretical Image Fitting Analysis (TIFA) uses the whole two-dimensional projection to fit
the theoretical profile to the experimental image instead of the ADSA approach of fitting
only a one-dimensional curve to the image. TIFA does not use edge detection and
employs an error function that measures pixel-by-pixel difference between the
theoretical profile and the experimental image to find the optimal match [133]. TIFA,
much like ADSA, suffers from a limitation in that the apex of curvature of the drop is used

in the calculation. Thus, the most common sessile drop deposition approach where the
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syringe needle is submerged in the droplet to minimize perturbations cannot be used.
This limitation has led to the development of both TIFA and ADSA approaches that utilize
alternative reference points than the apex to solve the Laplace equation and for curve

fitting optimization with results approaching £0.1° [211], [212].

Various authors have used new and specialized techniques to measure contact angles
ranging from the mutual displacement of two immiscible fluids through a capillary,
spreading a liquid between parallel plates, rotating a partial submerged cylinder in a
liguid, capillary penetration methods, and various drop curve fitting techniques including
ellipse, quadratic polynomial, spline curve, curve ruler fitting approaches [101]. However,
the two most frequently used approaches are microscope examination of a sessile drop
and the Wilhelmy balance method (and its variations). The choice of contact angle
method depends on the geometry of the system and the contact angle to be measure i.e.
large or small contact angles are harder to measure and can require specialized
approaches. For this effort, the sessile drop method using drop analysis techniques was

used.

6.2 Contact Angle Measurement Results

To measure the contact angle, an approach similar to that described by Lamour and
Hamraoui [87] was used. Droplets were placed on each sample and photographed using
a Canon 30D digital camera with an EFS 60 mm macro lens (1:2.8 USM). The drops were

carefully placed using a 30 mL Luer-Lok™ syringe with a 25G x 1” Turemo® needle. The
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syringe was clamped to a test tube stand to ensure height above the sample was
consistent. The syringe tip was maintained at a height of 1 0.5 mm above the sample
surface. Droplet size was measured using a Mettler Toledo AL 204 high precision scale
with enclosure to be an average of 0.0105 g for DI water with a standard deviation of
0.0009 for 20 measurements. The ambient temperature was measured using a NIST
traceable RTD to be 18.165 +0.04 °C. Using the density of DI water at the measured room
temperature resulted in an average droplet diameter of 2.72 mm assuming a spherical
drop, which is on the order of the capillary length for water at room temperature. Thus,
gravity effects on the droplet could be neglected. A lamp with a diffuser was used to
minimize heat input and to provide a uniformly-bright, diffuse background light. The test

setup is shown in Figure 6-3.

SYRINGE
TEST
PLATE
CAMERA Optical \ LAMP
Bench

High precision
machine plates

Figure 6-3: Test setup for the sessile drop contact angle and contact angle hysteresis

measurements.
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Images were taken at 18 uniformly distributed locations on each plate. The syringe
was depressed until a small droplet formed and made good contact with the substrate.
Droplet size was kept under to 2.7 mm to ensure that gravity effects could be neglected.
The droplet was left impaled on the syringe to stabilize the droplet. Applying the droplet
without leaving it impaled on the syringe led to an unstable droplet on the hydrophobic
and superhydrophobic surfaces that would often roll from a high contact angle area to a
more stable lower contact area and often times would roll off of the sample entirely. Also,
air currents from the lab air conditioning system would disturb freestanding droplets.
Once a stable, well-defined droplet was achieved, the camera was manually focused on
the macro setting such that the largest cross section of the droplet was in focus. Special
attention was paid to ensure the droplet-surface contact area was centered in the camera
image and in-plane with the focal axis to minimize parallax issues affecting the
measurement. After the image was taken, the droplet was wicked off of the surface with

the tip of a lint-free cloth to avoid abrading or contaminating the surface.

The images were processed using Image)’, which is an open-source, java-based image
processing program developed by the National Institutes of Health. For each
measurement, the image was opened in Imagel and then sharpened, cropped, the
brightness and contrast adjusted for sharpness, and converted to a grayscale image.

After the image was prepared, the contact angle was measured using the DropSnake®

7 National Institutes of Health ImageJ website: imagej.nih.gov/ij/
8 Ecole Polytechnique Federale de Lausanne DropSnake website: bigwww.epfl.ch/demo/dropanalysis/
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plugin, which uses a b-spline to shape the drops and determine the contact angle on both
sides of the drop after the user defines the drop outline [213]. DropSnake was chosen
over other options because user contour placement provides easier and more accurate
processing in most all lighting conditions and because it measures the contact angle on
each side of the drop independently [197]. For each image, ten points were manually
selected on the droplet perimeter (five on each side of the droplet) and adjusted until the
b-spline accurately outlined the droplet shape. The contact angles for each side of the
droplet were recorded, and all 18 values were averaged together to form the contact
angle for each sample. The averaged contact angle and the standard deviation for each

test sample plate are presented in Table 6-1.

Table 6-1: Contact angle values using the sessile drop method.

Sample 1 Sample 2
Exp Surface  Surface Contact Std Contact  Std Room Relative

Texture  Treatment  Angle Dev Angle Dev  Temperature Humidity
1 | Smooth  Uncoated 65.0 0.93 64.5 1.58 71.2°F 21%
2 | Smooth  Aerogel 85.9 8.34 82.5 13.72 72.4°F 13%
3 | Smooth  NeverWet 1544 1.49 153.3 1.44 69.9 °F 16%
4 | p-ridges Uncoated 57.0 5.61 49.2  4.67 68.7 °F 18%
5 | p-ridges NeverWet 160.6 1.73 160.8 1.85 69.9 °F 16%

From the results, a few conclusions can be observed. First, the contact angle for the
baseline smooth, uncoated copper plates was in the range of previous text values that
are shown on Table 6-2. The values were a little lower than other measurements, but this
was most likely attributed to differences in relative humidity especially since the

measured values were similar to those of Taft, Smith, and Moulton [85] which had a
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similar low relative humidity. Also, as predicted by Wenzel, adding surface roughness
through the application of microridges made the samples more hydrophilic and reduced
the contact angle by 11°. It should also be noted that the uncoated, microridge samples
had much higher variability than the polished sample and was likely caused by non-
uniformity in the fabrication process as well as oxidation and contamination on the
surface and in the grooves of the samples. From the microscope images of the laser milled
surfaces, the laser milled surface did not remain polished, nor was the surface polished
after receipt for fear of contamination getting lodged in the grooves from polishing
compounds.

Table 6-2: Literature values for the contact angle of water on copper 101 using the sessile drop

technique (*Humidity was estimated by Taft, Smith, and Moulton) [85], [87], [214], [215], [216],
[217].

Source Temperature [C°]  Humidity Contact Angle
Shoji and Zhang 1984 20° 71%* 71°
Yekta-Fard and Ponter 1985 20° 100%* 78°
Extrand 2003 N/A 80%* 69°

Li, Wang et al. 2008 N/A 65%* 74°
Larmour and Hamraoui 2010 20°-100° 72%* 9°-74°
Taft, Smith, and Moulton 2014 22° 18% 61.5°+3.7°

The second observation from the data is that the contact angle for the aerogel coating
was very low for a hydrophobic coating and the standard deviation was very high. The
high variability in the measurement was caused by the fragility of the coating on the
substrate. The coating was so fragile that using a cloth to wick away the droplet without
touching or abrading the surface degraded the coating. Initial measurements were on

the order of 100° but after removing a few droplet the contact angle was on the order of
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64°. In addition, the coating would quickly wash off the samples. This issues was not
noted by Truesdell et al. or Gogte et al. [25], [168] for the aerogel-dipped substrates, and
thus, was likely caused by changing substrate materials. The addition of an interface
coating between the substrate and the aerogel coating could solve the adhesion problem,
but that effort is left to future work. Unfortunately, since the aerogel hydrophobic coating
did not adhere well to the copper substrate, it was eliminated from any additional testing.

Representative images of the drop shapes are shown in Figure 6-4 through Figure 6-7.

b)

Figure 6-4: Representative images for a droplet on the smooth copper substrate with no coating

a)

a) photograph of the droplet and b) as processed image using ImageJ and DropSnake.

b)

Figure 6-5: Representative images for a droplet on the microridges copper substrate with no

a)

coating a) photograph of the droplet and b) as processed image using Image) and DropSnake
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b)

Figure 6-6: Representative images for a droplet on the smooth substrate with the NeverWet®

a)

coating a) photograph of the droplet and b) as processed image using ImageJ and DropSnake.
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a) b)

Figure 6-7: Representative images for a droplet on microridges substrate with the NeverWet®

coating a) photograph of the droplet and b) as processed image using ImageJ and DropSnake.

6.3 Contact Angle Hysteresis

Many of the same methods used to measure the contact angle can also be used to

measure the contact angle hysteresis by slowly moving the solid with respect to the liquid.
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For sessile drop approaches, the telescope-goniometer approach can be used, and two
main approaches have been used. The first is to use a mechanically driven syringe pump
to add or remove fluid to measure the advancing and receding contact angles,
respectively. The second approach is to tilt the plate until just before the drop begins to
move. The contact angle at the lowest point is the advancing contact angle and the
contact angle at the highest point is the receding contact angle. The method was
developed by MacDougall and Ockrent [218] and used by Extrand and Kumagai [219],
[220] to study contact angle hysteresis of liquids on silicon wafers and polymer surfaces.
Similarly, the Wilhelmy balance method can be used by moving the solid up and down in

the fluid bath.

To measure the advancing and receding angles, the capillary rise method was initially
attempted. The experimental setup used essentially the same setup as before with the
same camera, lens, and lighting background as the contact angle measurements. Since a
motor to control the movement of the plate in the fluid was not available, fluid was added
and removed from the bath using the syringe to change the fluid surface level with respect
to the copper plate. The plate was suspended in a clear container of fluid and the syringe
was connected to tubing mounted at the base of the beaker to minimize flow effects and
disturbances at the surface. Fluid was added to the container to measure the advancing
angle and removed with the syringe to measure the receding angle. The camera

continuously took images at roughly 4.2 per second, which was the limit of the camera.
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It is important to note that the speed at which the contact line moves has an effect
on dynamic angle measurements. Both the contact line velocity and acceleration
influence the dynamic contact angle in that the dynamic contact angle is larger for higher
contact line acceleration [221]. Based on the physical limitations of the camera and
syringe, the volumetric flow rate was 5 cm3/s, which resulted in a contact line velocity of
0.6 mm/s. Using Equation (6-4), the advancing and receding contact angle can be
determined from the capillary rise as fluid is added to or removed from the container.
For any cases where a capillary depression occurs rather than a rise, which created and
advancing angle greater than 90°, a modified equation was used that subtracted the angle
from 180°. In addition, the contact angle was calculated from the advancing and receding

contact angles using the following equations [222]:

[, cos 8, + I' cos Oy
9 = sin-1 ( ) 66
o = Sin T, + Tx (6-6)
where,
1
.3 /3
r, = sin” Og (6-7)
2 — 3 cos By + cos3 Oy
and,
1
.3 /3
r, = sin® 64 (6-8)
2 —3cosf, + cos3 0,

The results from the capillary rise method were extremely poor and inconsistent. The

method was not well suited for the sample geometry because the coating did not span
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the width of the sample and was only on a 3.8 cm strip in the center. As a result, the
advancing and receding contact angles could not be measured. The angles for the copper
edges dominated the image and blocked the contact angles on the coated surface.
Rotating the samples 90° was attempted to solve this issue since the coating covers edge
to edge in the long direction, but this caused distorted values for the microridge machine
samples because the ridges were parallel to the fluid rather than perpendicular, which

changed the results.

As an alternative, a sessile drop approach was used instead where fluid was added or
removed from the droplet with the syringe. A much smaller syringe was used for adding
and removing fluid from the droplet to provide better control. The same continuous
camera mode setting was used, and the images were evaluated for the point at which the
contact line moved to determine the advancing or receding angle. This approach
alleviated the geometry issues from the capillary rise method and worked relatively well

for the uncoated samples. The results are shown on Table 6-3.

Table 6-3: Results for the advancing and receding angles calculated from the sessile drop
approach

Exp Surface  Surface 0, 0, CAH Std Room Relative
Texture  Treatment Dev Temperature  Humidity

1 ‘ Smooth  Uncoated 32.2 90.6 48.4 2.4 24.4°C 11%

3 ‘ Smooth  NeverWet 148.9 158.9 10.0 1.4 19.0 °F 27%

4 ‘ p-ridges  Uncoated 23.7 107.9 84.2 2.9 23.8°C 11%

5 ‘ p-ridges NeverWet  157.1 160.9 3.9 1.6 19.4 °F 27%

There are a few items of note. First, the results for the smooth, uncoated samples

were in relatively good agreement with literature data. Second, as expected, the added
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surface roughness from the microridges increased the contact angle hysteresis for the
uncoated sample compared to the smooth sample. The receding contact angle was
extremely difficult to measure accurately because of it low contact angle. The resulting
measurement error was much higher as a result since this method losses accuracy below
for contact angles below 20°. The contact angles for the hydrophobic coated samples
were also extremely difficult because of the high mobility of the droplet. The contact
angle measurements are somewhat suspect because they are within the uncertainty of
the static contact angle measurements. It is safe to conclude that the contact angle
hysteresis was extremely low for the hydrophobic coated smooth and microridge
samples. As are result the droplets were in the Cassie state, thereby satisfying the

requirement for superhydrophobicity.
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Chapter 7

Slip Flow and Thermal Results

After the surfaces were characterized through contact angle measurements and
verified to be superhydrophobic, the next steps were to characterize the hydrodynamic
and thermal effects of the various surface treatments. The analysis results from Chapter
4 were used to guide the development of the experiment design and setup. Pressure
head measurements from an incline manometer for a parallel plate flow configuration
were used to evaluate hydrodynamic slip by comparing the superhydrophobic coated
samples to uncoated samples. Thermal performance was evaluated using the same
parallel plate configuration submerged in a recirculating ice bath. The results for the
hydrodynamic and thermal performance tests for the superhydrophobic surfaces were
compared to the baseline uncoated samples, the modeling results presented in Chapter

4, and literature predictions discussed in Chapter 3. This chapter will first present and

139



describe the experiment setup and then present the results, analysis, and comparison to

predictions.

7.1 Hydraulic Slip Measurements

One of the major goals of this research effort was to achieve and measure the
hydrodynamic slip resulting from the use of microtextured, superhydrophobic surfaces.
To verify that the superhydrophobic samples achieved a slip state, an indirect slip
measurement approach was used which compared the pressure loss through the
uncoated copper samples to the other samples. The samples were mounted in a parallel
plate configuration with a channel height of 0.40 cm. Silicone rubber gaskets were used
to separate the plates and seal the channel. Allen head screws were used to compress
the gasket to the desired height of 0.4 cm. This approach enabled a consistent water tight
seal, but the compliance in the gasket required for sealing led to some inconsistency in
the channel height between test samples on the order of £0.02 cm. In addition, the
compression of the gasket material resulted in a reduction of the test section width from
to a measured width of 3.45 £0.01 cm. Even with the reduction in height and width, the
aspect ratio of the channel exceeded 8, which was sufficient to ignore the edge effects of

the uncoated channel sides.

To ensure the flow in the test section was hydrodynamically fully developed, the inlet

section consisted of a long flow adapter section that transitioned the flow from the
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circular tubing cross-section to the rectangular cross-section of the parallel plate
configuration. The adapter was made using a stereo lithography additive manufacturing
process because of the complex internal flow geometry. To ensure the flow was fully
developed by the time it entered the test section, the adapter transitioned from the
circular to rectangular cross section over a length of 10 cm, and the rectangular section
was 19 cm long to satisfy the requirement that the square root of the length must be
much larger than the cross-sectional area. The exit section used a similar configuration,

but much shorter rectangular cross-sectional region.

A Masterflex L/S peristaltic digital pump with Easy Load Il pump head (Model #77921-
75) was used to control the flow rate. The pump was calibrated using a 500 mL graduated
cylinder and stop watch and was periodically verified during all tests. The flow rate
measurements were accurate to less than 2% error. To minimize the flow oscillation
effects caused by the peristaltic pump, a gravity feed chamber was used to provide
continuous flow to the inlet of the test chamber. A 15 micron filter was used to keep
large debris from contaminating the flow chamber and was installed on the pump outlet
flow prior to entry to the gravity feed chamber. It was placed on the pump outlet rather
than the entry to the test chamber flow adapter to eliminate negative pressure loss
effects on the pressure measurements. Between the gravity feed chamber and the inlet
to the test chamber, the tubing was teed off and connected to an incline manometer to
measure the pressure differential in the test chamber. Because of the low pressure head

loss in a 15 cm flow section, a very shallow inclination angle used. The length and rise
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height of the manometer were measured and the inclination angle was calculated to be
1.47°. Finally, to maintain a consistent inlet temperature for all test cases regardless of
lab conditions, the inlet temperature was maintained at 20 °C using a Neslab RTE 7
circulating temperature bath with digital temperature control. In addition, insulation was
used to the maximum extent possible to minimize temperature changes prior to entry to

the test section.

Gravity feed tube

Thermometer and
humidity sensor

Incline manometer

Test section inlet

Neslab RTE 7 Masterflex L/S Test section
temperature peristaltic
bath digital pump

Figure 7-1. Pictures of the test setup for the slip flow experiments

For each test sample, the fluid level height in the incline manometer was measured
for flow rates from 60 to 200 mL/min in increments of 20 mL/min. From the pressure
measurements the normalized slip velocity was calculated by taking advantage of the flow

velocity relationships that: for a given volumetric flow rate, only the velocity profile
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changes for no slip and slip flow; the mean velocity is the same. Thus substituting

Equation (4-8) into Equation (4-10) and simplifying, the slip velocity yields:

H? [((’)P) (6P>
Uears e —_— —_ ] —
stp 12# 0x no slip 0x slip

where, usiip is the slip velocity. Normalizing by the mean velocity, using the relation in

(7-1)

Equation (4-8), and utilizing that for Poiseuille flow the pressure gradient is only a function

of x, yields the following simplified relationship:

uslip _ APslip

=1- (7-2)
Umn APno slip

The measurement results calculated from Equation (7-2), and the results are plotted on
Figure 7-2 where RU is the microridge uncoated sample, SHD is the smooth sample coated
with the superhydrophobic coating, and RHD is the microridge patterned sample coated

with superhydrophobic coating.

From Figure 7-2, a few observations can be made. First, the no slip boundary
condition held for the smooth, superhydrophobic coated sample across all flow rates
tested within the uncertainty of the experimental measurement. Second, the uncoated,
microridge patterned sample exhibited higher pressure loss than the uncoated sample,
which resulted in an average negative slip length of -0.11 mm. This result conflicts with
classical laminar flow theory in that the friction loss and thus pressure head loss for
laminar flow is dependent on the Reynolds number and channel geometry and not on the

surface roughness. Thus, there is likely an artifact in the test setup or assembly that
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increased the pressure loss for the uncoated, microridge patterned sample compared to
the uncoated sample and could include an over compressed gasket resulting in a smaller
channel height or a disruption in the flow field perturbing laminar flow. In the next
section, the heat transfer results for the uncoated, microridge patterned surface were
significantly higher than all of the other samples, which supports both hypotheses for the

increase in pressure loss.

Reynolds number
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Figure 7-2: Plot of the calculated normalized slip velocity [usip/um] With respect to Reynolds
number for the modified samples compared to the baseline uncoated copper sample where RU
is the uncoated microridge sample, SHD is the smooth sample coated with the super-hydrophobic

coating, and RHD is the microridge sample coated with the superhydrophobic coating.
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Finally from Figure 7-2, the superhydrophobic coated, microridge patterned sample
exhibited a lower pressure drop than the uncoated smooth baseline sample that resulted
in an average normalized slip velocity of 0.30. From Equation (4-6), the velocity profile

can be determined using the normalized slip velocity:

Y Y\? Ustip [ Y Y\ | Ustip
u(Y)siip Bc2 = 6 [E - (E) ] —6 w, LH (E) ] + 0 (7-3)

Solving Equation (7-3) at y=0 and then taking the derivative and solving aty = 0, yields the

equation for the slip length based on the definition from Equation (2-1) and Figure 2-1:

H Ugy;
A=— <i> (7-4)
6 Um — Ugiip

Table 7-1 shows the calculated slip velocities and slip length at the various flow rates
measured for the microridge patterned, superhydrophobic coated sample, which was the

only one where slip was observed.

Table 7-1: The calculated slip velocity and slip length for the microridge patterned,
superhydrophobic coated sample.

Flow Rate  Reynolds Slip Velocity  Slip Length

[mL/min] Number [mm/s] [mm]
60 52.0 2.79 0.41
80 69.4 4.12 0.49
100 86.7 4,93 0.46
120 104.1 3.44 0.21
140 121.4 5.09 0.28
160 138.8 3.89 0.17
180 156.1 3.91 0.15
200 173.4 5.76 0.21
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7.2 Heat Transfer Measurements

The reasons for developing the numerical model were twofold. The first reason was
to develop a tool to predict the effect of the slip boundary condition on heat transfer.
The laminar parallel plate flow configuration with constant temperature boundary
condition was chosen because it has an analytical solution for the no-slip boundary
condition and because it has a fairly straight forward experimental implementation using
an ice bath to establish a constant temperature boundary condition. The second reason
was to parametrically trade various design parameters to help determine the optimal test
configuration based on limitations for fabricating the test samples. It was very challenging
to fabricate long test sections, so during experiment design, it was important to maximize
the temperature difference between the inlet and outlet sections. The parametric model
was used to identify the optimal test conditions to maximize the temperature difference
between the plain, uncoated samples and the superhydrophobic samples. Maximizing

this difference reduced the impact of experimental uncertainty on the results.

The thermal experiment setup consisted of the same hardware and setup as the
pressure loss setup with a few additions for thermal testing. As discussed previously, a
constant temperature ice bath was selected to control the boundary condition for the
experiment. A mechanical mixer was used to rapidly circulate ice water slurry in the ice

bath to enhance heat transfer to better approximate the constant temperature condition.
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In reality, a constant temperature boundary condition at 0 °C was not achieved. K-type
thermocouples were mounted on each plate at three positions (one inch from the inlet,
midpoint of the sample, and one inch from the outlet) to monitor the surface temperature
between the plate and the ice bath. The results for all test samples and flow rates are

summarized below.

Table 7-2: Summarized thermocouple surface temperatures across all tests.

Inlet Mid Outlet  Average
Average | 1.46 1.17 1.08 1.23
StdDev \ 0.51 0.45 0.49 0.51

The same inlet flow adapters for the inlet and outlet sections used in the pressure
drop test setup were also used in the thermal test to ensure hydrodynamically fully
developed, laminar flow. The inlet adapter was mounted to the exterior wall of the ice
bath, and the sample section was mounted to the interior wall of the ice bath to constrain
and focus heat transfer effects into the sample section. Thus, the flow into the sample
section was hydrodynamically fully developed but not thermally developed. Using the
following approximation for the thermal entry length, the entry length for the lowest flow
rate was 0.16 m and was 0.54 m for the highest flow rate. Since the sample test length

was 0.15 m, the flow was never fully thermally developed [88]:

xfd,T,lam = O.O6ReDhPrDh (7‘5)
Temperature measurements were made with K-type thermocouples that were
calibrated using a multi-point calibration by comparison technique to a NIST-traceable

standard platinum resistance temperature device in a water bath. Using this approach,
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the thermocouples are accurate to £0.1 K. A National Instruments data acquisition card
connected to a laptop recorded temperatures at 12 locations (2 in the inlet flow, 2 in the
outlet flow, 6 mounted to the test samples, one inside the ice bath, and one measuring

room temperature), and the full test setup is shown in Figure 7-3.

Gravity feed tube

Mixer

Incline manometer

NI DAQ

Laptop

Neslab RTE 7 Masterflex L/S Ice bath
temp bath digital pump Test section inlet

Figure 7-3. Pictures of the experiment test setup

As with the previous testing, inlet and outlet temperature measurements for each test
sample were recorded for flow rates from 60 to 200 mL/min in increments of 20 mL/min.
For each flow rate, the setup was monitored until steady state was reached. Once at
steady state, temperature data was recorded at 2 Hz for one to two minutes. The values
were then averaged over the recorded duration. From the temperature measurements,

the heat transfer coefficient was calculated using [88]:
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)
Toue =T5 — (Ts - Tin)e Mep

(7-6)
where, Tout is the mean outlet temperature, Tin is the mean inlet temperature, Ts is the
surface temperature, p is the channel perimeter, L is the channel length, h is the average

heat transfer coefficient, m is the mass flow rate, and c; is the heat capacitance of water

at constant pressure.

The inlet temperate was taken as the average value of the inlet thermocouples. Since
the surface temperature was not maintained at 0 °C, the average temperature across the
six thermocouples mounted to the samples was used as the ensemble surface
temperature. This approximation results in measurement error and calculation
uncertainty as discussed in Appendix C, but the end goal was to compare the baseline
samples to the superhydrophobic samples rather than classical theory. As a result of this
approach, some measurement and calculation error was eliminated in the final output.
Finally, the mean outlet temperature was determined by first calculating the parabolic
equation for the curve that passed through the measured surface temperature and the
measured outlet temperature thermocouple location. Symmetry of the flow was
assumed to calculate the parabolic equation. From the equation, the mean outlet

temperature was calculated.

Using the calculated average heat transfer coefficient, the average Nusselt number

was determined using:
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Nu=—— (7-7)

The plot of the Nusselt numbers for the various samples are plotted on Figure 7-4 along
with the estimated classical Nusselt number from the numerical model. The calculated
Nusselt number for the uncoated smooth baseline sample agrees relatively well with the
classical Nusselt number for no slip with moderate deviation at higher flow rates. The
difference between the values is likely do to experimental uncertainty and the fact that
the ice bath did not provide a perfect constant temperature boundary condition at 0 °C.
The Nusslet number for the uncoated microridge patterned sample is significantly higher
than all of the other measured samples, which is consistent with the higher pressure loss
previously discussed. Finally, both superhydrophobic coated samples exhibited enhanced
heat transfer compared to the baseline sample with the smooth sample showing
improved results above 120 mL/min (Re = 90.5), and the microridge had improved results
above 80 mL/min (Re = 59). In addition, the microridge patterned superhydrophobic

sample consistently performed better than the smooth superhydrophobic coated sample.

As discussed in Section 7.1, the microridge patterned, superhydrophobic coated sample
clearly exhibited hydrodynamic slip. Maynes et al. [64], [65] and Enright et al. [62]
predicted, from their modeling efforts, that thermal slip is also likely based on
comparisons with wall slip in gas dynamics where a temperature jump occurs at the wall
because of reduced heat transfer efficiency caused by the molecular slip at the boundary.

Both authors predicted that wall slip would reduce thermal efficiency and result in a lower
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Figure 7-4: Plot of the calculated Nusselt number with respect to Reynolds number for all of the
samples where SU is the uncoated smooth sample, RU is the uncoated microridge sample, SHD is
the smooth hydrophobic sample, RHD is the hydrophobic microridge and Nu is the classical
Nusselt number from the numerical model.

that slip increases the Nusselt number and results in improved heat transfer efficiency
unlike in the case of gas dynamics. Itis hypothesized that apparent slip in liquids improves
convection efficiency by eliminating the low conductivity stagnate layer pinned to the wall
and enables convection effects to occur closer to the wall without a temperature jump

boundary condition because of the much higher density and thermal conductivity of

liguids compared to gases.
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The results from the pressure loss and the heat transfer measurements for the
samples portray somewhat mixed results especially the uncoated microridge patterned
sample. An alternative approach to combine the pressure loss and heat transfer
performance into an efficiency factor was proposed by Maynes et al. as noted in Section
3.3 [63]. However, rather than comparing the ratio of the Nusselt number to the friction

loss for each surface to the classical value, the modified samples were compared to the

baseline, uncoated results. The results of this approach are presented in

Figure 7-5. From the figure, a clear distinction in the results becomes obvious with the

superhydrophobic coated, microridge patterned surface significantly outperforming the
other three samples. In addition, the uncoated microridge sample and the
superhydrophobic smooth sample essentially performed the same as the baseline

smooth, uncoated sample.

Finally, it should be noted that the overall durability of the hydrophobic coated
samples was good. During post-test inspection there was clearly visible degradation of
the coatings with obvious signs of discoloration and wear, but the coatings samples
remained superhydrophobic based on post-test contact angle measurements. There was
no degradation in the contact angle for the hydrophobic coated microridge samples and

an average of 5° reduction in contact angle for the hydrophobic coated smooth samples.
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Figure 7-5: Plot of the calculated Goodness factor [Nusselt number/Friction loss] with respect to

Reynolds number for the modified samples compared to the baseline uncoated copper sample.
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Chapter 8

Conclusions and Future Research

8.1 Summary and Conclusions

From many centuries, researchers have investigated the complex interactions
between a solid surface and a fluid in motion relative to the surface. For many cases, the
classical no slip boundary condition holds true. However, there are a subset of situations
where this assumption is no longer valid, and slip between the surface and fluid must be
considered. Situationsinclude gas flow dynamics, contact line motion, and surface energy
modified surfaces such as hydrophilic and hydrophobic surfaces. A number of researchers
have explored hydrodynamic slip characteristics for hydrophobic and superhydrophobic
surfaces. Multiple authors have shown that micropatterned surfaces with hydrophobic
coatings achieve a superhydrophobic state that enables slip and results in a decrease in
drag and pressure losses for both laminar and turbulent flow. A smaller number of

researchers have investigated the effects of slip flow on heat transfer, and most studies
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in the open literature are analytically or numerically based. There are very few studies
that have experimentally explored slip flow heat transfer for purely hydrophobic coated
surfaces and none that have experimentally investigated slip flow heat transfer for
micropatterned superhydrophobic surfaces. This work was the first investigation into this

area.

The primary goal of this research effort was to experimentally explore the effects of
slip flow on laminar convection heat transfer using micropatterned, superhydrophobic
surfaces. To achieve that goal, the first step was to design, develop, and fabricate test
samples of adequate size, configuration, and durability for experimental investigation.
Copper was first chosen as the base material because of its high thermal conductivity, is
relatively easy to work with, and is highly applicable to heat transfer devices and
applications. Fabricating a micropatterned surface on the copper substrate was fairly
straightforward using a laser machining approach, and the resulting surface was
consistent and repeatable. Finding a superhydrophobic coating with good adhesion to
copper was much more challenging. Initially a hydrophobic coating developed and tested
at UNM was attempted, but the adhesion was extremely poor, and the coating did not
survive sessile drop contact angle measurements. Eventually, a commercial product,
Rust-Oleum® NeverWet®, was found that had good adhesion to the copper substrate to
survive laminar flow testing. In total, four sets of sample surfaces were fabricated and
tested: uncoated smooth, uncoated microridge patterned, superhydrophobic coated

smooth, and superhydrophobic coated microridge patterned. Contact angle
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measurements were made on all of the test samples to ensure the coated plates were

superhydrophobic and the uncoated plates were not.

In parallel to sample fabrication, numerical models to predict and estimate the
thermal performance of the no slip and slip boundary conditions were created. A Crank-
Nicolson approach was first developed in Matlab, but under some parameters,
temperature oscillations at the wall occurred. To fix this problem, the numerical model
was changed from a Crank-Nicolson approach to one using Matlab’s built in ODE45
function. This eliminated temperature oscillations at the wall under all conditions. The
numerical model predicted heat transfer enhancement for the slip boundary condition,
which was consistent with other models in the literature assuming that the hydrodynamic
slip condition does not also create a thermal slip condition and a temperature jump at the
boundary as many literature models predict. Investigating the thermal condition at the

wall was important for this effort.

Using the model predictions as a guide, the experiment setup was designed to try to
maximize the temperature difference between the no slip and slip boundary conditions
based on the limitations of the test sample fabrication size. An ice bath was used to
simulate a constant temperature boundary condition, and only low flow rates were
studied because of the short heat transfer length. The results indicate that slip was only
achieved on the micropatterned, superhydrophobic coated sample with an average slip

length of 0.30 mm. As for the thermal results, the superhydrophobic coating appeared
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to enhance heat transfer rather than hinder it. Finally, the efficiency ratio, which is a
measure comparing heat transfer performance and friction loss performance, clearly
showed improvement for the micropatterned, superhydrophobic coated sample over the
baseline sample. The uncoated micropatterned and the superhydrophobic smooth

samples performed similarly to the baseline sample.

From these findings, a few conclusions were made. First, only the micropatterned,
superhydrophobic coated sample achieved a slip state. Second, hydrodynamic slip was
observed without the accompaniment of thermal slip and a temperature jump boundary
condition since the heat transfer performance for the superhydrophobic sample was as
good as or better than the baseline sample for all flow rates tested. This result was
contradictory to literature predictions that hydrodynamic slip would be accompanied by
thermal slip at the boundary similar to slip flow in gas dynamics. It was hypothesized that
the reason for this dissimilarity between fluid slip flow and gas slip flow is a result of the
much higher density and thermal conductivity of liquids compared to gases. In addition,
it was concluded that micropatterned superhydrophobic surfaces reduce pressure loss
and heat transfer as seen by the improved efficiency factor and thus makes them a good
candidate for small and microscale devices where pressure losses can be significant. The
ability to control interfacial flow through the use of micropatterning and surface
modification, whether it be for hydrophilic or hydrophobic surfaces, in macro and micro

systems opens up a wide range of potential design parameters for engineers to truly
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design and control properties and the micro- and nanoscales. Finally and in conclusion,
the three objectives outlined in Chapter 1 have been accomplished.
Objective 1: Develop and fabricate micro-patterned, superhydrophobic surfaces using
copper, aluminum, or other relevant heat transfer surfaces

Objective 2: Investigate the effect of hydrophobicity and superhydrophobicity on
friction loss and heat transfer performance for laminar flow

Objective 3: Determine and calculate hydrodynamic and thermal slip on a
superhydrophobic surface and compare that to existing analytical and
numerical models

8.2 Future Research

The experimental work presented here provided an initial investigation into the
thermal effects of slip flow on superhydrophobic surfaces. This first look proof-of-
principle was focused on either supporting or refuting the various models and approaches
put forward in the literature, but it by no means conclusively supports any one prediction.
There are still many more experiments and configurations that need to be explored. To
begin with, only one surface pattern was tested. The microridge configuration oriented
in the streamwise direction is likely the most conducive pattern for improving both
friction loss and heat transfer performance because of the continuous three-phase
contact line in the velocity direction. Micropost, microhole, and transverse microridge
patterns have a discontinuous three-phase contact line in the flow direction, which could

significantly impact both the friction loss and heat transfer performance. A near term
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area of investigation should be to explore the pressure loss and thermal effects of the

other micropattern features discussed in the literature.

In addition to the limited exploration of surface patterns, only one microridge
configuration was investigated (25 um x 25 um). Explorations modifying the pitch and
cavity fraction should also be investigated to better understand the effect of slip on
friction loss, heat transfer, and the combination of the two. Increasing the cavity fraction
improves friction loss until the surface is no longer able to support the fluid in the Cassie
state. However, contrary to friction loss, increasing the cavity fraction should reduce heat
transfer performance because of the reduced surface area contact with the fluid.
Understanding the tradeoff between these parameters will be required to fully optimize

systems for both pressure loss reductions and heat transfer enhancements.

Another parameter that should be expanded in future work is the Reynolds number.
This effort explored a fairly small span of Reynolds number from 40 to 160 for a proof of
principle effort because of the challenges and limits of heat transfer experiments and
sample fabrication. Expanding the exploration to higher Reynolds numbers in the laminar
regime and ultimately into the transition and turbulent regimes. This expansion will
require a combination of more robust hydrophobic coatings (including durability and
usage temperature) and the ability to make longer test samples to increase the heat
transfer length and improve the temperature differential for higher flow rates. The

predictions by Maynes et al. and Enright et al. indicate that the heat transfer performance
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and the pressure loss enhancement are functions of Reynolds number with a local
maximum performance [62], [64], [65]. Investigating that possibility should be the focus

of an expanded experiment for laminar flow.

Finally, alternative experiment approaches should be explored. Using Indirect friction
loss measurements and temperature measurements in the bulk fluid provide a
macroscopic overview of the physics occurring at the interface, but a direct measurement
that combines measurements for slip length, slip velocity, heat transfer measurements at
the interface, and temperature distribution in both the streamwise and surface normal
directions would greatly enhance the understanding of fluid flow and heat transfer for
laminar slip flow using superhydrophobic surfaces. Micro-PIV experiments have shown
excellent quality for capturing flow characteristics including slip length and slip velocity,
and Hsieh et al. added micro laser-induced fluorescence (uLIF) for combined flow and
temperature visualization [167]. The key for any temperature measurement approach is
that the accuracy must at least 0.1 K, and ideally would be much less, because of the high
impact of uncertainty on the Nusselt number for small temperature differentials and
length scales. It is unclear if current tracer particles have the accuracy required over a
wide enough temperature range to eliminate sufficient experimental uncertainty to
accurately compare no slip and slip flow boundary conditions over a wide array of test
conditions. Ultimately, this is research area is in its infancy with a wide range of potential

options to explore. This effort showed through a first proof of principle experiment that
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further exploration is warranted because of the potential improvement in pressure loss

and heat transfer for macro-, micro-, and possibly nanofluidic applications.
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Effect of Slip Flow on Heat Transfer: Numerical Analysis

Andrew D. Williams, Peter Vorabieff ” and Andrea Mammoli 2
University of Niw Mexico, Albuquerqus, NM 87131

This paper presents numerical analysis that mvestigares the effect a slip boundary
condifion has on heat ransfer. ]!Iuitlpk researchers have shown that mperhrﬂrnpholm‘
surfaces, those with a contact angle greater than 150° and contact angle hivsteresis less than
5%, have demonstrated drag reduction for beth laminar and mrbulent flow on the order of
20% 1o 50% and slip lengths up to 50 times larger than the feature length. This effort seeks
to take a first step into understanding the effect that slip has on heat transfer. A 2-D parallel
plate setup was evaluated. The velocity profile was analytically solved and used 1o determine
the thermal profile using the Crank-Nicolson finite difference approach. The numerical
results reveal that increasing the slip length improves heat transfer for a (h) 1.3 cm x (L)
152 ¢m parallel plate configuration. In addition, the temperature difference decays
exponentially with Revnolds number, and a maximum temperanure difference of 3.78 K
between the o slip and 2 mm slip boundary conditions accurs at a Reynolds number of 90,
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L Imtroduction

whally all underoraduate mechameal enoineenng studenis and most proféssional enomeers accept that the
boundary condition for fiuid flow over a solid surface to be no slip. However, very few koow the details
regarding ihe heated debate fhat ocourred during the 18th and 19th century prior to fhe acceptaice of the no shp
bmmd:nj':mﬂmm{NSBC) A review of fhe history of this discussion was provided by Goldstein'. The NSBC
was first proposed m 1738 by Daniel Bemoulli to account for errors between his calculations for a perfect fiuid and
experimental resulis.  In the 10th cenmuy. three hvpotheses were put forward: 1) Coulomb stated that the flwd
\rdoc:rvarﬂiebmmdmnfa mhdssthtsmasthemhdanﬂchm&tsmnﬁmmhmﬂ:eﬂmd 2 Girard believed
ﬂmﬂmﬂ:ﬁasammrh&whﬁnmmesehﬂandmebulkﬂm&audthaimth:mtﬁfacehcnmﬁﬁsmmm
lmﬁamithsbtﬂkﬂmd slip occurred, and 3) Nawvier dedueed that ship occurs at the boundary and 15 proportional to
the stress’. Ultimaiely, the NSBC was accepted m part because it could not be disproven by measurement devices of
the time However. over time, Navier's hypothesis that shp oceurs ar the mterface was shown To be accumie and
that Bernoulli's NSBC 15 an accepiable approxmation without loss of accuracy for most cases
Maxwell was the first to predict and quantify the slip length s being on the order of the mean fiee path of the
fhud (=01 nmj], and 1t was Tolstoi in 1957 and then Blake in 1900 that provided the ngor to this theory. Schmeil
produced the first experimental evidence suggesting shp by measuring the flow mte of water m glass capillariss
treated to be Iydrophobic®  Thompson and Troian were the first to demonstrate that smﬁrxhvdmphnbitm can
pmﬁn:eshplmﬁ&lmga@nth&mzmﬁ&pmhusmml&ﬂmdwnmsmnﬂaﬂms More recenfly. smdies
have fomsed on superirydrophobic surfaces, which are surfaces that combme hyvdrophobic coatines, such as Teflon,
andnnﬂﬂ-pm’:emedsmfarﬁmuhm'tcMﬂanﬂrsg&m&thmhﬁ'mﬂmmaﬂthﬁmmlﬁsmnﬂ‘

Examples of supethivdrophobic sirfaces are presented in Figure 1

aj EEM+ b‘) I —— 0 AR

Figure 1. a) Photograph of a liquid droplet on a superhivdrophobic smiface utilizing micro-posts” b) scanning
electron micrescope image of a micro-pateerned surface consisting of lengthwize “dzes‘i

A momber of experimental studies have since confirmied the importance of superlrdrophobieiry on fad ship and
have mwed to quantify drag reduction the magmimide of the shp lengih the parameters that affect 1t and meaans o
enhance 1t.

II. Background
Supgrindrophobic Sinfaces

Surfaces are either hydrophilic (8: = 90%) or hvdrophobic (8 > 90°) dependng on the contact angle ;. tnade by
@ water droplet on the surface:  Superbvdrophobic (8 = 150%) surfaces were inspired by the lotus leaf and are
achigved through a comibmation of hvdrophobic surfaces or coatines and micro- and nang-scale surface ronghness .
The addition of surface roughness infiuences the contact angle hiysteresis (CAH). winch is the difference between
the advancmg and receding contact angles. For small CAH droplets become unstable to small permrbations:
whereas. for large CAH droplets are pmued  From this it = mmportant to note that the CAH s the cotical
parameter and nof the contact angle for detemumng the efechive slip that can be-expecied fora suriace.

Based on the CATL there are rwo states possible for superhydrophobic surfaces: one with high adhesion and one
vmhhjigllshp For the high adhesion or Wenzel state water penetrates the surface roughness to fully wet the
surface”. For the high shp, or Cassie. state the fluid 1s supported by sarface fension @nd spans the roughness thereby
minintzing the contact area with the surface” A dizgram for both states 1s ahnwnmf'hgmt‘ 2 For the Wenzsl
state. the CAH = on the order of 110°; whereas, for the Cassie state. it is on the orderof 3520

’
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Wenzzl Model Cassie-Baxter Model

Figure 2. Diagram of a superhyvdrophobic surface in the Wenzel and Cassie-Baxrer sintes

For the Wenzel state. the apparent contact angle 15 denoted as

cosB*  =rcosh (1)

where §1s Young's contact angle. and r is the matio between the achual surface area of 3 rough solid and its projected
{or apparent) surface area. For the Cassie state, the apparent contact angle 15 dengted as:

cos® =—1+ @, (cosB+1) (@

where @. defines the fraction of solid reniaining in contact with the drop. The transition point befween the states 15
dtpeudﬂnmrmdm.:tﬂdacmswtmcnsﬂ = [, —1)j{r —, ), which comesponds. to marching pomis in both
Ifgiﬂlf:s The two states predict different behavior as shown in Figure 3 where the sieep line denotes the Wenzel
state. the shallow line denotes the Cassie state, and the dashed hne denotes a metastable Cazse state in the Wenzel

remme
& vt

-] [SEE i s
A - L .

— =0y

—
Figure 3. Relntionship for the Wenzel, Cassie, and metastable Cassie states witlin the Wenzel l'egi]m-“'

In addition to the above. the contact state also depends on the formation of the droplet on the surface’ I 2
droplet 15 deposited m such 3 way that air 15 trapped between droplet and the surface. a metastable Cassie siate can
be achieved, However. if vapar is condensed on the surface, then 2 Wenze] state is more hikely. A Wenzel stafe can
also he achieved by forcmo thud into the cavities, Assuch it 1= mportant to not only design a shp surface to induce -
aif trappine but also to ensure that the Cassie state i the prefemed state. This 15 especially true for pressunzed
sysiets:

Prmvious Ressarch

Research mito superhydrophobic surfaces for fluid slip has focused on four primary areas: droplet behavior. deag
reduction for both Jaminar and nabulent flow and maxmuzing shp lenoth for laminar flow  In the area of droplet
behiavior, Oner and McCartiry inveshigated the effects on livdrophoebicity of varions micro-post parameiers mcluding
post height, geomeiry, mlmmngamlpns:mmﬂmﬂmmdpnchmmmngﬂmadvmgm
récﬁda@cmﬂananq]:saﬂﬂmmmxmu]rzngie From their measurements they observed fhat 1) spacing between
2 and 32 um berween feamres extubited superiivdrophobie behavior, 2) spacing befween 64 and 128 pm exhibited
liquid intrusion and droplet pinning 3) mereasing the penmeter-to-ares ratio of the post dimuinishes the hydrophobie

3
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behavior of the surface; and 4) hydrophobicity was mndependent of post height and silamzing agent.  From these
observations. they conchaded that the key 1ssue for enhancing hydophobiciy and tins increasing surface ship was
the struciure of the three phase (sohd-hqmd-vapor) contact line wiclodme shape Jength contmniy of contact, and
amoumnt of confact.

Yoshimitsy and colleagues forfhered the understanding of droplet behavier on supeshyvdrophobic surfaces by
investigating the shiding effect of water droplet size on various surface struchires’  They deferminad that sliding
behavior occurred when roughness was greater than 173, and droplet pinning oceurs when roughness was less than
1.10 They also compared sliding behavior for micro-post and micro-ridge geometnes. The geometry providing the
lowest shding angle were micro-ridges oriented parallel to the fiow direction followed by micro-posts and micro-
tidges orihogonal to the fow This supports observations that chiding behavior depends on fhe length and contimuty
of the thres-phase interface line where a cottimious, short three-phase confact line s preferred.

In the area of drag reduction mimerous authors have mvestigated multiple surface geometnes. hydrophobie
coatings, and measurement technugues with drag reduction from 209 to 40% for lammar flow, and shp
lengths an order of magmitude greater than feature maﬂﬂgl— 4 From observations. pressure drop mereased
linearly with flow rate and monotomcally decreased with increasing pest spacing. In addition. pressure drop was
found fo mcreass Imearly wath increasing: channel height  Because of these observahions. if was hypothesized that
the reduction m pressure drop was attnibuted io 2 shear-iree liquid-vapor inferface between posts suppaorted by the
surface tension of the water as shown in Figure 4. When compared to analyncal. empineal predictive correlations.
and CFD results, good agreement for the velooty profile withun the ‘bowunds of the expenmental emor have been
obtained 17, Asﬁurpmsmredmprem:nm salutions provide good qualitative agresment with the expenmental
results. but quantitatively, they under predicied for all cases.

b)

Figure 4. a) Fluid flow over a superhvdrophobic surface and the three-phase (solid-liguid-vapor) inreifaces'
b) Slip enhancement through the introduction of microcracks”

As for efforts seeking to maxinuze slip length for pressunzed flows, a mumber of authors have
vanous micro-patieried swface stmctires 1o amximize fhid shp. For high pressure flow on the order of 100 kPa.
mmitiple authors have reporied ship lengths an order of mapmitude longer than the feanre size with masimuun values
of 140 pm for micro-posts and 400 pm for micro-ridess®™ . For low pressure flow on the omder of 5 kPa. a
musimmm ship length preater than S0 times the feature size has been repored™

The majority of the wuork relating to the effect of superhydrophobic surfaces m turbulemt flow has been to
defermine the draz reduction rather than the effective ship lenpth of the surdace. Martell and colleagues nsed
numerical simulation to determine the effect stmpa:iwdmpmbtcsm:ﬁicesontm‘bulemﬂﬁw— Thev shudied both
micro-post and micro-ridge geometries, and their resulis predict increasing drag reduction with increzsing featre
mmwh&hﬁcmsm“uhmﬁmﬂmﬂmzphmcmlhmlﬂmﬂl However, they also found that post
Mmmm&demﬂﬁﬂp\ﬂmmammmmmmmmEﬂmM which is confrary
1o the results for laminar flow™ Inadd:nmhimeuimmmca]mﬂmumalsapmdmmrmhu!mﬂms
mcressing the flow fate and Revnolds muniber results In an merease in drag reduction in trbulent flow = These
predictions are consistentwith results presented by Dantello and collezgnes, where the friction coefficient decreassd
with increasing Revnolds mumber until reaching a maxinmum of ~50% at wihach pomt it leveled off". From these
rhuhs_ﬂ)cvhjpoﬂses:zcdtﬁatﬂ]ﬂrupﬁmhﬂgdmﬂmmmﬁﬂh&muu&mb%mﬁ&mknmmﬂﬂmmtﬂmﬂof
drag reduetion occurs when the viscous sub-layer thickness appraached the micro-feature size™
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M. Numerical Analysis Method

The advantage of these surfaces for fluid and cooling apphications. especially nucro-flmidic systems, 15 drag
reduction and fims rednced punming power requited for these systems. However. the question remaming for aucro-
cooling applications is: what 15 the effect of the slip boundary condition on the convective heat transfier? The ghip
boundary condition shonld locally enhance heat transfer becanse the non-zero velocity at the mterface enables both
comvechion and fluid conduction near the surface such that heat is transporied away from the surface n-a more
efficient manner. However, nucro-pattenune the surface reduces the solid-liqud contact area. which reduces heat
transfer. [dentifying which 15 the more dominste parameter (s key to understanding the potential beat transfer
enhancement that can be aclieved through the use of superliydrophebic coahngs. Tlus paper sesks to take the first
step by evaluatng the effect that ship flow has on heat transfer for two-dimensional flow befween parallel plates.
The-effect of heat transfer area reduction is not copsidered

For flow between parallel plates, the velocity profile for.each of the three possible boundary condifion cases can
be determuned analyrically The mput parameters and problem setup are shown mn Figure 5. The fest section
conested of an adiabahic entry remon fo provide hydrodynanucally fully developed flow pnior To entry nto the
heated section.

€ L >

T,

Figure 5. Parallel plates semp and inputs for analvtical analysis with an unheated entry section ro allow for
hydrodynamically, fully developed flow hefore entry into the heated length

The'general equaton for conservation of momenmnm 1s:

p[%+u%+v?—a:]=——+ a;ﬂ %]‘Fﬂgx @)

where p is the density of the fluid [ke‘m’]. v is the velocity in the x-direction [m's]. v is the velocity in the v
direction [m's], 1 is tme [s]. P is presswre [Pa], 0 is the dvnantic viscosity of the finid [kg/m-s], and g is the
acceleration caused by gravity [m/s’]. Assuming steady state, horizontal fully developed fiow. constant cross
section, and boundary laver simplifications. the conservation of momennm squation reduces to:

1dp
=B I5
5‘}" pdx )
Integratinie twice yvields:
1 dp &
I.]:_!Ildxy +C1}'+ C') [:"‘r

Applang the boundary conditions for the three cases and solvimg for the constants yields:

Case L'u=0aty=0.y=H
¥ ¥ 2
Upo siip = Bl [.E o (_F) ] (0]

]
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Case 2 u=ug ot y=0,u=0aty=H
v =[5~ (3] s[4 2) -3 1]
7

Case3iu=ugaty=0v=H

Usiippc2 = Gum [%— (%)2] — Bltsyp [i = (%]2] + Ustip (8}

whete 1, is the average velocity at x [m/'s], H is the distance berween the plates fm], and v is the ship velocity at
ihe boundary [m/s]. For the special case of plug flow, Case 3 reduces to

Uping = 1m )
The general thermal energy balance equanon s

aT 4T aT a8 . rpr
pc[ﬁ+ua+v%]=k E+§]+g§' (10
where ¢ 15 the specific heat [Thke-K], T 1 the temperature of the fhind [K], k 1= the thermal conductivity of the fluid
[WaK], and 8 is:
m_ 4 @
= “[( "oy +2Kfm . ” &)

Assuming steadv state; hydrodvnanueally, filly developed flow: muial conduction is small compared fo Iateral
conduction e Peclet number is large, and viscous dissipation is small i e Brinkman mumber 15 small the themmal

energy balance equation reduces to!
pe[uls] =k [5] (12)

Solving the thermal emergv balance usmg Crank-MNicolson fimfe difference mumenical approximation m the v
directions leads to:

Node 1 (bottom):
a7 8Ty
= P ﬂ?“ {T; — 3Ty + 2T.) {13)
Modes 2 through N-1:
BT .
ax' =~ r!-}*“ (Ti—y — 2T; + Tiga) (14
Node ™ (top).
mﬂ -
3“ F'EUHI'-"F' (TN = ET;, + ZT_-;) [1_‘#]

The:Crank-Nicolson approach was selected becanse it1s an inplicat. second-order method that 15 mmencally stable
Theapproach 1s uncondinenally stable. but the solution can oscillate if the step size ratio 15 too large.

IV. Thermal Analysis Resulis
The parameters for the analysis are summarized m Table 1
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Table 1. Analvsis parameters

Parameter Symbol Value Uinits
Channel height H G013 m
Hzated channel length 1 0152 m
Channeal width w 0.038 m
Inlet temperature Tin 330 K
Surface temperature T, 274 K
Number of y nodes N 21

Number of x nodes M 100

The veloctiv profile with respect o the y-duection and the themmal profile with respect to the x-direchion are
presented i Figure 6 for each of the boundary conditions. The velocity and temperatire profiles for the po slip and
plog flow boundary conditions agree with theory and validate the acouracy of the Crank-Nicolson approach and step
size-for the problem.  The temperature profile is based on the mean temiperature of the fhud for each position along
the length of the chanme]

T = H-%. Jy uTdy (16)

The mfegrand of Eg 16 15 evaluated for each node and the mfepral i5 approcumated as a summation m the
mmencal analysis  The slip lengths were 05, |, 15 and 2 nmm The Revnolds nomber based on the flow
paruneters in Table 1 was 470, From the figure. 1t is clear that as the slip length mereases, the heat transfer
increases

o Velocity Profile L 0e—Temperature Profile
o4 - ‘_-"""!—-..‘ ‘ = ; . I . '
0.6 - > = ___éO.B - i
04 - -] |
S o
ﬂ 4 i i i i
— 0.5 1 15 2 2 o
T 10 e v £ 10
08 =
= os ) {Eoo
04 - =
:En al 1l e 0.8
a a g ' =1
pe 0 0.5 1 1.5 2 5
E L0 —m T w 1.0
HNons - 1 2
™ 08 - 4 EO0.92
E o4 - — lE 0.8
“ p2i 4 -
...g 0 : (]
0 0.5 1 1.5 z M
1.0 T 1.0
e i g 0.9
0E - - zu ]
04a = 1
azl i 0.8
[1] " " 1 0 "
0 0.5 1 1.5 2 0 0.5 1 1.5 2
MNormalized Velocity [u/u,.] Normalized Length [x/L]

s NO SHP === SIIp DOOM ONly == SIp top and DOMOM = Plug Mlow
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Figure 6. Velociry profile with respect 1o v and thermal profile with respect ro x for parallel plares with
channel height of 0,012 m for slip lengths of 0.5, L. 1.5, and 2 mm for each of boundary conditions

The local MNusselt oumber for each of the flow conditions 15 shown m Figure 7, wiuch clearly shows the
increased heat transfer for the plug fow and ship flow conditions compared to the no slip condition.

EL 10ﬂ T T T T E lﬂﬂ T T T T
= =
= B0 + 6O
4 &
E a0 é 40
= 20 = 20
g ﬂ i | | i g 0 i i i i
— —
0 0.2 04 06 08 1 g0 02 04 06 08 1

Normalized Length [x/L] Normalized Length [x/L]

E 100 ; . . ; 5 100 . . ; ;
= = e
é 80 b/bl=0.3 E 80 b/bl=0.4
£ 60 < 60
% a0 2 40/
z z
T 20 —= 20
g §
(1] 1 - ' ' S0 ' N ' '
0 02 04 06 08 1 0 0.2 04 0.6 08 1

Normalized Length [x/L] Normalized Length [x/L]

= NG Slip = Siip boltom only s Slip lop and Dottom s Plug fiow

Figure 7. Local Nusselt number with respect to x for each slip leneth and stip condition. b/bl is defined as the
ship length divided by the boundary laver thickness

The temperahire differences between the mlet and outiet temperature for the range of lanunar Reynolds mymbers for
each shp length for Case 3 are shown in Figare 8.

mrsmnme=s Mo siip

—_ — — Sliplength=0.5 mm
Slplength = 1 mm

— — = Sliplength=1.5 mm

—_— = = Sjiplangth=2 mm

— Plug flow

Th-Tnut [K]

¥ 3 L [ I ] ] i 1 ]
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Reynolds Number
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Figure 8. The effect of inler velocity on rhe temperamre difference for each ship leagth evaluared

As expected for very low Reynolds numbers, the temperature difference forall of the cases is the same at the
linmtine case of nniform femperature at the channel exit. However, as flow raie mereases, the temperature
difference decays exponentially, The maximum femperature difference between the no shp condition and the 2 mm
ship length condition 1= shown m Figure @ The maximmm temperatre differential of -3. 78 K occurs at a Revnolds
mmmber 90, which comresponds toa flow mte of 0.9 ml's. For the 1deal case where the channe] height 1= the zame as
the ship length. or twice the shy length for the paralle] plate confisration. plug flow will occur and the maxinmm
temperature difference of -7 30 K occurs at & Reynolds number of 364,

u - s - - - -
=
B g ol b/bl=0.4
2=
24 4
el ]
E o -1.5
= o
£a 2
o wm
1]
= E -2.5
E = 3
a =
E o
2 -3.5
fuus
-4

0 1!flﬂ 200 300 400 500 600
Reynolds Number

Figure 9. The maximum temperamre difference berween the no slip and 2 mm slip cases with respect to
Revnolds number

Fmally, the temperature difference between the no ship and the shp boundary conditions at the exit of the channel
was evaluated for ali ship lengihs ranging from 0 to 6.5 mm As can be seen on Figare 10 the effect of slip length
asymptotically increases to the plug flow soluhon

]

AT

Temperature Difference between
No-slip and Slip B.C..at Exit [K)

0 0.2 0.4 0.6 0.8 1.0
Normalized Slip Length
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Figure 10. Temperature difference berween the no slip and slip boundary condition at the channel outler for
the range of slip lengths berween 0 and 5 mm

V. Conclusions and Futmre Work

This paper discussed the muveneal analviis to evaluate the effect of the ship boundary condihion on heat transfer
using micro-patterned. superhvdrophobic swefaces. The velocity profile was amabtically solved and used to
determune the thermal profile vsing the Crank-Nicolson finte difference approach.  The munencal resules reveal that
mereasing the shp length miproves heat transfer and that heat transfer mereased asvinptoncally to the plug flow case
fora(h) 1.3 cmx (L) 152 cm paralle] plates. In additton the fempemmre difference between the inlet and outlet
temperature decays exponentially with respect to the Revnolds mumber. and a maximmm temperature difference of
378 K between the no shp and 2 mm shp boundary condifions occurs at a Reynolds mumber of 90 for tins
configuration As the channe! height approaches the plug flow case for a 2 mm ship boundary condmion the
temperature difference 15 -7 30 K at a Reynolds number of 364.

The next step m the development will be to extend the mmmenical analysis to a fhree-dimensional model that
fakes mto consideration the effect that the reduction in the hiquid-salid confact area has on heat fransfer as well as
heat conduction effects m e z-direction. Because of the complexiry of the analysis, this will likely be done hrongh
CFD analyms  [n addition to the mumercal analysis, expenmental data will be collected for vanous surface
peomeinies to verily and compare the numerical results.
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Appendix B: Matlab Thermal Models

B.1 Matlab Thermal Analysis Program [88]

clear all; format compact; hold on

%$Input parameters

V_inf = 200; $Volume flow rate [mL/min]
slip length = 0; $51lip length [m]
$Experiment parameters

H = 0.004; %Channel height [m]

L = 6*%2.54/100; %Channel length [m]

W = 0.0345; %Channel width [m]

T in = 293.2; $Inlet temp [K]

T s = 273.15; %$Surface temp [K]

um=V inf/60/H/W*le-6; $Inlet velocity [m/s]
$Flow parameters

[rho] = H20props('rho',T in); $Density of water [kg/m"3]
[mu] = H20props ('mu',T in); $Viscosity of water

[k] = H20props('k',T in); %$Thermal conductivity

[c] = H20props('Cp P',T in); %Specific heat

[Pr] = H20props('Pr',T in); $Prandtl number

D h = 2*H*W/ (H+W) ; $Hydraulic diameter

Re = rho*u m*D h/mu; $Reynolds number

Pe = Re*Pr; $Peclet number

Be = mu*u m."2/(k*(T_s - T _in)); $Brinkman number

X fd t lam 0.06*Re*Pr*D h; 3Entry length
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%$Setting up coordinate grid in x an y

M = 1000;
dx = L/ (M-1); %$Node width [m]
for 3 = 1:M
x(J) = dx*(3-1);
end
N = 101; %Number of Y nodes
Dy = H/N; %Distance between nodes
for 1 = 1:N
y(i) = Dy*(i-0.5); $Position of each node
end

%Velocity node vector
u_slip = 4*u m* (slip length/H - (slip length/H)"2);
for i = 1:N

if slip length ==

u(i) = 6*u m*(y(i)/H - (y(i)/H)"2);
elseif slip length >= H/2
u(i) = um;
else
u(i) = 6*u m*(y(i)/H - (y(i)/H)"2) - 6*u slip*(y(i)/H -

(y(i)/H)"2) + u_slip;
end
end

%Crank-Nicolson Numerical Model
%[T]=dTdx CN function(T in,Dy,dx,H,u m,u,T s,N,M);

%$0DE45 Numerical Approach
OPTIONS = odeset ('RelTol',le-6);

[x,T] = oded45(Q(x,T)dTdx ODE45 function(x,T,Dy,k,rho,c,u,T s),[0,L],...

T in*ones(N,1),0PTIONS) ;
[M,g] = size(T); $Number of length steps used

$Heat transfer calculations
for j = 1:M

T mean(j) = sum(T(j,:).*u)*Dy/ (H*u m);
af () = k*(T_s - T(J,1))/(Dy/2);
htc(j) = qf(3)/(T_s - T mean(j));
Nusselt (j) = htc(j)*2*H/k;

end

%Average properties

h mean = -log((T mean(j)-T s)/(T _in-T s))*V_inf/60*le-
6*rho*c/L/ (2*H+2*W) ;

Nu mean = h mean*D h/k

[rho] = H20props('rho',T mean(j)); %Density of water [kg/m"3]
[mu] = H20props('mu',T mean(j)); %Viscosity of water

Re out = rho*u m*D h/mu;

Re avg = (Re + Re out)/2
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B.2 Matlab ODE45 Function Thermal Model [88]

function[dTdx]=dTdx ODE45 function(x,T,Dy,k,rho,c,u,T s)

$Inputs

% x = position [m]

% T = node temperatures [K] (vector form)
% Dy = y node spacing [m]

k = thermal conductivity [W/m-K]

o\°

% rho = density [kg/m"3]
% ¢ = specific heat capacity [J/kg-K]
% u = node veolicities [m/s] (vector form)
% T s = surface temperature [K]
[N,g] = size(T); %Setup array size based on nodes
dTdx = zeros(N,1); %$Initialize array
dTdx (1) = k*(T(2) + 2*T_s - 3*T(1))/(rho*c*Dy~2*u(l));
for 1 = 2:(N-1)
dTdx (i) = k*(T(i+1) + T(i-1) - 2*T(1))/ (rho*c*Dy~2*u(i));
end
dTdx (N) = k*(T(N-1) + 2*T s - 3*T(N))/(rho*c*Dy"2*u(N));
end

B.3 Matlab Crank-Nicolson Function Thermal
Model [88]

function[T]=dTdx CN function(T in,Dy,dx,H,u m,u,T s,N,M)
%$Inputs

T in = Inlet Temperature [K]

Dy = y node spacing [m]

dx = x node spacing [m]

o oe

o°

% H = Channel Height [m]

% u m = Average Velocity [m/s]

% u = node veolicities [m/s] (vector form)
% T s = surface temperature [K]

% N = number of nodes in y direction

% M = number of nodes in x direction

%$Initial temperature condition
T(:,1) = T in*ones(1,N); $Temperature at entry
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%$Step through space
for 3 = 1:(M-1)
%Determining water properties based on mean temp

T i = sum(T(:,J).*u')*Dy/ (H*u m);

[rho] = H20props('rho',T 1i); %$Density of water [kg/m"3]
[mu] = H20props('mu',T 1i); %Viscosity of water

[k] = H20props('k',T _1i); $Thermal conductivity
[Cp_P] = H20props('Cp P',T 1i); $Specific heat

%$Setting up the Crank-Nicholson matrix
Cl = rho*Cp P*Dy"2;
A(1,1) = 1 + 3*k*dx/(2*Cl*u(l));
A(1,2) = -k*dx/ (2*Cl*u(l));
for mm = 2: (N-1)

A(mm,mm-1) = -k*dx/(2*C1l*u(mm)) ;
1 + k*dx/ (Cl*u(mm));

A (mm,mm) = ;
A (mm, mm+1) -k*dx/ (2*C1l*u (mm) ) ;
end
A(N,N) =1 + 3*k*dx/(2*C1l*u(N)) ;
A(N,N-1) = -k*dx/ (2*C1l*u(N)) ;

$Stepping through space

b(l) = T(1,3) + k*dx*(T(2,3) + 4*T_s - 3*T(1,3))/(2*Cl*u(l));
for jj = 2:(N-1)

= T(3J,3)+k*dx* (T (33+1,3)+T(33-1,3)~

b(33)
2*T(33,3))/(2*CLl*u(33));
end
b(N) = T(N,J) + k*dx*(T(N-1,3) + 4*T s - 3*T(N,J))/(2*Cl*u(N));
T(:,j+1) = A\b';
end
T =T"';
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Appendix C: Uncertainty Analysis

The following code shows how the slip velocity, heat transfer coefficient, Nusselt
number, efficiency factor, and related uncertainty were calculated. The summarized

values are below.

Parameter Error
Length [mm] +0.03
Height [mm] +0.2
Width [mm] +0.1
Volume [mL] +1
Time [s] +0.5
Volumetric flow rate [mL/min] | *0.83%
Temperature [K] +0.1

Pressure head height [mm] 1
Slip velocity 9%
Heat transfer coefficient +9%

Nusselt number +11%
Efficiency factor 1 14%

clear all; format compact;

$Assigning input values
Q in = [60 80 100 120 140 160 180 200]; $Flow rate in [ml/min]
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T out = [278.84 280.15 281.53 282.54 283.68 284.37 284.71 285.17];
DPnoslip = [15.4 16.5 20.2 23.3 29.4 31.5 35.2 42.2];
DPslip = [9.5 9.5 12.0 17.8 20.6 25.2 28.9 32.2];

Experiment parameters

HHE S o oo
I

S

in

60; $Flow rate measurement time [s]
0.004; %Channel height [m]

0.0345; %$Channel width [m]

6*2.54/100; %Channel length [m]

= 292.6; %$Inlet temperature [K]

= 273.15+1.23; %$Surface temperature [K]

%$Measurement uncertainty

uV = 1*le-6; $Uncertainty in volume measurement

ut = 0.5 %Uncertainty in time measurement (lst order)
u measure = 0.00001; %Uncertainty in length measurements

u_head = 1; %Uncertainty in the pressure head height
uT=20.1; %Uncertainty in temperature measurements

u L = 0.001%2.54/100; $Uncertainty in sample length

u H=0.2/1000; %Uncertainty in channel height
uW=0.1/1000; %Uncertainty in channel width

%Uncertainty in length parameters

for

$Cross-sectional area in [m"2]
A = H*W;
U A = sqrt((u_H*W) "2 + (u W*H)"2);

SPerimeter in [m]
per = 2*H + 2*W;
U per = sqgrt((u_H*2)"2 + (u W*2)"2);

%$Hydraulic diameter [m]

Dh = 4*A/per;

dbh dA = 4/per;

dbh dper = -4*A/per”2;

U Dh = sqrt((U_A*dDh dA)"2 + (U per*dDh dper)"2);

j = l:length(Q in)

%Uncertainty in flow

$Flow rate

= Q in(3); $Measured fluid volume
Q =Q in(j)/60*1le-6;

U Q = sgrt((u V/V)"2 + (u_t/t)"2)*Q;

U Q

<

mL(j) = U _0*60/le-6;
$Fluid properties - viscosity
[mu_in] = H20props('mu',T in); %Viscosity at inlet
[mu_s] = H20props('mu',T s); %Viscosity at surface
[mu out] = H20props('mu',T out(Jj)); %Viscosity at outlet
mu_avg = (mu_in+mu out+2*mu_s)/4; %Linear average water
U mu = std([mu_in,mu s,mu out,mu s])/sqrt (4);
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$Fluid properties - density

[rho in] = H20props('rho',T in); $Density at inlet
[rho s] = H20props('rho',T s); $Density at surface
[rho out] = H20props('rho',T out(j)); $Density at outlet
rho _avg = (rho in+2*rho s+rho out)/4; $Linear average water
U rho = std([rho in,rho s,rho out,rho s])/sqrt(4);

$Fluid properties - heat capacity

[c_in] = H20props('Cp P',T in); $Specific heat at inlet
[c_s] = H20props('Cp P',T s); $Specific heat at surface
[c_out] = H20props('Cp P',T out(j)): $Specific heat at outlet
c_avg = (c_in+2*c_s+c_out)/4; $Linear average water

U ¢ = std([c _in,c s,c out,c s])/sqrt(4);

%$Fluid properties - thermal conductivity

[k in] = H20props('k',T _in); $Conductivity at inlet
[k s] = H20props('k',T s); %Conductivity at surface
[k _out] = H20props('k',T out(j)); $Conductivity at outlet
k _avg = (k_in+2*k s+k out)/4; $Linear average water

U k = std([k_in,k s,k _out,k_s])/sqrt(4);

%Uncertainty for pressure drop equation (Eq 8.6c from "Introduction to
%$Fluid Mechanics by Fox and McDonald)

oe

% delta P = 12*Q*mu*L/w/H"3

$Propogation errors
dP dQ = 12*mu_avg*L/W/H"3;
dP_dmu = 12*Q*L/W/H"3;

dP_dL = 12*Q*mu_avg/W/H"3;
dP_dW = -12*Q*mu_avg*L/W"2/H"3;
dP dH = -36*Q*mu_avg*L/W/H"4;

%$Total length measurements error

= sqgrt(u measure”2 + u L"2);
sgrt (u measure”2 + u W"2);
= sqrt(u_measure”2 + u H"2);

c cc
T =
Il

%$Pressure drop uncertainty
U DP = sqrt((U_Q*dP dQ)"2 + (U mu*dP dmu)"~2 + (U _L*dP_dL)"2 +
(U_W*dp_dw) 2 +

(U_H*dP _dH) "2);

$Slip velocity/mean velocity uncertainty

dus dDPslip = -1/DPnoslip(j);
dus dDPns = DPslip(j)/DPnoslip(j)"2;
U usum(j) = sgrt((U _DP*dus dDPslip)”~2 + (U _DP*dus dDPns) "2);

% Re = rho*Q*Dh/mu/A
dRe drho = Q*Dh/mu_avg/A;
dRe _dQ = rho avg*Dh/mu_avg/A;
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dRe _dbDh = rho avg*Q/mu_avg/A;

dRe dmu = -rho avg*Q*Dh/mu_avg”2/A;

dRe dA = -rho avg*Q*Dh/mu_avg/A"2;

U Re = sqrt((U_rho*dRe drho)"2 + (U _Q*dRe dQ)"2 + (U _Dh*dRe dbh)"2 +...
(U mu*dRe dmu)*2 + (U A*dRe dA)"2);

$Heat transfer coefficient

m_dot = rho_avg*Q;

U mdot = sqrt((U_rho*Q)”2 + (U _Q*rho_avg)"2);
AA = m _dot*c_avg/per/L;

BB = log((T out(j) - T _s)/(T in - T s));

dh dmdot = c_avg/per/L*BB;

dh dc = m dot/per/L*BB;

dh dper = -m dot*c_avg/per”2/L*BB;

dh dL = -m _dot*c_ avg/per/L"2*BB;

dh_dTout = AA* (1/(T out(j)-T s));

dh dTs = AA* ((T_in-T out(j))/((T_in-T s)* (T s-T out(j))));
dh_dTin = AA* (1/(T_s-T_in));

U Ts = sqgrt(u T"2 + (2*0.51)"2);
U Tin = sqgrt(u T"2 + (2%0.02)"2)
U Tout = sqrt(u T"2 + (2*0.04)"2

)7

h =
U h = sqrt((U mdot*dh dmdot)”"2 + (U _c*dh dc)”2 + (U per*dh dper)”"2 +

(U_L*dh dL)"2 + (U_Tout*dh dTout)”2 + (U Ts*dh dTs)"2 +
(U Tin*dh dTin));

%$Nusselt number Nu = h*Dh/k
dNu dh = Dh/k_avg;

dNu_dbh = h/k _avg;

dNu_dk = -h*Dh/k_avg”"2;

Nu = -h*Dh/k_avg
U Nu(j) = sqrt((U h*dNu dh)”~2 + (U Dh*dNu dDh) "2 + (U k*dNu dk)~2);

dF_fs = Nu/Nu/DPnoslip(3j);
dF Nuns = DPslip(Jj)/Nu/DPnoslip(3);

dF Nus = -DPslip(Jj)*Nu/Nu”2/DPnoslip(Jj);
dF_fns = -DPslip(j) *Nu/Nu/DPnoslip (j)"2;
U F(j) = sqgrt((U _DP*dF fs)”*2 + (U Nu(j)*dF Nuns)”"2 +

(U Nu(j)*dF Nus) 2 + (U DP*dF fns)"2);

end

U Q=100 mL

U usum = U usum
U Nu = U Nu
UF=0UF
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