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Abstract

In 1979, Dufresnoy showed that the existence of a good Stein neighborhood base for Ω ⊂ Cn

implies that one can solve the inhomogeneous Cauchy-Riemann equations in C∞(Ω̄), even

if the boundary of Ω is only Lipschitz. In my thesis, I will show sufficient conditions for the

existence of a good Stein neighborhood base on a Lipschitz domain satisfying Property (P).
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1 Introduction

A natural class of domains in several complex variables are pseudoconvex domains. Pseudo-

convex domains preserve some nice properties of holomorphic functions from one complex

variable. All convex domains are pseudoconvex, and all domains that are locally biholomor-

phic to convex domains are pseudoconvex. In addition, all domains that can be exhausted

from within by pseudoconvex domains are pseudoconvex, and the converse is also true. My

research was motivated by finding pseudoconvex domains that can be approximated from

outside by pseudoconvex domains. To do so, I need to find a good Stein neighborhood basis,

which is defined later. In this section, I introduce some background material including defini-

tions, theorems proved in the past, and motivations. First, we will define defining functions

which relate to the differentiability of the boundary of a domain.

Definition 1.1. Let Ω be a Ck domain in Rn for k ≥ 1, and r be a Ck function defined in

some open neighborhood U of a boundary point p such that Ω ∩ U = {x ∈ U |r(x) < 0},

bΩ ∩ U = {x ∈ U |r(x) = 0} and dr(x) 6= 0 on bΩ ∩ U . The function r is called a local

defining function. If U is an open neighborhood of Ω, r is called a defining function.

Now let us define the operators ∂ and ∂̄.

Definition 1.2. Let zj = xj + iyj for 1 ≤ j ≤ n and f is a function defined on Cn. We use

the notations:

∂f

∂zj
=

1

2

(
∂f

∂xj
− i ∂f

∂yj

)

∂f

∂zj
=

1

2

(
∂f

∂xj
+ i

∂f

∂yj

)
Moreover, if we denote dzj = dxj + idyj and dzj = dxj − idyj,

∂f =
n∑
j=1

∂f

∂zj
dzj
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and

∂̄f =
n∑
j=1

∂f

∂zj
dzj,

When we have a C2 defining function r we can define a pseudoconvex domain as follows:

Definition 1.3. A bounded C2 domain Ω is called pseudoconvex at a point p on the bound-

ary if
n∑

i,j=1

∂2r

∂zi∂zj
(p)titj ≥ 0

for all t = (t1, · · · , tn) ∈ Cn with
∑n

j=1 tj(
∂r
∂zj

)(p) = 0 where r is a C2 defining function for

Ω.

If the above inequality is strictly greater for t 6= 0, then Ω is called a strictly pseudoconvex

domain. The definition does not apply for Lipschitz domains, which are the main focus of

this thesis, so we need new tools to define pseudoconvexity on Lipschitz domains.

Definition 1.4. A bounded domain is called Lipschitz if locally the boundary of the domain

is the graph of a Lipschitz function.

The defining function associated with a Lipschitz domain is called a Lipschitz defining

function.

Definition 1.5. Let Ω be a bounded Lipschitz domain. r is a Lipschitz defining function

if r : Cn → R, r < 0 inside of Ω, and r > 0 outside of Ω, and moreover, for some positive

constants C1 and C2,

C1 < |dr| < C2 a.e. on bΩ.

Lemma 1.1 from [18] states:

Lemma 1.6. Let Ω be a bounded Lipschitz domain in Rn. Then there exists a Lipschitz

defining function r.
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Now we can extend the definition of pseudoconvex domains to Lipschitz domains. To

do so, we need to define a plurisubharmonic function. First, we define an exhaustion and

subharmonic functions.

Definition 1.7. Let Ω be an open domain. A function ϕ : Ω → R is called an exhaustion

function for Ω if the closure of {x ∈ Ω|ϕ(x) < c} for all real c is compact.

Definition 1.8. Let Ω be an open set. A function ρ defined in Ω is subharmonic if for every

continuous function h on any compact set K ⊂ Ω that is harmonic inside of K, and satisfies

h ≥ ρ on the boundary of K, we have ρ ≤ h in K.

For z0 ∈ Ω, choose a small R > 0 so that

D = {z0 + τw|τ ∈ C, |τ | ≤ R} ⊂ Ω

Now we define a plurisubharmonic function.

Definition 1.9. A function ρ is called plurisubharmonic if for every z ∈ Ω and w ∈ Cn, the

function τ → ρ(z + τw) is subharmonic on D for some R > 0.

Another way to characterize a plurisubharmonic function for a C2 function is shown

below:

Theorem 1.10. A C2 function ρ on Ω is plurisubharmonic if and only if for all z ∈ Ω

n∑
j,k=1

∂2ρ

∂zj∂zk
(z)tjtk ≥ 0

for all t = (t1, · · · , tn) ∈ Cn.

One can see Theorem 3.4.3 from [2], for the proof.

Finally, we can define pseudoconvexity on the domain which does not have a smooth

boundary.

3



Definition 1.11. An open domain Ω in Cn is pseudoconvex if there exists a smooth strictly

plurisubharmonic exhaustion function ϕ on Ω.

One can compare this definition with Definition 1.3, which defines pseudoconvexity on a

bounded C2 domain. The Theorem 3.4.11 [2] shows that these are equivalent definitions on

C2 domains.

Theorem 3.4.10 in [2] states Oka’s Lemma:

Lemma 1.12. Let Ω be a pseudoconvex domain in Cn. Then − log δ is plurisubharmonic

on Ω for δ(z) = dist(z, bΩ) .

Notice that this Lemma does not assume that the boundary of Ω is smooth. Thus, the

Lemma still applies on Lipschitz domains. In this thesis, we want to find pseudoconvex

domains that can be approximated from outside by pseudoconvex domains, which requires

the existence of Stein neighborhood basis.

Definition 1.13. A compact set K ⊂ Cn is said to have a Stein neighborhood basis if

for any open domain V containing K, there exists a pseudoconvex domain Ωv such that

K ⊂ Ωv ⊂ V.

Note that not all pseudoconvex domains have a Stein neighborhood basis; an example

would be a worm domain.

Definition 1.14. For β > π
2
, Ωβ is a smooth worm domain if

Ωβ = {(z1, z2) ∈ C2||z1 + ei log |z2|2|2 < 1− η(log |z2|2)}

where η is smooth from R→ R with the following properties:

1. η(x) ≥ 0, η is even and convex.

2. η−1(0) = Iβ−π
2
, where Iβ−π

2
= [β + π

2
, β − π

2
].
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3. There exists an a > 0 such that η(x) > 1 if x < −a or x > a.

4. η′(x) 6= 0 if η(x) = 1.

The worm domain is a smooth pseudoconvex domain but it does not have a Stein neigh-

borhood basis for β > 3π
2

[5]. See also Theorem 6.4.3 in [2].

My motivation for finding the existence of a good Stein neighborhood basis is that one

can solve the inhomogeneous Cauchy-Riemann equations smoothly up to the boundary: for

every f with ∂̄f = 0, there exists u such that ∂̄u = f , where ∂̄ is the Cauchy-Riemann

operator in several complex variables.

In Corollary 4.2.6 in [14], Hörmander used solvability in L2(Ω) to show the following

theorem.

Theorem 1.15. Let Ω be a pseudoconvex domain in Cn. For every f ∈ C∞(p,q)(Ω) with ∂̄f = 0,

there exists u ∈ C∞(p,q−1)(Ω) such that ∂̄u = f.

In [6], Dufresnoy showed that the existence of a good Stein neighborhood basis for Ω ⊂ Cn

implies that the Cauchy-Riemann equations are solvable in C∞(Ω̄) with u ∈ C∞(p,q−1)(Ω̄), even

if the boundary of the domain is only Lipschitz.

Both works showed a similar result, and notice that neither requires any boundary

smoothness. In Theorem 4.2.2 in [14], Hörmander used an exhaustion of Ω from inside,which

is why his result does not include the boundary. Dufresnoy used a neighborhood basis out-

side of Ω, which is my motivation to build a neighborhood basis outside of the domain in

this thesis. Also, we need more than a just a existence of neighborhood base for Dufresnoy’s

result to hold. We will also need uniform H-convexity.

Definition 1.16. A compact set K ⊂ Cn is said to be uniformly H-convex if there exists a

positive sequence {εj} that converges to 0, c > 1 and a sequence of pseudoconvex domains

Ωj such that K ⊂ Ωj and εj ≤ dist(K,Cn\Ωj)≤ cεj for j = 1, 2, · · · [3].

Note that uniform H-convexity implies that {Ωj} is a Stein Neighborhood Basis. Dufres-

noy’s result can be stated as follows:

5



Theorem 1.17. Uniform H-convexity implies that for all f ∈ C∞(p,q)(Ω̄) where 0 ≤ p ≤ n,

1 ≤ q ≤ n with ∂̄f = 0, there exists u ∈ C∞(p,q−1)(Ω̄) such that ∂̄u = f.

In [17], Şahutoğlu defined a stronger notion of Stein neighborhood basis:

Definition 1.18. The closure Ω̄ of a nonsmooth pseudoconvex domain Ω has a strong

Stein neighborhood basis if Ω has a defining function ρ and there exists ε0 > 0 such that

{z ∈ Cn : ρ(z) < ε} is pseudoconvex for 0 ≤ ε ≤ ε0 .

We will show sufficient conditions for the existence of a strong Stein neighborhood basis.

Note that the existence of a strong Stein neighborhood basis implies uniform H-convexity.

Since Stein neighborhood bases also have applications to solve the ∂̄−Neumann problem, let

us give some more definitions.

Definition 1.19. Let L2(Ω) denote the space of square integrable functions on Ω and

L2
(p,q)(Ω) denote the space of (p, q)-forms whose coefficients are in L2(Ω). The norm L2(Ω)

is defined by

‖f‖2 =

∫
Ω

|f |2dV

for f ∈ L2
(p,q)(Ω) and dV = indz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn.

Definition 1.20. We can write a (p, q)-form f as:

f =
∑

|I|=p,|J |=q

′
fI,Jdz

I ∧ dzJ ,

where I = (i1, · · · , ip) and J = (j1, · · · , jq) are multiindicies. Here,
∑′ is the summation

over strictly increasing multiindices. Also, dzI = dzi1 ∧ · · · ∧ dzip and dzI = dzj1 ∧ · · · ∧ dzjq .

Then, ∂̄f can be defined by

∂̄f =
′∑
I,J

∂̄fI,J ∧ dzI ∧ dzJ

which is (p, q + 1)-form.

We use (, ) to denote the inner product in L2
(p,q).

6



Definition 1.21. Let the adjoint of ∂̄ be the operator

∂̄∗ : L2
(p,q)(Ω)→ L2

(p,q−1)(Ω).

We denote the domain for ∂̄∗ as Dom(∂̄∗).

We say f ∈ Dom(∂̄∗) if there exists a g ∈ L2
(p,q−1)(Ω) such that for every ψ ∈ Dom(∂̄) ∩

L2
(p,q−1)(Ω), we have (f, ∂̄ψ) = (g, ψ). Notice that if we integrate this inner product by

parts, the boundary terms, which involves an inner product of normal component of f and

components of ψ, will vanish. Thus, any elements in Dom(∂̄∗) must satisfy a boundary

condition. The condition f ∈ Dom(∂̄∗) is a Dirichlet condition for the normal component of

f . Let ρ be a C1 defining function for Ω. f must satisfy

∑
k

fI,kK
∂ρ

∂zk
= 0 on bΩ for all I,K,

where |I| = p and |K| = q − 1.

Definition 1.22. Define the box operator, �(p,q) : L2
(p,q)(Ω)→ L2

(p,q)(Ω) as follows:

�(p,q) = ∂̄(p,q−1)∂̄
∗
(p,q) + ∂̄∗(p,q+1)∂̄(p,q).

Also, the domain of this box operator is defined as Dom(�(p,q)) = {f ∈ L2
(p,q)(Ω)|f ∈

Dom(∂̄(p,q)) ∩Dom(∂̄∗(p,q)), ∂̄(p,q) ∈ Dom(∂̄∗(p,q+1)) and ∂̄∗(p,q)f ∈ Dom(∂̄(p,q−1))}.

In [13], Hörmander showed that � is invertible on bounded pseudoconvex domains. The

operator, N(p,q) : L2
(p,q)(Ω) → Dom(�(p,q)) such that N(p,q)� = �N(p,q) = I is called the

∂̄−Neumann operator.

Definition 1.23. We define the Fourier transform û of u as:

û(ξ) =

∫
Rn
e−ix·ξf(x)dx where x · ξ =

n∑
j=1

xjξj.

7



For any u ∈ C∞0 (Rn), the Sobolev norm is given by:

‖u‖2
W s
p,q(Rn) =

∫
Rn

(1 + |ξ|2)s|û(ξ)|2dξ.

Thus, W s
p,q(Rn) can be defined as the completion of C∞0 (Rn) with respect to the norm

‖u‖2
W s
p,q(Rn).

Moreover, let us restrict to the domain Ω ⊂ Rn. Then

‖u‖W s
p,q(Ω) = inf ‖U‖W s

p,q(Rn)

where U ∈ W s
p,q(Rn) and U|Ω = u

In [19], Straube showed the following theorem.

Theorem 1.24. Let Ω be a smooth bounded pseudoconvex domain in Cn. For ε > 0 let

Ωε = {z ∈ Cn|dist (z,Ω) < ε}. Assume there is a function r(ε) with 1 − r(ε) = o(ε2)

as ε → 0+ such that, for ε small enough, there exists a pseudoconvex domain Ω̃ε with

Ωr(ε)ε ⊆ Ω̃ε ⊆ Ωε.

Then the ∂̄-Neumann operators Nq are continuous on W s
(0,q)(Ω), for all s ≥ 0 and 1 ≤

q ≤ n.

This theorem uses a stronger condition to estimate the ∂̄-Neumann operator.

In section 2, I will show the application to an operator called the tangential Cauchy-

Riemann complex ∂̄b, which is the Cauchy-Reimann operator restricted to the boundary.

The tangential Cauchy-Riemann equations in a pseudoconvex domain can help us in getting

information about the boundary values of holomorphic functions.

In [16], Michel and Shaw defined the following: Let Ω be a bounded domain in Cn.

Ω is strictly pseudoconvex with Lipschitz boundary ∂Ω if there exists a Lipschitz defining

function ρ for Ω, and there exists a constant c > 0 such that ρ(z)− c|z|2 is plurisubharmonic

in a neighborhood of ∂Ω.

8



In section 3, I will show that if the defining function is only strictly plurisubharmonic

inside the domain, then under certain conditions, one can still find a strong Stein neighbor-

hood basis outside the domain. Since our functions may not be twice differential, we need

to use currents.

Definition 1.25. w ∈ C∞(p,p)(Ω) is a simple positive form if

w = ipw1 ∧ w1 ∧ · · · ∧ wp ∧ wp

where each wj ∈ C∞(1,0)(Ω). [15]

Definition 1.26. We say for ϕ ∈ C2, i∂∂̄ϕ ≥ 0 in the sense of currents if
∫
−iϕ∂̄∂w ≥ 0

for all simple positive smooth compactly supported (n− 1, n− 1)-form w.

Notice that this is equivalent to
∫
i∂̄ϕ∧∂w ≥ 0. This implies that

∫
i∂∂̄ϕ∧w ≥ 0. Thus

the Definition 1.26 still holds when ϕ is C2 function. Moreover, we say i∂∂̄ϕ ≥ iK∂∂̄|z|2 in

the sense of currents if i∂∂̄(ϕ−K|z|2) ≥ 0 for some K > 0.

Theorem 1.27. Let Ω be a bounded Lipschitz domain. Suppose for every p ∈ ∂Ω, there

exists a neighborhood Up such that

1. ∂Ω ∩ Up is the graph of a Lipschitz function with Lipschitz constant M > 0, and

2. there is a defining function ρ for Ω such that i∂∂̄ρ(z) ≥ iK∂∂̄|z|2 on Ω in the sense of

currents and

1

k
|ρ(z)| ≤ δ(z) ≤ |ρ(z)|

hold on Ω ∩ Up for some k > 1 and K > 0.

Under these assumptions, it follows that for every β > 1, there exists a constant Nβ such

that if k and M satisfy Nβ ≥ k
√

1 +M2 − 1 then there exists a neighborhood U of Ω̄, and a

plurisubharmonic function λ on U \ Ω such that

9



1. λ ≈ δβ, and

2. i∂∂λ & iδβ−1∂∂|z|2 in the sense of currents.

Definition 1.28. If G ≤ IH for some constant I, independent of z, then we write H & G.

If G & H and H & G, then we write G ≈ H.

Note that we can take M arbitrarily close to zero if we make Up small on C1 domains. I

will show in section 4 conditions for the existence of a good Stein neighborhood basis for a

Lipschitz domain Ω ⊂ Cn satisfying a special property, called Property (P), which is defined

below.

In [1], Catlin defined property (P) as follows:

Definition 1.29. The boundary of a smoothly bounded pseudoconvex domain Ω to satisfies

property (P) if for all M > 0, there exists a plurisubharmonic function φ in C∞(Ω) such

that for all z ∈ bΩ and for all t ∈ Cn,

n∑
i,j=1

∂2φ

∂zj∂zj
(z)titj ≥M |t|2

with 0 ≤ φ ≤ 1.

This implies the existence of a solution operator for ∂̄u = f that is compact.

Definition 1.30. The operator T : H → K is compact if T maps from a closed unit ball, in

H to a set in K, with compact closure.

Here is the main theorem of this thesis.

Theorem 1.31. Let Ω be a bounded Lipschitz pseudoconvex domain, which satisfies Property

(P). There exist constants V > 1 and W > 0 such that if 1 < β < V and
√

1 +M2 <

1 +W (β − 1)2, then there exists a neighborhood U of Ω and a function λ on U/Ω such that

1. λ ≈ δβ, and

10



2. i∂∂λ & iδβ∂∂|z|2 in the sense of currents.

We will see we can take W ≈ 0.03 (See Remark 4.3).

My result is analogous to Fornæss and Herbig’s result from [9] and [10]. They showed that

for a smooth bounded domain, the existence of a defining function that is plurisubharmonic

on ∂Ω implies for all η > 1 there exists a neighborhood V of bΩ and smooth defining function

r on V \Ω̄ such that rη is strictly plurisubharmonic. This implies the existence of a strong

Stein neighborhood basis.

For my thesis, I show the existence of such a defining function by combining techniques

developed by Harrington. In 2008, he showed a similar result for C1 domains satisfying

Property (P) [12], and in [11], he built a good defining function inside Ω for all Lipschitz

pseudoconvex domains. First, I will build a function on a neighborhood inside and translate

the function outside. To do so, I will patch functions together inside of a little neighborhood

by taking the supremum over a finite collection of plurisubharmonic functions. Then I will

patch whole neighborhoods together around the boundary.

2 Application of ∂̄

The ∂̄b complex, also called the tangential Cauchy-Riemann complex, is the restriction of

the ∂̄ complex to the boundary. The tangential Cauchy-Riemann equations in pseudoconvex

domains can give information about boundary values of holomorphic functions. ∂̄b provides

information about boundary value of holomorphic function in the same way that ∂̄ provides

information about holomorphic function. For more information, see Chapter 7 in [2]. In [18],

Shaw showed an application of ∂̄ to solve ∂̄b. First, let us define the space L2
(p,q−1)(bΩ).

Definition 2.1. Let Ip,q = rH1 + ∂̄r ∧H2, where r is a defining function, H1 is a smooth

(p, q)-form and H2 is a smooth (p, q − 1)-form. Then,

Λp,q(bΩ) = {the orthogonal complement of Ip,q|∂Ω in Λp,q(Cn)},

11



where Λp,q(Cn) is the set of (p, q)-forms.

Definition 2.2. Let L2(bΩ) denote the space of square integrable functions on bΩ, and

L2
(p,q)(bΩ) denote the space in Λp,q(bΩ) whose coefficients are in L2(bΩ).

On Lipschitz domains, we define ∂̄b as follows:

Definition 2.3. For any u ∈ L2
(p,q−1)(bΩ), if f ∈ L2

(p,q)(bΩ) and

∫
bΩ

u ∧ ∂̄φ = (−1)p+q
∫
bΩ

f ∧ φ (2.1)

for every φ ∈ C∞(n−p,n−1−q)(Cn), then ∂̄bu = f.

For 1 ≤ q ≤ n− 2, if we substitute φ with ∂̄φ for some smooth (n− p, n− q− 2)-form in

(2.1), we see that necessary condition to solve ∂̄bu = f is ∂̄bf = 0 When q = n− 1, more is

needed.

Lemma 3.2 from [18] can be modified to fit the assumptions of this thesis as follows:

Lemma 2.4. Let Ω ⊂⊂ Cn be a bounded pseudoconvex Lipschitz domain satisfying the

assumptions of Theorem 1.31. For any α ∈ C∞(p,q)(Ω̄), such that ∂̄α = 0 in Ω, there exists

u ∈ C∞(p,q)(Ω̄) with ∂̄u = α in Ω.

Moreover, for any −1
2
≤ s ≤ 1

2
, the space C∞(p,q)(Ω̄)∩Ker(∂̄) is dense in W s

(p,q)(Ω)∩Ker(∂̄)

in the W s
(p,q)(Ω) norm.

Proof. Let Ωj = {z ∈ Cn|λ(z) < εj} where λ is given by Theorem 1.31. Since λ is strictly

plurisubharmonic, each Ωj is strictly pseudoconvex in the sense of [16]. Thus, Ω̄ has a Stein

neighborhood base since ∩jΩj = Ω̄. By the result from Dufresnoy in [6], we can solve ∂̄

smoothly up to the boundary. To prove the second part of the lemma, assume Ω is star-

shaped. Recall that a domain Ω is star-shaped if there exists a vantage point x0 ∈ Ω such

that if z ∈ Ω then the line segment [x0, z] ⊆ Ω. We let 0 ∈ Ω be a vantage point. For

12



f ∈ W s
(p,q)(Ω) ∩Ker(∂̄), we can define:

fj(z) = (f ∗ φδj)

(
z

1 + 1
j

)

for φδj = 1
δ2nj
φ( z

δj
) where φ(z) = φ(|z|) and sufficiently small δj.

Then fj ∈ C∞(Ω̄), ∂̄fj → 0 in Ω and fj → f in L2(Ω) by Theorem 7 in Appendix (c)[7].

Moreover, the space L2(Rn) is a dense subspace of W s(Rn) for all s (See Property ii.

from page 302 of [8]). Now recall Definition 1.23. Since for the restricted domain Ω ⊂ Rn,

every element of W s(Ω) can be extend to an element of W s(Rn), fj → f in W s(Ω). Now if

Ω is not star-shaped, we let ζi be a function supported in an open set Ui so that Ui ∩ Ω is

star-shaped. To patch the star-shaped neighborhoods together , we use a partition of unity

{ζi}Ni=1. Then we can find fj ∈ C∞(p,q)(Ω̄j) such that ‖∂̄fj‖W s(Ωj) → 0 and fj → f in W s(Ω).

Since each Ωj is strictly pseudoconvex, if we use Corollary 1.3 from [16] for each Ωj, we can

find uj ∈ W s
(p,q)(Ωj) ∩ C∞(p,q)(Ωj) such that ∂̄uj = ∂̄fj in Ωj and uj satisfies the estimate:

‖uj‖W s(Ωj) ≤ C‖∂̄fj‖W s(Ωj),

for some constant C. This estimate follows from Corollary 1.3 from [16]. If we call hj =

fj − uj, then hj ∈ C∞(p,q)(Ω̄) ∩Ker(∂̄) and hj → f in W s
(p,q)(Ω).

Since Lemma 3.2 is the only place in [18] where a plurisubharmonic defining function

is needed, the proof of Proposition 3.5 from [18] can be adapted to prove the following

proposition.

Proposition 2.5. Let Ω be a bounded pseudoconvex Lipschitz domain with a Lipschitz defin-

ing function satisfying the assumptions of Theorem 1.31 in a neighborhood of Ω. For every

f ∈ W s
(0,n)(Cn), supported in Ω and −1

2
≤ s ≤ 1

2
, satisfying

∫
Ω

f ∧ g = 0 for every g ∈ C∞(n,0)(Ω) ∩ ker(∂̄),
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we can find u ∈ W s
(0,n−1)(Cn) satisfying ∂̄u = f in Cn. [18]

If we can solve ∂̄u = f , we can also solve ∂̄b. The main theorem from [18] can be similarly

adapted:

Theorem 2.6. Let Ω be a bounded pseudoconvex Lipschitz domain with a Lipschitz defining

function satisfying the assumptions of Theorem 1.31 in a neighborhood of Ω. For every α ∈

L2
(p,n−1)(bΩ), satisfying

∫
bΩ

α ∧ φ = 0 for every φ ∈ C∞(n−p,0)(Ω) ∩ ker(∂̄)

where 0 ≤ p ≤ n, q = n− 1, we can find u ∈ L2
(p,q)(bΩ) satisfying ∂̄bu = α in bΩ.

3 Lipschitz domains with strictly plurisubharmonic defining functions

In this section, we will prove Theorem 1.27. Let Ω be a strictly pseudoconvex domain in

Cn, n ≥ 2 and for any x ∈ Ω denote the distance from x to ∂Ω by δ(x) = dist(x, ∂Ω). Assume

for some K > 0 there exists a defining function ρ(z) satisfying

i∂∂ρ(z) ≥ iK∂∂|z|2 on Ω (3.1)

in the sense of currents. If Ω ⊂ Rn, let M > 0 and R > 0 be constants such that for all

p ∈ ∂Ω, there exists B(p,R) ∩ Ω = {z ∈ B(p,R) : Imzn < ϕ(z′,Rezn)} for some Lipschitz

function ϕ with Lipschitz constant M > 0. We will use z′ to denote {z1, . . . zn−1}. Define

r(z) = Imzn − ϕ(z′,Rezn). Since δ(z) is the closest distance to the boundary, δ(z) ≤

|ϕ(z′,Rezn)− Imzn|. Let w ∈ ∂Ω satisfying δ(z) = |z −w|. Let α = ϕ(z′,Rezn)− Imzn, υ =

ϕ(z′,Rezn)− Imwn and ω = α− υ = Imwn − Imzn. Since Imwn = ϕ(w′,Rewn),

|υ| = |ϕ(z′,Rezn)− ϕ(w′,Rewn)| ≤M
√

(Rezn − Rewn)2 + |z′ − w′|2 = M
√

(δ(z))2 − ω2.

14



So |υ| ≤ M
√

(δ(z))2 − ω2. If we square both sides we get υ2 ≤ M2(δ(z))2 −M2ω2. Since

ω = α− υ, we have (α− ω)2 +M2ω2 ≤M2(δ(z))2. Notice that the left hand side will reach

its minimum when ω = α
1+M2 . Thus, we get:

(α− α

1 +M2
)2 +M2(

α

1 +M2
)2 ≤M2(δ(z))2.

This is equivalent to |α| 1√
1+M2 ≤ δ(z). Thus, 1√

1+M2 |ϕ(z′,Rezn) − Imzn| ≤ δ(z). We have

proven:

1√
1 +M2

|ϕ(z′,Rezn)− Imzn| ≤ δ(z) ≤ |ϕ(z′,Rezn)− Imzn|. (3.2)

Since ρ is a defining function we assume

1

k
|ρ(z)| ≤ δ(z) ≤ |ρ(z)| (3.3)

for k ≥ 1.

Lemma 3.1. If β > 1 and m > 1, then

mβ ≥ 1− β + βm (3.4)

and

mβ

[
1− β +

β

m

]
< 1 (3.5)

Proof. Let f(x) = xβ. Then, f ′(x) = βxβ−1 and f ′′(x) = β(β − 1)xβ−2. Since β > 1 and

x > 0, f ′′(x) > 0. By linear approximation,

f(x) ≥ f(1) + f ′(1)(x− 1) = 1 + βx− β.

If we replace x with m, we have (3.4).
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Likewise, if we replace x with 1
m

, we have

f

(
1

m

)
≥ 1 + β

(
1

m

)
− β.

This implies that

mβ − βmβ + βmβ−1 ≤ 1.

If we factor out mβ, (3.5) holds.

We will construct a plurisubharmonic function λ and compare it with δβ. For given

b > 0, s ≤ b
√

1 +M2, and ε > 0, define zε = z − (0, . . . , 0, isε), and ρε(z) = ρ(zε).

Lemma 3.2. If z /∈ Ω and δ(z) ≤ bε, then zε ∈ Ω. Moreover,

−ρε(z) < −δ(z) + ksε (3.6)

and

−ρε(z) ≥ −δ(z) +
sε√

1 +M2
. (3.7)

Proof. We first show if z /∈ Ω, zε ∈ Ω. By definition of r(z), r(zε) = r(z)− sε. By applying

an inequality from (3.2), we get

r(z)− sε ≤
√

1 +M2δ(z)− sε.

This is equivalent to

r(zε) ≤
√

1 +M2δ(z)− sε. (3.8)

This shows that r(zε) ≤ 0 when δ(z) ≤ bε. This imply that zε ∈ Ω̄.

Now we will show (3.6). By the definition above, −ρε(z) = −ρ(zε). Since zε ∈ Ω̄, by

(3.3), −ρ(zε) ≤ kδ(zε).
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By (3.2),

kδ(zε) ≤ −kr(zε) = −k(r(z)− sε).

Again, by (3.2),

−k(r(z)− sε) ≤ −kδ(z) + ksε < −δ(z) + ksε.

So (3.6) follows.

Similarly, by (3.3), −ρ(zε) ≥ δ(zε). By (3.2),

δ(zε) ≥
−r(zε)√
1 +M2

.

We have already shown in (3.8) that

−r(zε)√
1 +M2

≥ −δ(z) +
s√

1 +M2
ε.

Then (3.7) follows.

In this section, we assume s = b
√

1 +M2, so if z /∈ Ω and δ(z) ≤ bε,

δ(z)− kbε
√

1 +M2 ≤ ρε(z) ≤ δ(z)− bε.

Notice that the upper bound and lower bound do not depend on p ∈ ∂Ω. For p ∈ ∂Ω,

let Up be a neighborhood where

i∂∂ρ(z) ≥ iK∂∂|z|2

in the sense of currents. Let B(p, rp) ⊂ Up be a ball with radius rp centered at p. Let

χp ∈ C∞0 (B(p, rp
2

)). On B(p, rp
3

), χp ≡ 1, when 0 ≤ χp ≤ 1.
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Choose m > 1 and β > 1 so that β
β−1

> m and set a = 1, b = m2, c = b
m

,

A = (cε)β − β(cε)β−1(cε− bε),

B = β(cε)β−1, and

C = β(cε)β−1bε
√

1 +M2

(
k − 1√

1 +M2

)
.

Notice that 1
2mβ
− 1−β+βm

2mβmβ
> 0 by (3.4) and 1

2mβ
− mβ [1−β+ β

m
]

2mβ
> 0 by (3.5). Since 1

β
+ 1

m
>

1, 1
2mβ
− 1

2m
+ 1

2m2 > 0.

Assume k and M are sufficiently small so that

k
√

1 +M2 − 1 ≤ 1

2mβ
− 1− β + βm

2mβmβ
(3.9)

and

k
√

1 +M2 − 1 ≤ 1

2mβ
− 1

2m
+

1

2m2
. (3.10)

Finally we also assume

k
√

1 +M2 − 1 ≤ 1

2mβ
−
mβ[1− β + β

m
]

2mβ
. (3.11)

By applying the upper bound and lower bound of ρε, we will build a plurisubharmonic

function λε,p such that

λε,p = A+Bρε,p + C(χp − 1).

We need to show that λε,p is plurisubharmonic for small ε > 0, and

i∂∂λε,p ≥ iHεβ−1∂∂|z|2, (3.12)
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in sense of currents, for some constant H > 0. We can compute λε,p as

i∂∂λε,p = i∂∂(A+Bρε,p + C(χρ − 1)) = iB∂∂ρε,p + iC∂∂χp.

By (3.1) and since ∂∂χp is C2 function,

iB∂∂ρε,p + iC∂∂χp ≥ iBK∂∂|z|2 − iCJ∂∂|z|2 = i∂∂|z|2(BK − CJ)

for some constant J . This implies that by plugging in the values of B and C, we get

i∂∂|z|2(BK − CJ) = i∂∂|z|2β(cε)β−1[K − bε
√

1 +M2

(
k − 1√

1 +M2

)
J ].

Thus,

i∂∂λε,p ≥ i∂∂|z|2β(cε)β−1[K − bε
√

1 +M2

(
k − 1√

1 +M2

)
J ].

One can check that for 0 < H < Kβcβ−1, if ε ≤ H−Kβcβ−1

(−b
√

1+M2βcβ−1k+bβcβ−1)J
, then (3.12)

holds.

Define Lε = {z /∈ Ω : aε ≤ δ(z) ≤ bε} and Lε,p = {z ∈ B(p, rp
2

)\Ω : aε ≤ δ(z) ≤ bε}. By

(3.7) when χ = 0,

λε = A+Bρε − C ≤ A+B(δ(z)− bε))− C = A+B(δ(z)− kbε
√

1 +M2).

By (3.6),when χ = 1,

λε = A+Bρε ≥ A+B(δ(z)− kbε
√

1 +M2).

Notice that λε,p1 ≥ λε,p2 on B(p1,
r
3
) ∩ ∂B(p2,

r
2
). So the function

λε(z) = sup
{p∈P :z∈Lε,p}

λε,p(z)
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is continuous on Lε, where P is finite index set so that {B(p, r
3
)}p∈P covers ∂Ω. By Theorem

1.6.2 in [14] (see also Lemma 2.10 in [4]), λε is plurisubharmonic and satisfies (3.12).

Then we have an inequality

A+Bρε − C ≤ λε ≤ A+Bρε.

This implies, by (3.6) and (3.7),

A+B(δ(z)− kbε
√

1 +M2)− C ≤ λε ≤ A+B(δ(z)− bε).

By plugging in A,B, and C, we get

λε ≥ (cε)β − β(cε)β−1(cε− bε) + β(cε)β−1(δ(z)− kbε
√

1 +M2)

− β(cε)β−1bε
√

1 +M2

(
k − 1√

1 +M2

)
= (cε)β

[
1− β +

2βb

c
+
βδ

cε
− 2kbβ

c

√
1 +M2

]
. (3.13)

Moreover,

λε ≤ (cε)β − β(cε)β−1(cε − bε) + β(cε)β−1(δ(z) − bε) = (cε)β
[
1− β +

βδ

cε

]
. (3.14)

To use a patching argument, choose ε0 sufficiently small so that (3.12) holds and {B(p, r
3
)p∈P}

covers Lε0 . Set εj = ε0m
−j and we can check

aεj = cεj+1, cεj = aεj−1 = bεj+1 and bεj = cεj−1.

Then, b
c

=
εj−1

εj
. At δ = bεj = cεj−1, we need to show λεj−1

≥ λεj . By applying inequality

20



(3.13),

λεj−1
≥ (cεj−1)β

[
1− β +

2bβ

c
+
cβεj−1

cεj−1

− 2bkβ

c

√
1 +M2

]
= (cεj−1)β

[
1 +

2bβ

c
− 2bkβ

c

√
1 +M2

]

and by (3.14),

λεj ≤ (cεj)
β

[
1− β +

bβεj
cεj

]
= (cεj)

β

[
1− β +

bβ

c

]
.

Note m = b
c

=
εj−1

εj
. We need to show

mβ[1 + 2mβ − 2kmβ
√

1 +M2] ≥ 1− β + βm,

but this follows from (3.9).

Similarly, at δ = aεj = cεj+1, we need to show λεj+1
≥ λεj . Again, by (3.13),

λεj+1
≥ (cεj+1)β[1− β + 2

bβ

c
+
βcεj+1

cεj+1

− 2
kbβ

c

√
1 +M2]

= (cεj+1)β
[
1 +

2bβ

c
− 2bkβ

c

√
1 +M2

]

and by (3.14)

λεj ≤ (cεj)
β

[
1− β +

aβεj
cεj

]
= (cεj)

β

[
1− β +

aβ

c

]
.

Again, we check m = c
a

=
εj
εj+1

= b
c
. Then we need mβ[1 − β + β( 1

m
)] ≤ [1 + 2mβ −

2kmβ
√

1 +M2].

Again, this follows from (3.11).

Now we have

λεj−1
≥ λεj when δ = bεj = cεj−1

and

λεj+1
≥ λεj when δ = aεj = cεj+1
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so that the function

λ(z) = sup
{j:z∈Lεj }

λεj(z)

is continuous on L = {z /∈ Ω : δ(z) ≤ bε0}. We use Theorem 1.6.2 in [14].

Since aε ≤ δ ≤ bε, δ
b
≤ ε ≤ δ

a
holds. This implies by (3.12) that

i∂∂λε,p ≥ iH

(
1

b

)β−1

δβ−1∂∂|z|2.

So by Lemma 2.10 in [4],

i∂∂λ ≥ iH

(
1

b

)β−1

δβ−1∂∂|z|2.

Furthermore, by (3.13),

λ ≥
(
cδ

b

)β
[1− β +

2βb

c
+
βa

c
− 2kbβ

c

√
1 +M2].

Since b
c

= m and a
c

= 1
m
,

λ ≥
(
δ

m

)β
[1− β + 2βm+

β

m
− 2kβm

√
1 +M2].

Note that right hand side is positive by (3.10). Moreover, by (3.14),

λ ≤
(
cδ

a

)β [
1− β +

βb

c

]
,

and

λ ≤ (mδ)β[1− β + βm].

We have now proven Theorem 1.27.
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4 Lipschitz domains satisfying property (P)

In this section, I will show conditions for the existence of a good Stein neighborhood basis for

a Lipschitz domain satisfying property (P), (See Definition 1.29) and prove Theorem 1.31.

As we defined in section 3, let p ∈ ∂Ω so that B(p,R) ∩ Ω = {z ∈ B(p,R) : Imzn <

ϕ(z′,Rezn)} for some Lipschitz function ϕ with Lipschitz constant M > 0. Also, we will

use z′ to denote {z1, . . . zn−1} and r(z) = Imzn − ϕ(z′,Rezn). We let δε(z) = δ(zε) where

zε = z − (0, . . . , 0, isε). Moreover, define Lε = {z /∈ Ω : aε ≤ δ(z) ≤ bε} and Lε,p = {z ∈

B(p, rp
2

)\Ω : aε ≤ δ(z) ≤ bε} for a and b to be chosen later.

First, we need to replace δε with smooth function δ̃ε, such that − log δ̃ε is plurisubhar-

monic and satisfies a related upper and lower bound. Then I will build a function λε,p that

is plurisubharmonic,

i∂∂λε,p & iδβ∂∂|z|2

and provide the upper and lower bound of λε,p. As we did in section 3, I will use the patching

argument. First I will check the supremum of λε,p over mathcalP is continuous to build λε

and make sure that λεj+1
≥ λεj at δ = aεj = cεj+1 and λεj−1

≥ λεj at δ = bεj = cεj+1 so

that we can build λ.

Lemma 4.1. On Lε,p, for any s̃ > s, there exists b sufficiently small and δ̃ε ∈ C∞(Lε,p) such

that − log δ̃ε is plurisubharmonic and −δ(z) + s̃ε√
1+M2 < δ̃ε(z) < −δ(z) + s̃ε

Proof. We know − log δε is plurisubharmonic and

−δ(z) +
sε√

1 +M2
< δε(z) < −δ(z) + sε (4.1)

where aε ≤ δ ≤ bε by Lemma 3.2. Let X = 1√
1+M2 . By assumption, 0 < b < sX, for b

sufficiently small. For P and Q to be chosen later, we let − log δ̃ε = −P log(δε) ∗ ηγ + Q
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where

η(x) =


Ce

1
|x|2−1 if|x| < 1

0 if|x| ≥ 1

for some constant C > 0 and ηγ(x) = 1
γ2n
η(x

γ
) for each γ > 0. Theorem 7 (iii) in Appendix

C of [7] shows that for any R > 0, there exists γ > 0 such that

− log δε ≤ − log δε ∗ ηγ ≤ − log δε +R

where the lower bound follows from the sub-mean value property for plurisubharmonic func-

tions. This implies

−P log δε +Q ≤ − log δ̃ε ≤ −P log δε + PR +Q. (4.2)

Let P = s
s̃
. If s̃ > s, then for b sufficiently small,

s

s̃
log (X − b

s
) > log (X − b

s̃
).

This is equivalent to

(X − b

s
)P > X − b

s̃
.

If we multiply both sides by sP s̃, we get

s̃(Xs− b)P > sP (Xs̃− b).

This implies that

s̃

sP
>

Xs̃− b
(Xs− b)P

.
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Then, there exists R > 0 so that

s̃

sP
>

Xs̃− b
(Xs− b)P

ePR. (4.3)

If we multiply (4.3) by ε
εP
, we get

s̃ε

sP εP
>

Xεs̃− bε
(Xsε− bε)P

ePR. (4.4)

Notice that the left hand side of (4.4) is smaller than εs̃−δ
(sε−δ)P since it is increasing in δ when

δ > sε−P s̃ε
1−P = 0. Thus,

εs̃− δ
(sε− δ)P

>
s̃ε

sP εP
(4.5)

holds. Likewise, the right hand side of (4.4) is larger than Xεs̃−δ
(Xsε−δ)P e

PR since it is increasing

in δ when δ > εX(s−P s̃)
1−P = 0. Thus,

Xεs̃− δ
(Xsε− δ)P

ePR <
Xεs̃− bε

(Xsε− bε)P
ePR (4.6)

holds. (4.4) (4.5), and (4.6) imply that there exists Q such that

Xεs̃− δ
(Xsε− δ)P

ePR < e−Q <
εs̃− δ

(sε− δ)P
. (4.7)

The lower bound on (4.7) implies that

−δ − (−δ + sεX)P e−PR−Q < −sP−1εX (4.8)

holds. So we have

−δ − (−δ +
sε√

1 +M2
)P e−PR−Q ≤ − s̃ε√

1 +M2
.
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Thus, by (4.1),

−δ +
s̃ε√

1 +M2
≤ eP log δε−PR−Q.

So

−δ +
s̃ε√

1 +M2
≤ eP log δε−PR−Q ≤ δ̃ε.

This implies that δ̃ε ≥ −δ + s̃ε√
1+M2 . Likewise, the upper bound on (4.7) implies that, (−δ +

sε)P e−Q < −δ + s̃ε holds. So, by (4.1), we can say

eP log δε−Q < −δ + s̃ε.

This implies that δ̃ε ≤ −δ + s̃.

Let us replace δε with δ̃ε, and s with s̃ as given by Lemma 4.1 so that we can assume δε

is smooth. For χ defined in Section 3 and φ defined in 1.29, by applying the upper bound

and lower bound of δε, we need to build a plurisubharmonic function λε,p on Lε,p such that

λε,p = A+Bδ−1
ε + g(δε)χ+Dφ (4.9)

where

g(x) = B[(x− sε+
sε√

1 +M2
)−1 − x−1] +D

for some constants A,B, and D, which are defined later. We need to show that λε,p is

plurisubharmonic for small ε > 0, and

i∂∂̄λε,p & iδβ∂∂̄|z|2. (4.10)
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When D = D0ε
β, we let

A = (cε)β[1− β(−1 +
2s

c
√

1 +M2
− s

c
)− 2D0

cβ
]

and

B = β(cε)β−1(−cε+
2s√

1 +M2
ε− sε)2.

Since i∂∂̄λε,p = i∂∂̄(A+Bδ−1
ε + g(δε)χ+Dφ), we rewrite i∂∂̄λε,p as

i∂∂̄λε,p = iB∂∂̄δ−1
ε + i∂∂̄(g(δε)χ) + i∂∂̄Dφ. (4.11)

We want to show that this satisfies (4.10).

Since i∂∂̄(− log δε) ≥ 0, we can say

i∂∂̄(− log δε) = i∂(−δ−1
ε ∂̄δε) = i(−δ−1

ε ∂∂̄δε + δ−2
ε ∂δε ∧ ∂̄δε) ≥ 0

This implies that

−i∂∂̄δε ≥ −iδ−1
ε ∂δε ∧ ∂̄δε. (4.12)

Now compute

i∂∂̄(δ−1
ε ) = i∂(−δ−2

ε ∂̄δε) = δ−2
ε (−i∂∂̄δε) + 2iδ−3

ε ∂δε ∧ ∂̄δε.

If we apply (4.12), we get:

i∂∂̄(δ−1
ε ) ≥ δ−2

ε (−iδ−1
ε ∂δε ∧ ∂̄δε) + 2iδ−3

ε ∂δε ∧ ∂̄δε = iδ−3
ε ∂δε ∧ ∂̄δε ≥ 0

Moreover, we can compute

i∂∂̄(g(δε)χ) = ig′′(δε)χ∂δε ∧ ∂̄δε + ig′(δε)χ∂∂̄δε + ig(δε)∂∂̄χ+ ig′(δε)(∂δε ∧ ∂̄χ+ ∂̄δε ∧ ∂χ).
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Thus, (4.11) can be bounded below by:

iB∂∂̄δ−1
ε + i∂∂̄(g(δε)χ) + i∂∂̄Dφ ≥ iBδ−3

ε ∂δε ∧ ∂̄δε + ig′′(δε)χ∂δε ∧ ∂̄δε

+ ig′(δε)χ∂∂̄δε + ig(δε)∂∂̄χ+ ig′(δε)(∂δε ∧ ∂̄χ+ ∂̄δε ∧ ∂χ) + iD∂∂̄φ.

Note that g′(x) = B(x−2 − (x − sε + sε√
1+M2 )−2) < 0 because sε > sε√

1+M2 implies x−2 <

(x− sε+ sε√
1+M2 )−2. Using (4.12) again, then the lower bound become

i[Bδ−3
ε + g′′(δε)χ+ g′(δε)χδ

−1
ε ](∂δε∧ ∂̄δε) + ig(δε)∂∂̄χ+ ig′(δε)(∂δε∧ ∂̄χ+ ∂̄δε∧∂χ) + iD∂∂̄φ.

(4.13)

Let E = Bδ−3
ε + g′′(δε)χ+ g′(δε)χδ

−1
ε and F = g′(δε). E can be written as

B(δ−3
ε )− 2Bδ−3

ε χ+ 2B(δε − sε+
sε√

1 +M2
)−3χ+Bχδ−3

ε −Bχδ−1
ε (δε − sε+

sε√
1 +M2

)−2,

which can be simplified as follows:

E = Bδ−3
ε (1− χ) + (δε − sε+

sε√
1 +M2

)−3Bχ(1 + δ−1
ε sε− δ−1

ε

sε√
1 +M2

). (4.14)

Since δε ≤ −δ + sε ≤ −aε+ sε, we can find the lower bound of (4.14). Then we get:

E ≥ B((s− a)ε)−3(1− χ) + ((
s√

1 +M2
− a)ε)−3Bχ(1 + (ε(s− a))−1(sε− sε√

1 +M2
)).

By factoring out Bε−3, we can say

E ≥ Bε−3[(s− a)−3(1− χ) + (
s√

1 +M2
− a)−3χ(1 + (s− a)−1(s− s√

1 +M2
))].

Now let P = (s− a)−3 and Q = ( s√
1+M2 − a)−3(1 + (s− a)−1(s− s√

1+M2 )). Since s > a, both
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P and Q are positive. If P > Q,

E ≥ Bε−3(Q(1− χ) +Qχ) = Bε−3Q.

If Q > P ,

E ≥ Bε−3(P (1− χ) + Pχ) = Bε−3P.

Thus, for fixed M, s, a,

E ≥ Bε−3min{P,Q}

on Lε,p.

Since E > 0, (4.13) equals

i(
√
E∂δε +

F√
E
∂̄χ) ∧ (

√
E∂̄δε +

F√
E
∂̄χ)− i

∣∣∣∣ F√E
∣∣∣∣2 ∂χ ∧ ∂̄χ+ iD∂∂̄φ+ ig(δε)∂∂̄χ.

Since

i(
√
E∂δε +

F√
E
∂̄χ) ∧ (

√
E∂̄δε +

F√
E
∂̄χ) ≥ 0,

δε ≈ O(ε), F ≈ O(Bε−2), and E & O(Bε−3) with a strictly positive constant independent

of ε and δε, (4.13) is greater than or equal to

−i |F |
2

E
∂χ ∧ ∂̄χ+ ig(δε)∂∂̄χ+ iD∂∂̄φ+ ig(δε)∂∂̄χ & O(Bε−1) + iD∂∂̄φ. (4.15)

Thus, we need D ≈ ε−1B ≈ ε−1εβ+1 = εβ.

Property (P) implies that we can always pick φ, independent of ε, so that for some
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positive constant G, independent of ε,

O(Bε−1) + iD∂∂̄φ

= O[β(cε)β−1(−cε+
2s√

1 +M2
ε− sε)2ε−1] + iD0ε

β∂∂̄φ

= O[βcβ−1(−c+
2s√

1 +M2
− s)2εβ] + iD0ε

β∂∂̄φ ≥ Gεβ∂∂̄|z|2 (4.16)

in a neighborhood of ∂Ω. Since εβ∂∂̄|z|2 & δβ∂∂̄|z|2 on Lε,

i∂∂̄λε,p & δβ∂∂̄|z|2

on Lε.

By (3.7) when χ = 0,

λε,p = A+Bδ−1
ε +Dφ ≥ A+B

(
−δ(z) +

sε√
1 +M2

)−1

+D. (4.17)

By (3.6),when χ = 1, we wish to show:

λε,p = A+Bδ−1
ε + g(δε) +Dφ ≤ A+B(−δ(z) + sε)−1 + g(−δ(z) + sε). (4.18)

Notice that if we let h(x) = x−1, Bx−1 + g(x) can be written as

Bh(x) +B(h(x− sε+
sε√

1 +M2
)− h(x)) +D.

This equals Bh(x − sε + sε√
1+M2 ) + D. Also, B,D > 0 and h is a decreasing function for

x > 0. Hence Bδ−1
ε + g(δε) is decreasing if δε − sε+ sε√

1+M2 > 0.

By replacing δε with −δ(z) + sε, by (3.6) we can say B(−δ(z) + sε)−1 + g(−δ + sε) is

decreasing as well. Thus, if we can show δε − sε+ sε√
1+M2 > 0, (4.18) is proven.

Let b = w(βw−w−βc
βw−c−cβ ), where w = 2s√

1+M2 −s. Moreover, let c = c̃w where 0 < c̃ < β−1
β+1

< 1,
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and b = b̃w. Then, b̃ = β−1−βc̃
β−c̃−c̃β . Choose β close enough to 1, so b is small enough as required

in Lemma 4.1. Since c̃ < 1, b̃ = b
w
≤ 1 and this implies b ≤ w.

Since δ
ε
≤ b on Lε,p, w = 2s√

1+M2 − s > δ
ε
. This implies that −δ + 2sε√

1+M2 − sε > 0.

Now if we apply (3.7) with ρε = −δε and k = 1, we get: δε − sε > 0. Since sε√
1+M2 > 0,

δε − sε+ sε√
1+M2 > 0. Thus (4.18) holds.

So by (4.17) and (4.18),

A+B(−δ(z) + sε)−1 + g(−δ + sε) ≤ A+B

(
−δ(z) +

sε√
1 +M2

)−1

+D.

Notice that λε,p1 ≥ λε,p2 on B(p1,
r
3
) ∩ ∂B(p2,

r
2
). So the function

λε(z) = sup
{p∈P :z∈Lε,p}

λε,p(z)

is continuous on Lε, where P is finite index set so that {B(p, r
3
)}p∈P covers ∂Ω. By Theorem

1.6.2 in [14] (see also Lemma 2.10 in [4]), λε is plurisubharmonic and satisfies (4.10).

By applying (3.6) and (3.7) for ρ = −δ we get inequalities:

B

δε
+ g(δε) =

B

δε − sε+ sε√
1+M2

+D ≤ B

−δ + 2sε√
1+M2 − sε

+D =
B

wε− δ
+D.

Thus we have

λε ≤ A+
B

wε− δ
+ 2D

and

λε ≥ A+
B

sε− δ
.

These imply that
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λε ≤ (cε)β[1−β(−1+
2s

c
√

1 +M2
−s
c
)+β

(−cε+ 2s√
1+M2 ε− sε)2

cε(wε− δ)
] = (cε)β[1−β(

w − c
c

)+β
ε(w − c)2

c(wε− δ)
]

(4.19)

and

λε ≥ (cε)β

[
1− β

(
−1 +

2s

c
√

1 +M2
− s

c

)
− 2D0

cβ
+ β

(−cε+ 2sε√
1+M2 − sε)2

(cε)(−δ + sε)

]

= (cε)β[1− β(
w − c
c

)− 2D0

cβ
+ β

(w − c)2

c(s− δ
ε
)
)]. (4.20)

Let a = c2

b
. For ε0 sufficiently small, set εj = ε0(a

c
)j = ε0( c

b
)j. We want λεj+1

≥ λεj at

δ = aεj = cεj+1 and λεj−1
≥ λεj at δ = bεj = cεj−1.

Let f(x) = x−β[1−β(w
c
−1)+β (w−c)2

c(w−x)
]. We know s ≥ b

√
1 +M2, and f(c) = c−β. Observe

that f ′(c) = 0 and

f ′′(c) = 1− β + 2c(−c+
2s√

1 +M2
− s)−1 < 0

because this holds if β − 1 > 2c
−c+w . This is equivalent to c < (β−1)w

β+1
. Thus, f has a local

maximum at c.

One can observe that

λε ≤ f

(
δ

ε

)
cβδβ

so that when δ = aεj, λεj ≤ f(a)(caεj)
β and when δ = bεj, λεj ≤ f(b)(cbεj)

β.

We need to show

f(b) < f(c) + β(w − c)c−β−1

(
w − s
s− c

)
(4.21)

and

f(a) < f(c) + β(w − c)c−β−1

(
w − s
s− c

)
. (4.22)
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Note that we can choose D0 sufficiently small so that (4.22) implies λεj+1
≥ λεj at δ = aεj =

cεj+1 because (4.20) implies

λεj+1
≥ (cεj+1)β[1− β(

w − c
c

)− 2D0

cβ
+ β

(w − c)2

c(s− c)
]

= (caεj)
β[f(c)[1− β(

w − c
c

) + β
(w − c)2

c(s− c)
]]− f(c)2D0(aεj)

β

= (caεj)
β[f(c)− c−β−1

(
β(w − c)(s− w)

s− c

)
]− f(c)2D0(aεj)

β (4.23)

We can also choose D0 sufficiently small so that (4.21) implies λεj−1
≥ λεj at δ = bεj =

cεj−1 because (4.20) implies

λεj−1
≥ (cεj−1)β[1− β(

w − c
c

)− 2D0

cβ
+

(w − c)2

c(s− c)
]

= (cbεj)
β[f(c)[1− β(

w − c
c

) + β
(w − c)2

c(s− c)
]]− f(c)2D0(bεj)

β

= (cbεj)
β[f(c)− c−β−1

(
β(w − c)(s− w)

s− c

)
]− f(c)2D0(bεj)

β (4.24)

Note that if we could show f(b) > f(a), then (4.21) implies (4.22).

First, we will show f(b) > f(a). Choose 0 < t < 1. so that c̃ = c
w

= t(β−1
β+1

) and

a = c2

b
= ãw. Then, b = w(β−1−βc̃

β−c̃−c̃β ) and a = c̃2w( β−c̃−c̃β
β−1−βc̃). Notice that we can rewrite f(x)

as:

f(x) = x−β
[
1 + β

(w
c
− 1
)( x− c

w − x

)]
.

33



Then if we substitute the values of a, b, and c, f(b) can be written as

f(b) = b−β[1 + β
(w
c
− 1
)( b− c

w − b

)
]

=

(
β − 1− βt(β−1

β+1
)

β − t(β−1
β+1

)− tβ(β−1
β+1

)

)−β1 +
β2 − β − 2β2 t(β−1)

β+1
+ β t

2(β−1)2

(β+1)2
+ β2 t

2(β−1)2

(β+1)2

t(β−1)
β+1


=

(
(β − 1)(β(t− 1)− 1)

(t(β − 1)− β)(1 + β)

)−β (
1

t
(t+ β − t2β + (t− 1)2β2)

)
.

Similarly, f(a) can be written as

f(a) = a−β
[
1 + β

(w
c
− 1
)( a− c

w − a

)]
=

[
t2(β − 1)2

(β + 1)2

(
(β − t(β − 1))(β + 1)

(β − 1)(β + 1− βt)

)]−β
×

[
1− β

(
t(β − 1)

β + 1
− 1

)( −βt(β−1)
β+1

+ β − 1− t(β−1)
β+1

βt2(β−1)2

(β+1)2
− β + t2(β−1)2

(β+1)2
+ t(β−1)

β+1
+ 1

)]

=

(
t2(β − 1)(β − t(β − 1))

(β + 1)(β + 1− βt)

)−β (−t2 + t− 1 + t2β2 − 2tβ2 + β2

t2(β − 1) + t− (β + 1)

)
.

Thus, f(b) > f(a) can be written as

(
t2(t(β−1)−β)(β−1)
(β+1)(−1+(t−1)β)

)−β
(1− t+ t2 − (t− 1)2β2)

t− 1 + t2(β − 1)− β

+
1

t

(
(β − 1)(β(t− 1)− 1)

(t(β − 1)− β)(1 + β)

)−β
(t+ β − t2β + (t− 1)2β2) > 0.

Note that since t+ β(1− t2) + (t− 1)2β2 > 0, t+ β − t2β + (t− 1)2β2 > 0. Moreover, since

(t− 1)β − 1 < 0 and t(β − 1)− β < 0,

(
t2(t(β − 1)− β)(β − 1)

(β + 1)(−1 + (t− 1)β)

)β
> 0.
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Multiplying by

(
t

t+ β − t2β + (t− 1)2β2

)(
t2(t(β − 1)− β)(β − 1)

(β + 1)(−1 + (t− 1)β)

)β
,

we get

(
t(t+ β − tβ)

1 + β − tβ

)2β

+
t(1− t+ t2 − (t− 1)2β2)

(t− 1 + t2(β − 1)− β)(t+ β − t2β + (t− 1)2β2)
> 0. (4.25)

If we write (4.25) in Taylor Series in β about β = 1, we get

(
−4t

(t− 3)3
+

4t2

(t− 2)3
+

2t2 log( −t
t−2

)

(t− 2)2

)
(β − 1) +O(β − 1)2 > 0 (4.26)

Now we let X = −t
t−2
, t = 2X

X+1
. Notice that 0 < X < 1.

Lemma 4.2. log(x)− x
2

+ 1
2x
> 0 when 0 < x < 1.

Proof. Let f(x) = log(x) − x
2

+ 1
2x
. Since f(1) = 0 and f ′(x) = (x−1)2

−2x2
≤ 0, we can say

f(x) > 0.

By Lemma 4.2, we have log(X) > X
2
− 1

2X
. This implies (4.26), so (4.25) holds for β

sufficiently close to 1. Thus, we can conclude that f(b) > f(a) for β close to 1.

Now we will show (4.21) holds. Let s = s̃w then s̃ =
√

1+M2

2−
√

1+M2 . Recall c̃ < β−1
β+1

, b̃ ≤
1

2−
√

1+M2 , and b̃ = β−1−βc̃
β−c̃−c̃β .

We can rewrite (4.21) as

f(b) < (c̃w)−β + β(w − c̃w)(c̃w)−β−1

(
2s̃w√
1+M2 − 2s̃w

s̃w − c̃w

)
, (4.27)
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and recall that f(b) = (b̃w)−β[1 + β(1
c̃
− 1) + β(1−2c̃+c̃2)

c̃−c̃b̃ ]. (4.27) is equivalent to

b̃−β[1− β
(

1

c̃
− 1

)
+
β(1− 2c̃+ c̃2)

c̃− c̃b̃
] < c̃−β[1 + β

(
1− c̃
c̃

)(
2− 2

√
1 +M2

√
1 +M2 − 2c̃+ c̃

√
1 +M2

)
.

(4.28)

This can be simplified as

b̃β[1− β
(

1

c̃
− 1

)
+
β(1− sc̃+ c̃2)

c̃− c̃b̃
] < c̃−β[1 + β

(
1− c̃
c̃

)(
2− 2

√
1 +M2

√
1 +M2 − 2c̃+ c̃

√
1 +M2

)
].

(4.29)

Note that
√

1 +M2 − 2c̃ + c̃
√

1 +M2 > 0 since 1 − c̃ = c̃ + 1 − 2c̃ > 0 and c̃ + 1 − 2c̃ <
√

1 +M2(c̃+ 1)− 2c̃

We will call K = 1 − β
(

1
c̃
− 1
)

+ β(1−2c̃+c̃2)

c̃−c̃b̃ . Since c̃ = t
(
β−1
β+1

)
for 0 < t < 1, K can be

written as K = t−β−t2β+(t−1)2β2

t
. If we write K in Taylor series in β about β = 1, we get:

K = (−1 +
2

t
) + (−4 +

3

t
+ t)(β − 1) + (−2 +

1

t
+ t)(β − 1)2. (4.30)

Similarly,
(
b̃
c̃

)−β
=
(

1+β−tβ
t2+tβ−t2β

)−β
so that

∂

∂β

[(
1 + β − tβ
t2 + tβ − t2β

)−β]

=

(
1 + β − tβ
t2 + tβ − t2β

)−β
×
[
− log

(
1 + β − tβ
t2 + tβ − t2β

)
− β

(
t2 + tβ − t2β
1 + β − tβ

)(
(1− t)(t2 + tβ − t2β)− (t− t2)

(t2 + tβ − t2β)2

)]
.

When β = 1,

∂

∂β

[(
1 + β − tβ
t2 + tβ − t2β

)−β]
= −

(
t

2− t

)
[log

(
2− t
t

)
+

(
t

2− t

)(
−1 + 2t− t2

t

)
].

36



Therefore,

(
b̃

c̃

)−β
=

t

2− t
−
(

t

2− t

)
[log

(
2− t
t

)
+

(
t

2− t

)(
−1 + 2t− t2

t

)
](β − 1) +O(β − 1)2.

(4.31)

Now we can calculate ( b̃
c̃
)−βK − 1 by multiplying (4.30) and (4.31) and subtract 1. We will

get

(
b̃

c̃

)−β
K − 1 =(

t

2− t
−
(

t

2− t

)
[log

(
2− t
t

)
+

(
t

2− t

)(
−1 + 2t− t2

t

)
](β − 1) +O(β − 1)2

)
×
(

(−1 +
2

t
) + (−4 +

3

t
+ t)(β − 1) + (−2 +

1

t
+ t)(β − 1)2

)
− 1.

Thus, (
b̃

c̃

)−β
K − 1 = (−2(t− 1)− log (

2− t
t

))(β − 1) +O(β − 1)2 (4.32)

Since b̃− 1 = c̃−1
β−c̃−c̃β , and 1−c̃

b̃−1
= β − c̃− c̃β, we can rewrite K as

K = 1− β
(

1

c̃
− 1

)
+
β(1− 2c̃+ c̃2)

c̃− c̃b̃

= 1− β
(

1

c̃
− 1

)
(1− 1− c̃

1− b̃
)

= 1− β
(

1

c̃
− 1

)
(1− β + c̃(1 + β)).

Since β
(

1
c̃
− 1
)
> 0 and 1− β + c̃(1 + β) < 0, we can say K > 1.

Moreover, since ( b̃
c̃
)−βK > 0,

c̃[(
b̃

c̃
)−βK − 1] + c̃2[(

b̃

c̃
)−βK − 1] + 2β − 2βc̃ > −c̃− c̃2 + 2β − 2βc̃.
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Note that c̃ < β−1
β+1

< 1 implies −c̃ > −(β−1
β+1

) and −c̃2 > −(β−1
β+1

)2. So

− c̃− c̃2 + 2β − 2βc̃ > −
(
β − 1

β + 1

)
−
(
β − 1

β + 1

)2

+ 2β − 2β

(
β − 1

β + 1

)
= −

(
β − 1

β + 1

)
(1 +

β − 1

β + 1
+ 2β) + 2β

= −
(
β − 1

β + 1

)(
2β + 2β(β + 1)

β + 1

)
+ 2β

= −2β2 + 2β3 − 4β

(β + 1)2
+

2β3 + 4β2 + 2β

(β + 1)2
=

2β2 + 6β

(β + 1)2
.

Since β > 1, 2β2+6β
(β+1)2

> 0.

Therefore,

c̃[(
b̃

c̃
)−βK − 1] + c̃2[(

b̃

c̃
)−βK − 1] + 2β − 2βc̃ > 0.

Now if we solve (4.29) for
√

1 +M2, we will have an upper bound

√
1 +M2 <

2β − 2βc̃+ 2c̃2[( b̃
c̃
)−βK − 1]

c̃[( b̃
c̃
)−βK − 1] + c̃2[( b̃

c̃
)−βK − 1] + 2β − 2βc̃

(4.33)

When c̃ = t
(
β−1
β+1

)
, the right hand side of (4.33) will be denoted as F (β, t). Then

F (β, t) =
2β − 2βc̃+ 2c̃2[( b̃

c̃
)−βK − 1]

c̃[( b̃
c̃
)−βK − 1] + c̃2[( b̃

c̃
)−βK − 1] + 2β − 2βc̃

(4.34)

We need to find a critical point with respect to c. To do so we will rewrite F (β, t) in

Taylor series. Replace
(
b̃
c̃

)−β
K − 1 with the right hand side of (4.32), and we will get

F (β, c̃) = 1 +
1

4
(−2t+ 2t2 + t log (−1 +

2

t
))(β − 1)2 +O(β − 1)3 (4.35)

Let g(t) = −2t+ 2t2 + t log (−1 + 2
t
). Since g′(t) > 0 near 0 g(t) > 0 near 0. This implies

that F (β, t) > 1.
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Now we have (4.21). So the function

λ(z) = sup
{j:z∈Lεj }

λεj(z)

is continuous on L = {z /∈ Ω : δ(z) ≤ bε0}. We use Theorem 1.6.2 in [14].

Remark 4.3. If we choose V small enough, we can take t ≈ .158645 and W ≈ 0.03049. Also,

one can observe that g′(t) < 0 near 1, g′(t) = 0 on (0, 1). So there must be a critical point

in (0, 1) when β ≈ 1. Since t is a critical point of g(t), this W is the optimal value. Thus,

under this condition, F (β, c̃) > 1.
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