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ABSTRACT

As the representative family of complex oxides, transition metal oxides, where the lattice,

charge, orbital and spin degrees of freedom are tightly coupled, have been at the forefront

of condensed matter physics for decades. With the advancement of state-of-the-art het-

eroepitaxial deposition techniques, it has been recognized that combining these oxides on

the atomic scale, the interfacial region offers great opportunities to discover emergent phe-

nomena and tune materials’ functionality. However, there still lacks general guiding princi-

ples for experimentalists, following which one can design and fabricate artificial systems on

demand. The main theme of this dissertation is to devise and propose some basic rules for

heterostructure engineering.

Towards this goal, I first report the growth of high quality YTiO3/CaTiO3 superlattices

by pulsed laser deposition. Electrical transport measurements reveal that a novel, non-

SrTiO3 based two-dimensional electron gas system has formed at the interface. What is

more, these studies add solid evidences that interface engineering via charge modulation is

an effective approach to realizing exotic many-body phenomena.

Secondly, a new concept, denoted as “geometrical lattice engineering” is proposed with pi-

oneering experimental efforts. Aiming at designing magnetically frustrated systems, (111)-

oriented CoCr2O4 thin films and CoCr2O4/Al2O3 heterostructures have been fabricated

for the first time. Comprehensive structural and electronic characterizations reveal that

no disorder in the cation distribution or multivalency issue is present. As a result, unique

quasi-two dimensional geometrically frustrated lattices composed of alternating kagomé

and triangular lattices, are naturally established via this topological approach.

These CoCr2O4/Al2O3 heterostructures have been found to exhibit remarkably different

behaviors from the bulk compounds. Towards the two dimensional limit, the ground state

of the ultrathin superlattices transforms from the bulk-like nonlinear ferrimagnetic phase,

into an emergent collinear ferrimagnetic phase, and finally into an exotic magnetically

disordered phase with an extensively large frustration parameter, which is a hallmark of

quantum spin liquid. These findings corroborate geometrical lattice engineering has excel-

lent potential in achieving novel electronic, magnetic, and topological phases.
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Chapter 1

Introduction

In this chapter, a brief introduction will be given on the basics of structural, electronic,

and magnetic properties of transition metal oxides, which serve as the fundamental knowl-

edge throughout this dissertation. Secondly, the idea of interface engineering will be de-

scribed in a broad scope, showing the unique roles that complex oxide interfaces play in

exploring and tuning intriguing phenomena in condensed matter physics. In the end, the

general principles and the control parameters of a new designer concept, namely, geometri-

cal lattice engineering, will be discussed.

1.1 Transition metal oxides

As the prototypical family of complex oxides, transition metal oxides (TMOs) are a class

of materials which exhibit extraordinarily fruitful physical and chemical features. In these

compounds, besides oxygen, the central element belongs to the three d-series in the pe-

riodic table, as shown in Fig. 1.1, normally known as the transition metal elements. In

general, it is the variation of the outmost d shell configuration of these elements that gives

rise to a great complexity in the crystal structures, electronic properties, and magnetic

interactions in TMOs. For a comprehensive review of this field, there are a few representa-

tive references [1, 2, 4, 6, 19, 20].

1.1.1 Crystal structures

TMOs can have numerous types of structures, covering all of the seven crystal systems.

Although the most rigorous language of determining a crystal structure is by identifying

its conventional unit cell and the corresponding space group, going over the entire 230

space groups is certainly not the purpose of this dissertation. Alternatively, since TMOs

are predominately regarded as ionic crystals, the driving force of stabilizing a certain struc-

ture is the lattice energy: namely, for an ion i located in a lattice, it experiences an overall

electrostatic potential from the other ions (both cations and anions), which is the so-called
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Figure 1.1: Periodic table of elements. Besides oxygen, TMOs contain at least one of the
elements in the black box.

“Madelung potential Vi”,

Vi =
1

4πε0

∑
i 6=j

Qj

rij
(1.1)

where Qj is the net charges of the jth ion and rij is the ionic distance between i and j

ions. The associated electrostatic energy of ion i is the product of its net charges with its

Madelung potential. And the summation over all the ions will give rise to the magnitude

of the lattice energy. Broadly speaking, the estimation of the minimal value of the lattice

energy is the object of structure determination. On the one hand, since the Coulomb in-

teraction between cation and anion is attractive, it is natural to assume that the lattice

energy will be dramatically decreased when a cation is surrounded by as many anions as

possible. But on the other hand, as more anions are accumulated near one cation, the re-

pulsive interaction between anions will reversely increase the lattice energy. Moreover, if

the anions are packed such that the cation is rattling inside the void formed by the anions,

this event will also increase the amount of lattice energy. As a result, in order to reach

a balance between these competing effects and rationalize the ionic crystal structure, Li-
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Radius Ratio (rC/rA) Coordination number Type of geometry

< 0.155 2 Linear

0.155 - 0.225 3 Triangular

0.225 - 0.414 4 Tetrahedral

0.414 - 0.732 6 Octahedral

0.732 - 1.000 8 Cubic

1.000 12 Cuboctahedral

Figure 1.2: Coordination number and type of polyhedral geometry determined by the
cation-anion radius ratio in TMOs. The central cation is displayed with small blue cycle
while oxygen ions are with big red cycle. The black rod between each cation and oxygen
represents the ionic bonding.

nus Pauling summarized five famous principles, known as the “Pauling’s rules” [21, 22].

According to these rules, the structure of a complex ionic compound is mainly associated

with two factors: the local coordination number (CN) together with the polyhedral geome-

try of a cation, and the network of the polyhedra spanning all of the crystal.

CN and its polyhedral geometry is determined by first Pauling’s rule: the cation-anion

radius ratio rule. Fig. 1.2 gives a brief summary on the typical CN values and the corre-

sponding polyhedrons. As in ionic crystals, the radii of the anions are usually larger than

the cations’, the radius ratio stops at 1.000. Note, a specific CN and geometry stabilizes

only within a certain range of the radius ratio. The lower limit of the range is derived

from the closest packing picture of this geometry — anions are considered as rigid spheres

and attaching next to each other. If the ratio is smaller than the lower limit, the cation

will not be in contact with surrounding anions in that geometry and lower CN is more

energetically favored. However, it has to be mentioned that even though the radius ratio

offers a rather general criteria for judging the local coordination of a cation, exceptions

still remain. Firstly, one coordination number may have different geometries of polyhe-

dron. For instance, in the case of CN = 3, the central cation can locate either in or out of

the plane formed by three oxygen ions. Also for CN = 4, apart from the tetrahedral en-

vironment as shown in Fig. 1.2, a square cubic geometry is also possible. Secondly, some
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Table 1.1: A few structural families of TMOs. M, A and B refer to the transition metal
ions in binary and ternary compounds.

Chemical formula MO M2O3 MO2 ABO3 AB2O4 A2B2O7

Structure name rock-salt corundum rutile perovskite spinel pyrochlore

Typical material NaCl Al2O3 TiO2 CaTiO3 MgAl2O4 Y2Ti2O7

unusual local coordination will present in materials with rather complex chemical compo-

sitions. For example, in some materials, one of the apical oxygen of an octahedron may

sit much further than the other or be entirely removed. As a result, the octahedron is

strongly deformed and transformed into a pyramid geometry so that the CN = 5 case oc-

curs.

After having knowledge about the local polyhedra of cations, the next step for identify-

ing the crystal structure of TMOs is to understand how these polyhedra are connected.

Among dramatically extended materials, three common polyhedral networks have been

observed, known as corner-sharing polyhedron, edge-sharing polyhedron, and face-sharing

polyhedron. These frameworks construct the long range arrangement of the polyhedra. A

very important principle pointed out by Pauling is that the sharing of edges and especially

faces by two polyhedra cost more energy than the sharing of corners. This is due to the

fact that in edge-sharing and face-sharing modes, the cations are placed in closer proxim-

ity, increasing the electrostatic repulsion between them. In addition, for TMOs including

multiple kinds of cations, those of high chemical valency and small coordination number

tend not to share polyhedron elements, increasing their distance and thus reducing the re-

pulsive interaction between them. Furthermore, there will not be many different types of

polyhedra in a crystal because identical repeating blocks, which are most stable, can effec-

tively reduce the energy.

Inspired by these considerations, the structural complexity and variety of TMOs can be

simplified by defining some typical templates so that similar structures are categorized ac-

cordingly. A few representative structural families are shown in Table 1.1. Conventionally

the name and the structure of a class of compounds is represented by selecting a natural

mineral belonging to this class discovered in history. In this dissertation, We mainly focus

on two categories: the perovskite family and the spinel family. In the following, we shall

give some introductions on the features of these two structures.

The perovskite structure is relatively simple and indeed very common for compounds with
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Table 1.2: Tolerance factor and perovskite crystal structures.

Tolerance factor (t) Detail Structure

>1 A is too large or B is too small Hexagonal

0.9 - 1 A and B have ideal size Cubic

0.71 - 0.9 A is slightly bigger than B Orthorhombic/Rhombohedral

< 0.71 A and B have similar size Other structures

chemical formula ABO3. There are basically two alternative combinations of A and B ions

in TMOs. If the A site is a rare-earth ion and the B site is the transition metal ion (such

as RENiO3 with RE = La to Yb), the charge state of each ion is A3+B3+O2−
3 . Or if the

A site is an alkaline-earth ion (such as ATiO3 with A = Mg to Ba) and the B site is the

transition metal ion, the charge state is given by A2+B4+O2−
3 . No matter which combi-

nation, the A ion must be larger than the transition metal B ion and coordinated by 12

oxygen ions. The B ion is surrounded by 6 oxygen ions forming the octahedral coordina-

tion and the network of corner-sharing B octahedra stands for the characteristic frame of

perovskite. Thus the ideal conventional unit cell of a perovskite is cubic in which the B–

O–B bond angle is 90◦. However, depending on the relative size of different ions, the real

unit cell can deviate from the cubic structure and stabilize in a lower symmetry. To solve

this issue, In 1926, Goldschmidt designated an index, the tolerance factor, to estimate the

distortions in a perovskite and predict the possible structure [23]:

t =
rA + rO√
2(rB + rO)

(1.2)

in which rA, rB, and rO are the radii of A, B, and O ions, respectively. Table 1.2 summa-

rizes the detailed relationship between A and B and indicates the most probable structure

in every case.

Compared with perovskite, the spinel structure is more complicated. The general chemi-

cal formula of the spinel structure can be written as A1−δBδ[AδB2−δ]O4. When δ = 0, it is

known as the normal spinel AB2O4, in which all of the A cations are tetrahedrally coordi-

nated, while all B cations are octahedrally coordinated. When δ = 1, the chemical formula

is B[AB]O4, known as the inverse spinel. In this case, the tetrahedral sites are occupied by

half of the B cations while the other half of the B cations and all the A cations occupy the

octahedral sites. When 0 < δ < 1, A and B cations mix up in both the tetrahedral and the

octahedral sites. Unlike perovskite with several structures and space groups, spinel usually
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possesses the cubic structure with space group Fd3m. With regard to the charge state, as-

suming O2− as is predominantly valid in TMOs, there are two allowed patterns for A and

B ions: A2+/B3+ (common in most cases) or A4+/B2+ (rare but does exist e.g. GeZn2O4).

1.1.2 Electronic properties

TMOs have an extremely wide range of electronic behaviors, including those conventional

metals and insulators which are classified according to the band theory, and also a vari-

ety of exotic systems such as high temperature superconductors, materials with metal-

insulator transitions, and topological states of matters. The very diversity of behaviors

of TMOs makes it almost impossible to develop a universal theory to describe their elec-

tronic properties. In physics, a generic strategy to simplify the complications is to first pay

the most attention to the dominant term and treat others as corrections or perturbations.

Following this logic, in practice, the essence of describing the electronic properties lies in

how to select the starting point: whether the electrons are localized at their corresponding

ions or moving itinerantly over the whole solid. Starting from different aspects, there have

been several theoretical models established, which will be briefly introduced below.

Ionic model. This is a simple but extensively powerful model treating electrons in a lo-

cal point of view. When we put a transition metal cation in a solid, besides the Madelung

potential, electrons of this cation experience additional Coulomb interactions generated

by its surrounding oxygen anions, which is called the crystal field. Serving as a perturba-

tion source, the degenerate energy levels obtained from isolated atoms will be split. Note,

since the d subshell is the outmost shell of a transition metal ion, its energy levels are sig-

nificantly affected by the crystal field. As a result, the five spherical harmonics labeled by

their quantum numbers (n, l, m) are no longer the eigenfunctions in a crystal field. In-

stead, the new eigenfunctions are linear combinations of those spherical harmonics as fol-
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Figure 1.3: Shapes of the d orbitals. The notion of x, y, and z refer to the wavefunction
variables written in the Cartesian coordinate system.

lows:

dx2−y2 ∝
√

2π

5
(Y 2

2 + Y −22 )

d3z2−r2 ∝
√

4π

5
Y 0
2

dxy ∝
1

i

√
2π

5
(Y 2

2 − Y −22 )

dyz ∝
√

2π

5
(Y −12 + Y 1

2 )

dxz ∝
1

i

√
2π

5
(Y −12 − Y 1

2 )

(1.3)

The shapes (electron density distributions) of these eigenfunctions are plotted in Fig. 1.3.

Depending on the local symmetry of the crystal field (in other words, the geometry of the

polyhedral coordination), the sequences of splitting can be quite different. Fig. 1.4 displays

a few distinct d orbital splitting patterns under different crystal field symmetry. Specifi-

cally in this dissertation, we mainly face two types of crystal field: octahedral and tetrahe-
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Figure 1.4: Energy splitting of the d orbitals under different crystal field symmetry. The
notions of eg, t2g, t2, and e are defined following the notions in group theory.

dral. In an octahedral field, the orbitals are split into an upper doublet eg group including

dx2−y2 and d3z2−r2 and a lower triplet t2g group with dxy, dyz, and dxz states. Recalling the

shapes of oxygen p orbitals versus these two groups, one can intrinsically understand the

origin of the splitting. In an octahedral environment, the lobes of eg orbitals always point

towards those of p orbitals, effectively increasing the Coulomb repulsions between eg and

p electrons and lifting the energy levels. In contrast, t2g orbitals have lobes pointing away

from those of oxygen. Therefore, all t2g levels are shifted downward. The energy gap be-

tween these two states is denoted as ∆CF . Similar analysis can be applied in the case of

a tetrahedral environment, where the splitting pattern is reversed compared to the octa-

hedral situation. It should be mentioned that further systematic studies on crystal field

splitting is a major subject by itself and needs the knowledge of group theory.

Once the fivefold degeneracy of the d states is removed (or partially removed) due to the

crystal field splitting, one can immediately notice that the electron occupation of the d

levels strongly depends on ∆CF . For a single free atom, the electron configuration has
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been well studied and summarized by the famous Hund’s rules. In short, electrons would

like to occupy different degenerate levels to have the maximal total spin. However, now

this strategy is challenged with the presence of a splitting energy. For example, let’s con-

sider a d4 system under octahedral crystal field, as shown in Fig. 1.5 (a). According to

the Hund’s rules, the first three electrons will occupy three different t2g states. However,

problem occurs for the fourth electron. The energy gain of occupying the higher eg lev-

els is -3JH while the energy cost is apparently ∆CF . If the crystal field splitting is small

(∆CF − 3JH < 0), the Hund’s rules overcome the splitting effect. Consequently, the fourth

electron will occupy one of the eg levels with spin direction parallel to the others. This pic-

ture is named as the “high-spin configuration”. On the contrary, if the crystal field split-

ting is large (∆CF − 3JH > 0), the occupation of one of the t2g state with opposite spin di-

rection (required by the Pauli’s rule) is more energetically favored, which instead decrease

the total spin. This picture is called the “low-spin configuration”. The more delicate the

d levels are split, the more complicated the spin configuration can be. Sometimes, as seen

in Fig. 1.4, if the crystal field has a lower symmetry or if the spin-orbit coupling of the

transition metal ion is not weak, the d orbitals can split into a few sub-levels with differ-

ent splitting energies. As a result, the ∆CF vs. JH comparison needs to be performed sev-

eral times to determine the proper occupation. In this case, it is possible to have neither a

high-spin nor a low-spin configuration, but rather a “intermediate-spin configuration” (e.g.

in LaCoO3).

Another aspect which needs to be specially considered is the e1g part as shown in Fig. 1.5

(a). In this case, the electron can stay in either orbital due to the doublet degeneracy of

eg levels. However, Jahn and Teller in 1937 proposed a general statement, known as the

Jahn-Teller theorem [24], which argues that the only degeneracy allowed in the ground

state is the spin degeneracy. The orbital degeneracy is not the energy minimum and the

system can further distort into some lower symmetry to lift the degeneracy and reduce its

energy. As a result, the real ground state configuration of e1g in octahedral environment

is shown in Fig. 1.5 (b). As seen, there are two approaches to lower the octahedral cubic

symmetry. If the four in-plane oxygens are compressed and the two out-of-plane ones are

elongated, the eg levels are further split as displayed on the left panel. Or alternatively the

elongation of the in-plane oxygens and compression of the out-of-plane ones will trigger

the opposite result, as shown on the right panel. It is true that any distortion costs elas-

tic energy but compared to the relatively large energy gain, this cost will not prevent the
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Figure 1.5: (a) High-spin configuration and low-spin configuration in a d4 system. (b)
Jahn-Teller effect in systems with one eg electron.

Jahn-Teller distortions if necessary. It should be emphasized that Jahn-Teller distortion

is very common in systems with orbital degeneracy. An interesting phenomenon is that

when the Jahn-Teller distortion takes place collectively all over the crystal lattice in a uni-

form pattern, the preferentially occupied orbitals of every transition metal site form cer-

tain long-range ordering, known as orbital ordering, which is an unusual state of matter.

This state can exhibit strong anisotropy in electronic and magnetic behaviors.

The overall evolution of the electronic energy levels in the ionic model is summarized in

Fig. 1.6. As seen, the relative energetic positions of O anion and M cation are reversed

once they form the solid determined by the first-order correction, the Madelung poten-

tial, due to the opposite sign of charges. Then these levels are shifted closer to each other

because of the polarization effect among the ions. Furthermore, due to the crystal field ef-

fect, the d levels will be further split. Finally, in each level, the orbital overlap gives rise

to the formation of the band structure. Band gap may or may not exist depending on the

degree of overlapping and also the strength of crystal field splitting. With respect to this
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Figure 1.6: (a) - (e) Evolution of the electronic energy levels of TMOs in ionic model.
O and M refer to oxygen and transition metal ion, respectively. Figure is adapted from
Ref. [1].

diagram, the Jahn-Teller distortion can be inserted between step (d) and (e) as it is an-

other effect to split the levels. But the occurrence of this effect is related to the specific

electronic configuration and sometimes is suppressed by other factors.

In the framework of crystal field theory, the transition metal electrons are assumed to be

localized at each site. However, in solid, electrons can hop onto neighboring sites as their

orbitals overlap. Taking this delocalization process into account, calculations need to be

expanded from a single atom to a molecular cluster which contains a central transition

metal ion with its surrounding oxygens. The most common approach to deal with this

problem is the tight-binding model [1, 2, 25, 26], in which any new set of molecular or-

bitals is written as a linear combination of the atomic orbitals:

Ψ =
∑
i

ciφi (1.4)

The resultant orbitals are hybridized with both transition metal and oxygen characters.

The corresponding energy eigenvalues and eigenstates are extracted by solving the new
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Hamiltonian including the overlap interactions as its off-diagonal elements:

ĤΨ = EŜΨ (1.5)

In which Ŝ is the overlap matrices expressed in the basis of atomic orbitals. In TMOs,

since transition metal ions’ outmost shell are the localized d levels, of particular interest

is the mixing between transition metal d and oxygen 2p orbitals, the p-d hybridization,

because the oxygen 2p levels are energetically very close to the d levels of transition. In

chemistry, hybridization gives rise to the formation of covalent bonding, in which the elec-

trons are shared by neighboring ions. The specific allowed orbital combinations, neverthe-

less, are governed by the local symmetry of the cluster. As a prototypical example, the di-

agram in an octahedral environment (MO6) is shown in Fig. 1.7 to illustrate this idea. On

the one hand, for the doublet eg set, since their orbitals have lobes pointing towards those

of oxygen, the overlapping is stronger between these orbitals and the related energy modi-

fication is larger. They form the σ-type orbitals, as labeled on the diagram. On the other

hand, for the triplet t2g set, their lobes extend in directions away from the lobes of oxygen

p orbitals, so the overlapping is relatively weaker and the energy modification is smaller.

They form the π-type orbitals. Note, either the σ or the π type is composed of a pair of

states, σ/σ∗ and π/π∗ as a result of the linear combination of d and p orbitals. Both σ∗

and π∗ states contain more metal characters with even higher energy than pure d levels.

Therefore these states are unlikely to be occupied and named as ”anti-bonding states”. In

contrast, the σ and π states have more oxygen characters and their energies are shifted be-

neath the oxygen 2p levels. Therefore these states are preferentially occupied by electrons

and named as ”bonding states”. Compared with crystal field theory, the splitting energy

∆CF in this case is the energy gap between σ and π states.

Hubbard model. The combination of the ionic model with traditional band theory has

succeeded in describing the electronic structures of many TMOs fairly well. However, since

1937, it has been recognized that there are a number of transition metal compounds (e.g.

CoO, NiO, Fe2O3), which should be expected to be metallic, indeed possessing an insu-

lating behavior. The failure in predicting these compounds’ properties correctly strongly

indicate some important factor is missing or neglected. It should be noted that for the

sake of simplification, a common approximation has been used in both the ionic model and

the band theory, the independent electron approximation, in which the electron-electron

Coulomb repulsion is omitted. This interaction, also known as electron correlation, is weak
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Figure 1.7: p-d hybridization and molecular orbitals of a MO6 cluster. M refers to the
central transition metal ion in an octahedron of six oxygens.

when the electrons are moving in a wide band. However, in TMOs, the partially filled d

bands are usually very narrow so that the electrons are more localized and closer to each

other. In this circumstance, the electron-electron correlations are inevitably turned on, ex-

erting significant influence on the band structures and the overall physical properties of

materials.

To quantitatively include this effect into account, the so-called Hubbard model has been

proposed as [2, 4]

Ĥ = −t
∑
<ij>,σ

c†iσcjσ + U
∑
i

ni↑ni↓ (1.6)

In this new Hamiltonian, the first term describes the hopping effect of electrons from a

site to its nearest neighboring ones with no spin flip, whereas the second term is the ex-

tra repulsive energy cost for double occupation on the same lattice site. In this sense, the

Hubbard model includes two competing processes together (localization vs. delocalization)

and the true ground state is determined by the relative strength between Hubbard U and

hopping integral t, which is proportional to the bandwidth W . The influence of Hubbard
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Figure 1.8: Schematic illustration of the d band in Hubbard model. For a half-filling
band, the electron correlation (Hubbard U) is able to open a gap when its strength reaches
the critical point. The two new split bands are called upper Hubbard band (empty) and
lower Hubbard band (occupied). Figure adapted from [2].

U on the electronic band structure can be illustrated in Fig. 1.8. According to the origi-

nal band theory, if the valence band with 2N capacity is half filled, the system is supposed

to be a metal. But now electron-electron correlations serve as a new source to potentially

open a gap in the valence band. If the correlation effect is weak compared to the band-

width (U/t � 1), the band will not be split and the material has metallic behaviors. If

the correlation effect is strong (U/t � 1), a band-gap emerges and separates the 2N va-

lence band into two new band, called upper Hubbard band (UHB) and lower Hubbard

band (LHB), each with N capacity. For this reason, the material instead is an insulator,

which is denoted as a “Mott insulator” or “Mott-Hubbard insulator”. One has to notice

the definition of Mott insulator is not trivial and many of the transition metal insulating

compounds, which was predicted metallic, actually belong to this new class of materials.

Recall that for ordinary band insulators or semiconductors, the energy gap is determined

by the periodic potential of the crystal lattice. Here the energy gap arises solely as a result
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Figure 1.9: (a) Energy level diagram of the Mott-Hubbard insulator. In this case, the
gap Eg is determined by the correlation Hubbard U. (b) Energy level diagram of the
charge-transfer insulator. In this case, the gap Eg is determined by the charge-transfer ∆.
(c) Zaanen-Sawatzky-Allen phase diagram. Note, U and ∆ represent the electron-electron
correlation and charge-transfer energy, respectively. t is the electron hopping strength.

of electron-electron correlations.

Even more interesting but complicated phenomena can be deduced from Fig. 1.8. If start-

ing from the noninteracting side (U = 0) and gradually increasing U , we should sooner or

later reach a critical point ((U/t)critical as shown in the figure), where a metal-to-insulator

transition takes place. Similarly, this transition is called Mott transition. Among TMOs,

there exits a great number of compounds which undergo such a transition. It has been

observed that Mott transition can be triggered by factors such as temperature, pressure,

and electronic and magnetic field. And this transition is usually coupled by variations in

crystal structures and/or magnetic orderings. Because of this coupling, what is indeed the

driving force of the Mott transition and what is the role of electronic correlations in this

process, is still not clear.

Up to now, the effect of strongly correlated electrons is only considered on the transition
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metal d bands. But as is known, the oxygen 2p bands are slightly lower in energy to the

d bands. Here we can also ask, once the UHB and LHB are formed, what are the relative

positions with respect to the oxygen p bands? As seen in Fig. 1.9 (a) and (b), there are

mainly two cases of energy level diagrams expressing their relative positions. The oxygen

p band can be either lower than both of the Hubbard bands or in these two bands. TMOs

belonging to the former case is a standard Mott-Hubbard insulator whereas those belong-

ing to the latter case are given a new name, change-transfer insulator. In order to explain

the difference, firstly it is necessary to introduce a new energy scale, the so-called charge-

transfer energy ∆. Considering there are n electrons in the d levels, dn configuration, there

exist two types of excitation states. The electrons can either hop onto another already oc-

cupied site in the same d level, say dndn ←→ dn−1dn+1, or electrons of oxygen 2p band can

hop onto the empty d states, say dnp6 ←→ dn+1p5. The first process would cost energy of

U , while the second one would cost a certain amount of energy which is ∆CT = Ed − Ep,
denoted as the charge-transfer energy ∆CT . Depending on the ration of U to ∆CT , the

lowest charge-carrier excited state can be different. When ∆CT > U [Fig. 1.9 (a)], the

oxygen p band lies lower than the LHB. The band gap is mainly determined by U . In this

case, dndn ←→ dn−1dn+1 cost less energy and this is what typically happens in a standard

Mott-Hubbard insulator. Nevertheless, when ∆CT < U [Fig. 1.9 (b)], dnp6 ←→ dn+1p5 cost

less energy and would be the lowest excited state. Here the band gap is determined by the

charge-transfer energy ∆CT . The corresponding materials are called charge-transfer insu-

lator as in this case, the excited electrons are from the oxygen p levels. And it turns out

that following this paradigm, many of the TMOs actually belong not to the Mott-Hubbard

but to the charge-transfer family: the prototypical examples are the high temperature su-

perconducting cuprates, e.g. La2CuO4 or YBa2Cu3O7−δ.

More complicated situations occur if a third parameter is taken into account, the band-

width effect which is proportional to the electron hopping strength t. The discussions

above are actually based on the prerequisite that ∆CT � t and U � t so that an insu-

lating ground state would be expected. However, it could also be possible that the band-

width is large enough in each case so that the gap is not opened. Then the ground state

would be metallic. These ideas have been summarized in the so-called Zaanen-Sawatzky-

Allen (ZSA) phase diagram [27], which is shown in Fig. 1.9 (c). For most transition metal

compounds, their electronic structures can be qualitatively explained by this phase dia-

gram.
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1.1.3 Magnetic interactions

As seen from above discussions, when the electron correlation effect is turned on, the elec-

tronic properties of materials immediately exhibit great variety and complexity. In this

section, we switched to another markedly important product of electron correlation —

magnetic exchange interactions. It is known that in a multi-electron system, when their

wave functions overlap, apart from the electrostatic Coulomb term, a pure quantum me-

chanical term J , called the exchange integral or exchange interaction also emerges. It re-

flects the energy related to changes of quantum states (both the orbital and the spin states)

between two electrons. In general, if this term J is positive, the spins tend to align in the

same direction (parallel). if it is negative, the spins tend to align in opposite directions

(antiparallel). For an isotropic system, Heisenberg proposed a general Hamiltonian to

quantify such interactions [4, 6]:

Ĥ = −
N∑
i 6=j

Jij ~Si· ~Sj (1.7)

In which Jij is the inter-atomic exchange coupling constant. ~Si and ~Sj are the spins on the

i-th and j-th atomic sites.

Based on the definition, J is obtained from direct orbital overlapping between adjacent

atoms. This “direct exchange”, however, is unlikely in the case of transition metal com-

pounds as a result of spacially localized feature of the d orbitals. But from the other per-

spective, with the help of the intermediary oxygen atoms, the exchange interaction can

proceed in a different scenario: the wavefunction of an magnetic atom overlaps with near-

est neighbor oxygen wavefunction, which in turn overlaps with the one from another mag-

netic atom. The oxygen atom serves as a “bridge” to connect two magnetic atoms which

are located rather far away from each other. Thus, such a situation is regarded as “indi-

rect exchange” and basically includes two types of interactions: superexchange and double

exchange interactions.

The superexchange interaction plays a dominant role in determining the magnetic ground

state of insulating transition metal compounds. As shown in Fig. 1.10 (a), the underly-

ing mechanism can be illustrated by a d7 electronic configuration. The oxygen p band is

assumed to be fully occupied, with each orbital containing a pair of opposite spins. Since

it has an insulating ground state, the real electron hopping process is forbidden and no

energy gain can be obtained. But considering the second-order perturbation, the “vir-
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Figure 1.10: (a) Superexchange interaction paradigm in Ni (3d7) configuration. (b) Dou-
ble exchange interaction paradigm in mixed valency Mn3+/4+ (3d4/3d3) configuration.

tual hopping” process, some extra energy gain could be achieved due to delocalization if

the spins on those two transition metal ions align antiparallel. Instead, if those spins are

aligned parallel, the virtual hopping process is not allowed due to the Pauli’s exclusion

principle. As a result, an antiferromagnetic (AFM) ground state is more favored. In gen-

eral, the strength of the superexchange interaction mainly depends on three factors: the

net magnetic moment of each transition metal ion, the metal-oxygen (M-O) bond strength,

and the M-O-M bond angle. Although in most situations, the superexchange interaction

would give rise to an AFM coupling, weak ferromagnetic coupling does exist. The detailed

analysis on the sign and strength of superexchange has been well studied and summarized

in the so called “Goodenough-Kanamori-Anderson” rules [6].

The superexchange paradigm has been applied quite successfully in many TMOs, espe-

cially in Mott insulators with integer number of localized d electrons to explain and pre-

dict their magnetic structures. AFM interaction is usually much more favored than fer-

romagnetic (FM). However, once a Mott insulator is doped by electrons or holes, at some

point, a magnetic phase transition may take place and the original AFM insulator would
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transform into a FM metal, e.g. LaMnO3 or SrMnO3. In this case, both localized spins

and itinerant charge carriers will coexist. In order to investigate this phenomenon, a novel

picture, called “double exchange interaction” is proposed to shed light on what happens

when the mobile carriers bypass those localized spins [4].

As shown in Fig. 1.10 (b), the double exchange interaction can be understood with an

electron-doped manganite system, LaxSr1−xMnO3 (x is the doping level), in which Mn has

a mixed valency of 3+ (d4) and 4+ (d3). The parent compound, SrMnO3 with pure Mn4+

is often AFM insulator following the superexchange interaction logic. When electrons from

substitution of Sr2+ to La3+, are doped into the Mn d levels, they will preferentially oc-

cupy the eg states and keep the same spin directions as the t2g electrons to gain Hund’s

energy JH . With small degree of doping, although the on-site Hubbard repulsion, U grad-

ually increases, the electrons are still confined locally. However, once the doping exceeds

certain threshold value, the electrons in eg states tend to delocalize and hop onto neigh-

boring site to reduce the total energy. But this kind of hopping will be quite weak if the

background spins on t2g are aligned antiparallel due to the lost of JH . Therefore, to gain

this extra kinetic energy, it will be more favorable to change the background magnetic

structure from AFM to FM. This is because even though the superexchange energy gain

is lost, this is just a second order effect, whereas the real electron hopping can bring large

kinetic energy gain. For these reasons, the FM phase transition is often accompanied by

the occurrence of conducting electrons, which is also a good signature of the underlying

magnetic structural change.

There are also some other types of magnetic interactions which occur only in metallic

TMOs such as RKKY (Ruderman-Kittle-Kasuya-Yosida) interaction, or Kondo interac-

tion. More details can be found elsewhere [2, 4, 19] and will not be covered in this disser-

tation.

1.2 Interface engineering

The search and exploration of new collective quantum states are of prime importance and

interest in the condensed matter physics. Towards this goal, ultra-thin heterostructures

composed of two or more structurally, chemically, and electronically dissimilar constituent

oxides have been developed into a powerful approach over the past few decades [3, 28, 29,

30, 31, 32]. The main notion here is that at the interface where the dissimilarities meet,
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Figure 1.11: Mismatches at complex oxide interfaces, reproduced from Ref. [3].

the frustration caused by mismatches between arrangement of atoms, charges, orbitals,

or spins can trigger the emergence of phenomena with electronic and magnetic structures

markedly different from the corresponding bulk compositions [3]. As a result, the interface

engineering has opened a route to novel material behaviors by means of those mismatches

as the control parameters. Especially this method is intimately connected to another pop-

ular approach to tailor the properties of materials with epitaxial strain, by effectively al-

tering the bond-length and bond-angle of structural units through the deliberate choice of

substrates. The exploration of epitaxial strain due to the lattice mismatch has been thus

far successfully used to manipulate the electronic bandwidth, band filling, ferroelectric,

and magnetic interactions of many ultrathin films [33, 34, 35].

A good summary about the possible mismatches at oxide interfaces is shown in Fig. 1.11

[3]. Generally speaking, at the oxide interfaces, the following degrees of freedom, which

may give rise to intriguing emergent phenomena are capable of being designed: (1) Epi-

taxial strain. Strain is a result of lattice mismatches between the atomic arrangement of

two different TMOs. By delicately applying strain, the M-O-M’ bond length and bond an-

20



gle can be effectively tuned, which may potentially trigger electronic and magnetic phase

transitions. For instance, using epitaxial strain as the control parameter, ultrathin NdNiO3

films have been reported to support a very fruitful phase diagram with several novel states

not observed before in the bulk [33]; (2) Local symmetry. As discussed in the previous sec-

tion, TMOs have a variety of local symmetry (or coordinate polyhedron). If two compo-

nents with different local symmetries are managed to grow into a heterostructure, each

of them needs to compromise and reach the balance point, an interracial structure devi-

ating dramatically from their bulk counterparts. A robust example in this case is the γ-

Al2O3/SrTiO3 interface. γ-Al2O3 has a spinel structure with tetrahedral and octahedral

local symmetries whereas SrTiO3 is perovskite with only octahedral symmetry. However,

at their interface, an anomalous square pyramid local symmetry was found for Ti ions,

which strongly affects the electronic band structures [36]; (3) Polar mismatch. Even hav-

ing the same structure, from the ionic aspect, the net charge of each atomic layers can be

distinct. While a heterointerface is made of enteties with different net charges, the “po-

lar jump” may occur and the charges near the interface have to be rearranged. This is-

sue has been observed in many oxide heterostructures and was postulated as the origin

of the emergent two-dimensional electron gases between two insulating TMOs [28]; (4)

Orbital occupation. Most of the time, the variation of orbital occupation at oxide inter-

faces is coupled with the modulations of structures or charges due to their mismatches.

Some peculiar orbital configuration can be triggered as a result of the interfacial recon-

structions. For example, in ultrathin LaNiO3/LaAlO3 superlattices, it was reported that

unlike the bulk LaNiO3 (Ni3+, 3d7), where the dx2−y2 and dz2 orbitals are equally occupied,

dx2−y2 is actually preferentially occupied at the superlattices interfaces [37]; (5) Magnetic

coupling. Oxide interfaces are indeed an active tool to tune or design the magnetic inter-

actions. One can imagine that if materials with different types of exchange coupling (for

instance FM vs. AFM) are attached in close proximity, their incompatible nature may

drive them to eventually form a new balanced state. This state could be a microscopical

average of each composition. But it is also possible to generate an entirely new state with

exotic features. For example, an interesting phenomenon has been discovered at the inter-

face of a high Tc superconducting cuprate with a colossal magnetoresistance manganite,

YBa2Cu3O7/La2/3Ca1/3MnO3, where surprisingly the superconductivity and the ferromag-

netism can coexist [38].
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1.3 Geometrical lattice engineering

Inspired by the success of those interface engineering methods, very recently another promis-

ing venue, collectively known as the “geometrical lattice engineering” (GLE), has been

presented as a powerful tool to forge new topological and quantum many-body states [39,

40, 41]. In close synergy with interface engineering and strain engineering where mismatches

between layers can induce unusual interactions, the key idea behind the GLE is to design

fully epitaxial ultrathin films and heterostructures with an artificial lattice geometry gen-

erated by stacking of a very specific number of atomic planes along a specific orientation.

This concept can be further illustrated by recognizing that for a three-dimensional (3D)

material, the stacking of two-dimensional (2D) atomic planes, the specific arrangement

of ions in those planes, their sequence, and the periodicity of layers fulfilling a complete

unit cell can exhibit drastic variations depending on the crystallographic direction along

which it is projected. Conventionally, for rather thick bulk-like films, the effect of those

variations is often negligible (apart from anisotropy), whereas for the ultrathin samples it

becomes much more dominant in determining the electronic and magnetic properties. Fol-

lowing this idea, in the pursuit of exotic quantum states many interesting material systems

have been proposed theoretically [39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51], while

the experimental work on GLE has been primarily focused on growth of cubic or pseu-

docubic (111)-oriented artificial lattices [52, 53, 54, 55, 56, 57].

In general, the GLE concept is comprised of three controllable stages throughout the pro-

cess of hetero-epitaxial fabrication. Here, we use a 3D simple cubic unit cell model to schemat-

ically illustrate these control parameters, as shown in Fig. 1.12.

Growth orientation: Starting with the same bulk compound, its 3D crystal structure is

viewed as a stacking of atomic layers with different in-plane lattice geometries along dif-

ferent directions. For example, as shown in Fig. 1.12, while the (001) planes have square

symmetry, the (110) and (111) planes have rectangular and triangular geometries, respec-

tively. The required in-plane lattice geometry by design can be thus determined by select-

ing the proper structure and orientation of the substrate surface, which acts as a guiding

template during the initial stage of nucleation and growth. A typical example for this

case is the realization of 2D magnetically frustrated lattices derived from ultra-thin (111)-

oriented spinel-type structure AB2O4 [53].

Out-of-plane stacking sequence: In a bulk crystal, the periodicity of the atomic layers to
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Figure 1.12: Schematic illustration of the idea about geometrical lattice engineering,
which has three control parameters named as orientation, stacking, and superlattice
throughout its entire process.

fulfill the requirement of translational symmetry as well as the relative atomic positions in

neighboring lattice planes vary dramatically with the specific choice of the crystallographic

direction. For instance, the stacking of the adjacent layers can be either right on top of

each other [the (001) stacking in Fig. 1.12], or shifted [the (110) stacking], or even entirely

reversed [the (111) stacking]. This observation is of paramount importance for the design

of artificial heterostructures since by controlling the number of stacking layers within that

period one can devise unique quasi-2D lattices that cannot be obtained in the naturally

formed crystals. Among the prominent example of GLE we cite the generalized graphene

lattice, which can be obtained by digitally tuning the number of atomic layers of (111)-

oriented ABO3 perovskite-type structures for searching potential topological phases with

and without spin-orbit active ions [54].

Isostructural superlattices approach: Combining isostructural materials together to estab-

lish superlattice structures via digital control over the individual number of layers adds an-

other practical dimension to the application of GLE. This approach can be very useful for
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the purpose of achieving materials with complex chemical compositions or even thermody-

namically unstable phases in the bulk form. A representative test case is the fabrication of

(111)-oriented 1ABO3/1AB’O3 superlattices [here “1” refers to single cubic (or pseudocu-

bic) unit cell], that gives rise to A2BB’O6 double perovskite [58].

The above discussions on GLE involved in this section has been published in the review

paper [59], for which I am the first author.

The layout of this dissertation is as follows. Chapter 1 introduces the basic aspects about

the structural, electronic and magnetic features of complex oxides, and reviews two types

of heteroepitaxial engineering approaches: interface engineering and geometrical lattice

engineering. Chapter 2 gives brief descriptions on each of the fundamental and essential

techniques used in this dissertation. Then in Chapter 3, utilizing the idea of interface engi-

neering, we will report on the recent discovery about a novel all perovskite two-dimensional

electron gas system without SrTiO3, the CaTiO3/YTiO3 interface. In Chapter 4 and 5, se-

lecting a spinel-type oxide, CoCr2O4 as the playground, we will concentrate on the idea of

geometrical lattice engineering as we, along with several other groups are the pioneering

experimentalists in this field. Specifically, in Chapter 4, we will elaborate on the fabrica-

tions and basic characterizations on (111)-oriented CoCr2O4 epitaxial films and ultrathin

CoCr2O4/Al2O3 superlattices. Details of advanced electronic and magnetic properties of

these artificial systems are included in Chapter 5. There we will demonstrate that as the

thickness of CoCr2O4 is reduced towards the 2D limit, emergent magnetic behaviors ap-

pear. Most attractively, a possible quantum spin-liquid phase may have been achieved at

this 2D limit. In the end, summary is made in Chapter 6, where we will also present out-

looks on each of the topics involved in this dissertation for future works.
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Chapter 2

Experimental techniques

In this chapter we will introduce the experimental techniques used for the development

and characterizations of complex oxide thin films and heterostructures in this dissertation.

First, we start with the synthesis technique, pulsed laser deposition (PLD), discussing

in details about the in-house setup, general principles, control parameters and different

growth modes of the thin film deposition process monitored by in-situ reflection high en-

ergy electron diffraction (RHEED). Then, we will show how to examine the structural

properties of our samples by high-resolution X-ray diffraction. Next, we will describe how

to achieve microscopic investigations by means of synchrotron-based X-ray absorption

spectroscopy (XAS) and Polarized Neutron reflectometry (PNR), which are highly ad-

vanced techniques to reveal the underlying electronic and magnetic structures of these de-

signed materials.

2.1 Epitaxial thin film growth

2.1.1 Pulsed laser deposition

During the last two decades, PLD has proven to be a markedly powerful technique for

fabricating epitaxial thin films and heterostructures. Comparing with other deposition

techniques such as magnetic sputtering or molecular beam epitaxy, there are several ad-

vantages that make PLD particularly successful in growing complex oxides films. These

include relatively simple instrumentation, stoichiometric transfer of material from the tar-

gets, energetic forward-directed plume, and hyperthermal interaction of the ablated species

with the background gas (e.g. oxygen). In general, it is a physical vapor deposition pro-

cess performed in a vacuum system using a laser as the heating source for ablation [60].

A typical schematic inside the growth chamber and a real apparatus setup in our labora-

tory are shown in Fig. 2.1. During the deposition, a pulsed laser (about 20 nano-second)

is focused on a small portion of a ceramic/polycrystalline target, which usually has the

same chemical stoichiometry as the desired film. With sufficiently high energy fluency of 1

- 2 J/cm2, the ejected materials from the target vaporized by each laser pulse generates a
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(a) (b)

Figure 2.1: (a) A schematic of the environment inside a PLD main chamber. (b) Photo-
graph of the PLD system used in this dissertation.

plasma plume consisting primarily of atomic, ionic and other low-mass species. This highly

forward-directed plume then transverses to the substrate in a background gas atmosphere

ranging from ultrahigh vacuum (for example 10−8 Torr) up to 1 Torr [60]. The flux of ma-

terials reaching the substate eventually nucleates and crystalize into epitaxial solid films.

In order to obtain high quality epitaxial films using a PLD system, one has to make proper

selections on both the targets and the substrates and also optimize a few control param-

eters [61]. Let’s start with the targets. Since a complex oxide compound typically con-

tains two or more types of elements, an appropriate target for PLD should be uniform and

highly dense, possessing identical phase or at least identical cation stoichiometry to the

desired film. It has been known that if the laser ablates a loose target, the resultant film

can exhibit quite rough surface with amounts of molten droplets directly ejected from the

target. In the meanwhile, the substate is chosen such that it has a close lattice parame-

ter and symmetry to the film. This is extremely important in determining the epitaxial

orientation of the film since the substate serves as the template during the nucleation and

subsequent growth. In this dissertation, all the targets are fabricated by solid state reac-

tions and pressed into dense pellets with 1 inch (diameter) × 0.25 inch (thickness), and all

the substrates are commercially available single crystals cut into 5 mm × 5 mm × 0.5 mm

(thickness) pieces with a miscut angle smaller than 1◦.

Once the substrate and the target are selected, the remaining factors which can affect the
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deposition process are mainly: laser energy and fluency, background gas pressure, target-

to-substrate distance, and substrate temperature. Among these factors, we commonly fix

the values of laser energy (KrF excimer laser: λ = 248 nm) and target-to-substrate dis-

tance (d = 4 - 6 cm) as their tuning effects can be realized by the other three parameters.

With respect to the laser fluency, when it is low, the result of each laser pulse would be

similar to thermal heating. In this case, the ejected flux of materials may possess a de-

viated stoichiometry off the target due to the differences in vapor pressures among each

constituent. To avoid this issue, one has to increase the laser fluence high enough to over-

come the ablation threshold of the target, above which the evaporation is independent of

the vapor pressure so that the plume maintains its proper stoichiometry. However, running

deposition with too high fluence would render the formation of macroscopic droplets or

even damage the target. As a result, the typical range of our laser fluence is 1–4 J/cm2.

When using PLD to grow complex oxide films, molecular oxygen is often required as the

background gas for two main reasons. Firstly, the ejected low-mass species needs to as-

semble with O2 to get the desired phase. Moreover, the background gas is also used to re-

duce the kinetic energies of the plume. It is known that the kinetic energies of the atoms

and ions in the plume can reach as high as several hundred electron volts [60]. With such

high speed, the species will collide with the substrate surface intensely, sputtering off the

grown films and creating defects. The background gas can effectively scatter the proceed-

ing species and decrease their energy down to sub-electronvolt range.

Last but not least, the substrate temperature is another critical factor in determining the

quality of the films. However, the roles that it indeed plays during the deposition process

is considerably complicated. On one hand, high substrate temperature is usually favored

since it enhances the mobility of the adatoms so that they can rearrange, forming the

flat surface morphology. On the other hand, high temperature could also evaporate con-

stituents with high vapor pressures out of the film, resulting in oxygen vacancy defects or

missing of the right stoichiometry. Another issue occurs when growing a superlattice struc-

ture composed of various oxide components. The thermally active atoms of each compo-

nent can diffuse across the interface, destroying the atomic sharpness of the interface. In

addition, for many oxides with low crystal symmetries, the epitaxial orientation of the film

is very sensitive to the substrate temperature, leaving a rather narrow window for each

phase.

All in all, even though we have discussed the general trends of each control parameter of
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Figure 2.2: Various growth modes in PLD. (a) Step-flow mode; (b) Layer-by-layer mode;
(c) Stranski-Krastanov mode; (d) Volmer-Weber mode.

PLD, the specific values of these parameters are truly material- and instrumetation- de-

pendent. In reality, it is usually necessary to explore a comprehensive phase diagram so

as to find and optimize the best growth condition. Under typical conditions, the deposi-

tion rate varies from a few tenths up to one angstrom per laser pulse. This feature enables

the precise control of growth on the level of a submonolayer and makes PLD extremely

promising in the fabrications of multilayers and superlattices of complex multi-element

materials [60, 61, 62].

After describing the general principles of PLD and its control parameters, the next step

is to understand the growth dynamics. Conventionally, the nucleation and growth of thin

films is described under the assumption of (near) thermaldynamic equilibrium. However,

because of the off equilibrium nature of PLD, the kinetics of the arriving species has to be

considered as well [62]. Thus, in general, there are four growth modes as shown in Fig. 2.2,

which are commonly encountered in PLD: step-flow mode, layer-by-layer mode, Stranski-
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Krastanov mode, and Volmer-Weber mode. In the following we will briefly discuss the

mechanisms underlying these modes.

As the cut angle of substrate cannot be perfect along the surface orientation, this leads to

formation of vicinal substrate with steps and terraces, as seen in Fig. 2.2 (a). As the ki-

netic species reaching the substrate surface, the adatoms will propagate on the terraces. If

the diffusion length LD of the adatoms is larger than the width of terraces WT , they can

freely move to the step edges and then start nucleating there. The overall effect exhibits as

if all of the steps are extending stably with constant growing speed. This regime is there-

fore called “step-flow mode”. However, in situations where LD is less than WT , nucleation

will take place on terraces before the adatoms reach the step edges, forming amounts of

isolated monolayer nucleus. The subsequent atoms which fall on these nucleus can either

move to the edges and quickly diffuse down to the lower layer, or attach on top to form a

second layer. As a result, the former case assures that a second layer will not nucleate un-

til the lower layer has been fully covered, which is displayed in Fig. 2.2 (b) as the “layer-

by-layer mode” (also called Frank-van der Merwe mode). The latter, however, represents

the formation of 3D islands, corresponding to Fig. 2.2 (d). The intermediate situation is

shown in Fig. 2.2 (c): In the initial stage the layer-by-layer growth mode is favored but it

gradually transforms into the island growth.

Among these modes, both step-flow and layer-by-layer belong to the family of 2D growth,

which is the prerequisite for fabricating high quality epitaxial thin films and heterostruc-

tures with smooth surface morphology and sharp interfaces. To achieve this goal for a

desired material, one often has to adjust the control parameters (temperature, pressure,

laser intensity) until a favorable regime of growth conditions is discovered. However, tun-

ing of the control parameters is limited by both the stability of the desired phases and

the specific apparatus. Therefore it may happen that a proper condition can never be

reached with the conventional PLD process. A rather generic solution was proposed by

Blank et al , named as “pulsed laser interval deposition” [63]. In this method, instead of

running the deposition continuously at a slow laser ablation rate (1 or 2 Hz), it is found

that depositing every unit-cell material at a very high laser ablation rate (such as 10 Hz

or more) followed by a relaxation interval with no deposition can effectively improve the

layer-by-layer growth mode under unfavorable conditions. This is due to the fact that

such a fast deposition triggers high supersaturation of material, which promotes the for-

mation of many small islands on the nanoscale, thereby reducing the average size of each
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Figure 2.3: (a) Geometrical representation of Ewald sphere and Laue condition. (b)
Schematic of RHEED and the normal pattern exhibited on a camera screen. (c) A typi-
cal RHEED image of (001) SrTiO3 substrate taken from our machine.

island. As a result, multi-level growth, which would collapse into 3D growth in the end,

will be avoided since only very small islands can be generated. It is worth noting that this

method is unique for PLD only since no other technique is capable of realizing high depo-

sition rates with long standby intervals at the same time.

2.1.2 Reflection high energy electron diffraction

During the deposition process, in-situ monitoring the dynamics of growth is of great im-

portance in uncovering the underlying mechanisms and giving feedback to optimize the

conditions. RHEED is therefore designed and combined with a PLD system for this pur-

pose. As a diffraction method applied on solids, it follows the basic kinematical theory of
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scattering. The possible reflections satisfy:

~kf − ~ki = ~G (2.1)

Where ~kf and ~ki are the reflected and incident beams, respectively. ~G is a reciprocal lat-

tice vector of the solid. If considering only the elastic scattering events, it requires:

|~kf | = |~ki| (2.2)

These two conditions together are the so-called Laue conditions, which is geometrically

represented in Fig. 2.3 (a). The head of ~ki is fixed on a reciprocal lattice point and the

sphere around the end of ~ki defines the Ewald sphere with radius |~ki|. In this construction,

any vector which connects the center to a reciprocal lattice point on the sphere surface is

a valid ~kf . The distribution of reciprocal lattice points on Ewald sphere is special. Since

RHEED is really surface-sensitive (it detects only a few atomic layers beneath the surface

of sample) [64], the corresponding reciprocal lattice of the surface is a family of parallel

rods, as shown in Fig. 2.3 (a). These rods intersect with the Ewald sphere, giving rise to

the allowed reciprocal lattice points distributed on different circles called Laue zones.

A brief schematic of RHEED is displayed in Fig. 2.3 (b). A beam of electrons is incident

on the surface of sample at the grazing angle of only a few degrees. The diffractions are

sensed by a phosphor camera screen. Neglecting the relativistic correction (this is valid for

E < 50 keV), the wavelength λ of the beam is related to the electron energy E and can be

calculated conveniently using the following expression [65]:

λ =

√
150.4

E
(2.3)

In which the unit of λ and E are Å and eV, respectively. In this dissertation, we tune E

= 25 keV so that λ = 0.0775 Å. This guarantees the general diffraction condition is satis-

fied (λ � d) and the radius of Ewald sphere (k = 2π/λ) is large enough to include the

first few Brillouin zones. With these settings, a typical RHEED image of a (001)-oriented

SrTiO3 substrate is shown in Fig. 2.3 (c). The 0th Laue zone (yellow circle) is clearly seen

with both the specular reflection (00) and the off-specular reflections (0±1) on it. In ad-

dition, there also exist some dark but sharp lines crossing these spots, which are known as

the Kicuchi lines originating from inelastic multiple scattering events. These observations

provide strong evidence on the smooth surface morphology.
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The variation of RHEED pattern as well as RHEED intensity is straightforwardly linked

to the growth modes. On one hand, for 2D modes (step-flow and layer-by-layer), the dis-

tinct specular and off-specular spots, together with the direct beam spot will always be

distributed on a ring. As the surface roughness is barely changed in step-flow mode, the

coherent scattering condition is preserved so that the intensity almost remains constant

during the deposition. This behavior is significantly different from that in layer-by-layer

mode, where the roughness is periodically changed by the surface coverage. Therefore the

intensity is expected to oscillate as a function of time, with certain number of laser pulses

in every oscillation corresponding to the growth of one monolayer. However, it is more

common to observe RHEED oscillations with a damping behavior in real experiments.

This could happen when the adatoms propagate on a relatively large terrace area, and the

insufficient mobility prevents them arriving at the step edges and diffusing down to the

lower layer. Consequently nucleation on a second layer takes places before the first layer

is 100% completed. Accordingly the surface roughness can never reach the minimal value

and the RHEED oscillation no longer recovers back to the previous level. Comparing these

two growth modes, it is clear that by counting the number of pulses or oscillations, layer-

by-layer mode allows us to digitally control the film thickness with atomic precision. On

the other hand, for the Volmer-Weber mode (3D island growth), the reciprocal lattice rods

in Fig. 2.3 (a) is replaced by 3D matrix of points. As a result, instead of seeing a ring-like

distribution, the RHEED pattern is a 2D grid. Moreover, no RHEED oscillation will be

observed. As the intermediate situation (Stranski-Krastanov mode), the RHEED image

initially exhibits the ring-like pattern. Then the reflection spots gradually fade and be-

come streaky due to the increasing roughness. In the meanwhile, it is possible to observe

several damping oscillations at the initial stage of growth, followed by the disappearance of

any oscillation later on and a rather low intensity value.

2.2 High-resolution X-ray diffraction

For epitaxial thin films and heterostructures, structural characterization is of primary im-

portance to obtain information on the crystalline status of the samples. This generally

includes thickness, polycrystallinity, orientation, surface and/or interface roughness, lat-

tice parameter, epitaxial relationship and strain state, which requires the measurements

of Bragg peak positions at a precision of 0.01 degree. This is at least an order of magni-
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Figure 2.4: Schematic of high-resolution X-ray diffractometer in triple-axis geometry.
The sample cradle has six motorized movements x, y, z, ω, Φ, Ψ, and the detector has an-
other independent movement 2θ. ω is the angle between incident beam and sample sur-
face; 2θ is the angle between incident and diffracted beams; Ψ is the sample tilt angle; Φ
is the azimuthal rotation angle around surface normal. The lines drawn in red, purple, and
green colors in the monochromator represent X-rays with various wavelengths within the
incident beam.

tude more precise than what is reached by a conventional powder diffractometer. There

are mainly three sources that lower the resolution of measurements. First, on the inci-

dent beam path, the X-rays emitted from the tube gradually diverge as they are propa-

gating. In addition, several different wavelengths such as Kα1, Kα2, Kβ1 and Kβ2 are con-

tained at the same time in the beams. Moreover, the issue of beam divergence also exists

on the diffracted path, which provides a third error source reducing the precision. In order

to solve these problems, a high-resolution X-ray diffractometer (HRXRD) equipped with

multiple controllable dimensions is needed. This has been established using the so called

triple-axis geometry [66], as shown in Fig. 2.4. The three axes are those controlling the in-

cident beams, the samples, and the analyzer, respectively. As displayed in Fig. 2.4, a mir-

ror is inserted after the X-ray tube, followed by a channel-cut beam monochromator. This

combination of optical devices allows to narrow the divergence angle of incident beams
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down to ∼0.003 degree and filter out all other wavelengths except for Kα1. In the mean-

while, a sample cradle with six motorized movements is equipped so that both symmetric

and asymmetric reflections can be probed. Angular restriction of the diffracted beams is

performed by placing a channel-cut analyzer crystal in front of the detector, which pre-

serves the direction of the beam scattered from the sample and improves the 2θ precision

to several ten-thousands of one degree. It is worth noting that compared to traditional

powder diffraction measurements, the intensity of HRXRD is considerably lower due to the

collimation and monochromatization process, which can be compensated by prolonging the

recording time.

With the help of HRXRD, the structural parameters as mentioned at the beginning of this

section become accessible. In the following we will briefly describe three of the most fun-

damental and useful measurements that are used in this dissertation.

2θ − ω scan. In this scan mode, the incident angle and the exit angle are maintained

equal at all time so that the specular reflection condition is always satisfied, which fixes

the direction of the scattering vector and only varies its length. The spacing d of the lat-

tice planes parallel to the sample surface can be calculated by the Bragg equation:

2d sin θ = nλ (2.4)

Where λ is the incident wavelength, and θ is the Bragg peak position which equals half of

the detector angle. The out-of-plane lattice parameter can be further calculated by choos-

ing the proper Miller index. This technique also provides an indirect way of judging the

strain state. By comparing the calculated lattice constant with unstrained bulk value, it

is possible to investigate whether the strain is compressive or tensile, or relaxed. More in-

terestingly, for a rather high quality epitaxial thin film, its Bragg peaks are typically sur-

rounded by a series of lower-intensity oscillation peaks, known as the fringes. The total

thickness tf of the film can be determined from:

tf =
λ

2|sin θn − sin θn−1|
(2.5)

In which θn and θn−1 are the peak positions of two neighboring fringes. In addition, there

is a special scan mode where the incident angle is varying within a narrow range (∆ω <

1◦) while fixing the detector at the Bragg diffraction angle. This ω scan, sometimes called

“rocking curve” is performed to detect the presence of any mis-orientated or mosaic struc-

ture in the film. A FWHM of the rocking curve on the order of arc minute or less usually

indicates a good single crystallinity.
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Figure 2.5: Epitaxial strain status in both real and reciprocal space. (a) Tensile strain;
(b) Compressive strain. In each case, the relaxed state is expressed on the left panel while
the fully strained state is expressed on the right panel. Blue color stands for the substrate
and red color stands for the film.

Reciprocal space mapping (RSM). RSM is the most straightforward approach to

study the strain status and the in-plane and out-of-plane lattice parameters. In general,

for a heteroepitaxial film which possesses the same or similar lattice structure with respect

to the substrate, the strain sate is expected to be either tensile, in which the in-plane lat-

tice constant of the film is less than that of the substrate (af < as), or compressive, in

which the film has a larger in-plane constant than the substrate (af > as). These two

cases, together with the corresponding reciprocal space are sketched in Fig. 2.5. As seen,

each spot stands for a reciprocal lattice point that can be probed with HRXRD by tuning

sample ω, Ψ, Φ, and detector 2θ to satisfy the reflection condition. In real experiments,

instead of mapping the entire reciprocal space, it is usually sufficient to map a small area

around one specific reciprocal lattice vector with both in-plane (Qx) and out-of-plan (Qz)
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nonzero coordinates. When running the measurements, those parameters are first centered

at the reflection condition of the substrate. Then a matrix scan of 2θ and ω is performed,

covering a reasonable area so that the reflection of the film is also included into the map-

ping. The coordinates in the reciprocal space are calculated by:

Qz =
4π

λ
sin θ cos(θ − ω) =

2π

dz

Qx =
4π

λ
sin θ sin(θ − ω) =

2π

dx

(2.6)

And the lattice plane spacings dx, dz in the real space can be obtained accordingly, which

are proportional to the in-plane and out-of-plane lattice constant, respectively. Therefore

RSM provides a quantitative characterizations on the strain states, the lattice parameters,

and examines the epitaxial relationship between the film and the substrate.

X-ray reflectivity (XRR). Another highly useful technique based on HRXRD is XRR.

Unlike other diffraction methods which mostly uncover crystallographic information, this

technique is used to evaluate the parameters of thin films and heterostructures including

thickness, density, surface and interface roughness. In a XRR experiment, the X-rays are

incident on the sample surface at grazing angles. Due to the fact that the refractive index

of a material in the X-ray region is slightly less than 1, total external reflection could take

place when the incident angle is smaller than the criterial angle θc. The intensity of the re-

flected beams are identical to the incident beams for θ < θc whereas θ > θc, since the inci-

dent beams become capable of penetrating into the sample, it decays rapidly and is deter-

mined by the refractive index of material. In the case of heteroepitaxial thin films, inter-

ference occurs between the X-rays reflected from the surface and the interface of film and

underlying substrate. This is featured by the presence of oscillations (also called Kiessing

fringes) on the intensity decay of a XRR profile. Moreover, for multilayers and superlat-

tices, since there are additional interfaces between different constituent layers, the interfer-

ence is more complicated, giving rise to a variety of oscillations with individual amplitude

and period on the profile.

This kind of measurement is done by recording the intensity of reflection as a function

of 2θ/ω. The scanning range is taken from below the critical angle to the angle where

the reflection intensity drops to the level of background (typically from 2θ = 0◦∼0.2◦ to

4◦∼10◦). Data analysis of XRR results is normally performed within the slab model fit-

tings, in which the thickness and the density (or scattering length density) of each layer,

together with the surface and interface roughness are established as the fitted parameters.
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Figure 2.6: Interpretation of resonant X-ray absorption on the L2,3 edges. (a) Single-
electron picture and (b) Configuration picture.

Accurate values of these parameters will be achieved once a global best fit with respect to

the experimental data is reached.

Apart from these measurements discussed above, some other HRXRD-based techniques

such as X-ray pole figure and grazing incident X-ray scattering also play important roles in

the structural characterizations of thin films. More details about our results will be given

in the next chapter.

2.3 Resonant X-ray absorption spectroscopy

After discussing the deposition method and the structural characterizations, we turn to de-

scribing how to probe the electronic and magnetic properties. Resonant X-ray absorption

spectroscopy (XAS) belongs to one of the most highly advanced approach which has been

developed drastically over the last 30 years for this purpose. In this section, we will intro-
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duce some of its basic principles and how to use this technique to achieve information such

as valence state, orbital occupancy, spin configuration, and magnetic moment of thin film

samples.

2.3.1 Basic principles

In general, resonant XAS is a type of element-specific core-level spectroscopy. There are

two pictures proposed to illustrate its underlying mechanism, as displayed in Fig. 2.6. In

the rather simplified “single-electron” picture (Fig. 2.6 (a)), the effect of electron-electron

correlation is not taken into account. The photon energy of the incident X-rays is ab-

sorbed by a core-level electron and this electron is exited into an unoccupied state. Res-

onance takes place when the photon energy coincides with the interval between the core-

level state and the unoccupied state, which is known as the absorption edge and deter-

mined by the specific binding energy in a material. Therefore, one of the great power of

XAS is the elemental specificity as the absorption edge varies with different elements. The

terminology of the absorption edge is defined according to the initial state of the electron.

The main quantum number n is labeled alphabetically by capital letters starting from K

(K, L, M, N . . . stand for n = 1, 2, 3, 4 . . . ). Moreover, considering the spin-orbit split-

ting effect of the core-level states, the subshell of the electron is numbered from lower to

higher energy positions. For example, as displayed in Fig. 2.6, the L2,3 edges represent the

electrons exited from 2p1/2 and 2p3/2 levels, respectively (The L1 edge which represents the

2s→ 3d transition, is not shown).

Even though the single-electron picture reveals the most fundamental features of XAS, it

encounters troubles when the valence states are not fully empty. This is extremely com-

mon for compounds with d and f block elements, in which the many-body effects strongly

modify the spectra and lead to multiplet structures. To correctly describe the XAS includ-

ing these factors, the “configuration” picture (Fig. 2.6 (b)) is needed, where the absorption

process is regarded as an atom excited from an initial configuration to a final configura-

tion. For instance, the initial configuration Ψinitial of a 3d transition metal compound with

n electrons (n = 1 ∼ 9) has an energetically favored ground state, whereas the final con-

figuration Ψfinal contains many possible states, with or without degeneracy depending on

the electron-hole interaction (exciton), Hund’s coupling, hybridization with ligands, and

electron-electron correlation. As a result, while performing energy scans across the L2,3
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edges, all those possible transitions will be detected and recorded on the spectrum. In ad-

dition, it is worth noting that temperature is another factor that is able to make the mul-

tiplet structure more complicated because at finite temperature, the initial configuration is

a combination of the ground state and some low-lying thermal excited states.

According to the energy range under investigation, the absorption spectrum can be fur-

ther separated into two regions. The wide range from about 50 eV after the absorption

edge up to 1000 eV is called Extended X-ray absorption fine structure (EXAFS). In this

region the ejected photoelectrons from the absorbing atom have a multiple scattering pro-

cess with the surrounding atoms and the backscattered electron waves interfere with the

forward-propagating waves. This phenomena give rise to a fine structure of oscillations

on the spectrum. By analyzing the data with model simulations, one can obtain informa-

tion about the type and distance of the neighboring atoms with respect to the central ab-

sorbing atom. The other region, from the rising edge up to around 100 eV, is called X-ray

absorption new edge spectroscopy (XANES). Since this spectrum derives from the exci-

tation of a core-level electron into the unoccupied state, it inversely reflects the electronic

structures of the valence shell. The spectral lineshape, the peak position, and the multiplet

structure are regarded as the fingerprint to reveal the chemical information of the absorb-

ing atom and to extract effects arising from crystal field, lattice distortion or hybridiza-

tions with ligands. In this dissertation, our interest is mainly focused on the XANES re-

gion.

The absorption process from an initial state Φi to a final state Φf is quantitatively deter-

mined by the Fermi’s golden rule. The corresponding transition probability Wfi is given

by:

Wfi =
2π

h̄
|〈Φf |T |Φi〉|2δ(Ef − Ei − h̄ω) (2.7)

Where Ef , Ei, and h̄ω are the energies of the final state, the initial state and the X-ray

photons, respectively. The transition operator T originates from the interaction of light

with an electron in solids. Within the first order approximation, T can be simplified as an

electric dipole term [67]:

T ∝ ~eq · ~r (2.8)

In this equation, ~eq is the unit vector of the polarization direction of the photon electric

field and ~r is the position of electron. Expanding all of the wave functions and the oper-

ator in spherical harmonics, it has been noticed that some of the transition matrix ele-
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ments vanish due to the orthogonality and parity relationship of spherical harmonics. If

the states are written in the decoupled form |l,ml, s,ms〉, the difference on each parame-

ter between the initial and the final state has to satisfy peculiar conditions to get non-zero

transition probability. These conditions are called dipole selection rules [4]:

∆l = l′ − l = ±1;

∆ml = m′l −ml = 0,±1;

∆s = s′ − s = 0;

∆ms = m′s −ms = 0.

(2.9)

For higher order approximations such as electric quadrupole term, the selection rules pos-

sess different forms. More details can be found in Ref. [68].

2.3.2 Polarization dependence

Another great power of XAS is that by tuning the polarization of the incident X-rays, the

spectra will exhibit different features, which are microscopically related to the anisotropy

of the charge or spin distribution in a material. This polarization dependent absorption is

denoted as “dichroism”. For a nonmagnetic material, if there exists any anisotropic charge

distribution, a distinct dichroism can be detected by using linearly polarized light. This is

known as the X-ray natural linear dichroism (XNLD). In the case of a magnetic material,

the anisotropic spin distribution due to magnetization gives rise to another type of im-

portant dichroism when measuring XAS with circularly polarized light — X-ray magnetic

circular dichroism (XMCD). In what follows we will briefly introduce these two dichroism

spectra.

For transition metal compounds, the five d orbitals under crystal field effect (dxy, dyz, dxz,

dx2−y2 , and d3z2−r2) are all spherically asymmetric with strong anisotropy along different

directions. In a XNLD measurement, the magnitude of the transition matrix element from

a 2p core state to individual d state is determined by the direction of the polarization vec-

tor. In general, the transition reaches the maximum when the polarization vector is along

the orbital lobe and minimum if the vector falls onto the orbital nodal axis. Therefore,

the direction of the polarization vector serves as a “search light” to sense the distribu-

tion of hole densities in the valence shell. For a fully empty 3d shell, no XNLD is observed

due to the equal integrated probability of each polarization. However, once the 3d shell is

partially occupied, the absorption intensity for a particular polarization can be severely
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Figure 2.7: (a) Illustration of X-ray magnetic circular dichroism at the L2,3 edges of a
3d transition metal compound. (b) Polarization dependence of the transition probabilities
from 2p core states to the spin-up 3d valence states (reproduced from Ref. [4]). The + and
- sign refer to the circularly polarized photon with helicity +1 and -1, whereas 0 refers to
linearly polarized light.

suppressed since the hole densities along such polarization direction is quite small. In this

way, XNLD uncovers essential information about orbital structure and orbital occupation

of the absorption atom.

Compared with XNLD, XMCD is a more complicated phenomenon in which the angu-

lar momentum of the X-ray photons also needs to be considered. To explain the origin

of XMCD, let’s first consider this problem with an intuitive Stoner band model, which is

depicted in Fig. 2.7 (a). In an external magnetic field, the valence band is split into a ma-

jority spin band and a minority spin band. When the left- and right-circularly polarized

light interact with core-level electrons, the conservations of energy and angular momentum

render that photons with a peculiar helicity can only excite electrons with the same type

of spin polarization. Also, since spin-flip is not allowed under the dipole selection rules, an

excited electron with spin-up only fills the holes in the spin-up band and vise versa. As a

result, dichroism arises due to the imbalance between spin-up and spin-down holes in the
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the L edge of Co2+ ions, together with their integrated curves over energy. The symbols
r, p, and q labeled on the figures are the three definite integrals involved in the sum rule
expressions.

valence band. Even though this model reveals some basic aspects of XMCD, it is not valid

for any quantitative analysis. For this purpose, one must go back to study the probabil-

ities of each transition. As shown in Fig. 2.7 (b), the polarization-dependent transition

probabilities are summarized omitting the valence-shell spin-orbit interaction. Thanks to

the core-level spin-orbit coupling effect, excitation probabilities are linked to both the po-

larization and the Clebsch-Gordon coefficients. Dichroism is calculated by summing up all

possible transitions weighted by their probabilities under one polarization and subtracting

the others, which reflects the imbalance in either spin or orbital angular momentum of the

valence shell.

2.3.3 Sum rules

The net magnetic moment of an atom consists of a spin and an orbital contributions. Ac-

cording to theoretical derivations by Thole [69] and Carra [70], for a specific transition

metal atom, these two parts can be extracted separately from XAS and XMCD spectra
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using the so-called “sum rules”:

morbital = −
4
∫
L3+L2

(µ+ − µ−)dω

3
∫
L3+L2

(µ+ + µ−)dω
× (10− nd) (2.10a)

mspin = −
6
∫
L3

(µ+ − µ−)dω − 4
∫
L3+L2

(µ+ − µ−)dω∫
L3+L2

(µ+ + µ−)dω
× (10− nd)

(
1 +

7〈Tz〉
2〈Sz〉

)−1
(2.10b)

Where morbital and mspin are the orbital and spin magnetic moments in units of µB/atom.

In these two equations, µ+ and µ− stand for the XAS measured with right- and left-circularly

polarized light, respectively. nd is the electron occupation number of the outmost d shell.

〈Tz〉 is the expectation value of the magnetic dipole operator. In most cases, the 〈Tz〉/〈Sz〉
term is small enough to be omitted (only few percentage correction). A more simplified

expression of the sum rules have been summarized by Chen [71] using three symbols r, p,

and q to replace the three integrals, as shown in Fig. 2.8.

morbital = −4q

3r
× (10− nd) (2.11a)

mspin = −6p− 4q

r
× (10− nd) (2.11b)

Sum rules have several advantages over other magnetometry such as SQUID or VSM.

Firstly, since the XMCD measurement is element-specific, for materials with two or more

magnetically active elements, it is capable of counting the net magnetic moment of indi-

vidual element by applying sum rules on the corresponding spectra. Moreover, with the

knowledge of these information, one can further speculate the microscopic magnetic struc-

ture, especially for antiferromagnetic and ferrimagnetic specimens. Last but not least, in

the case of ultra-thin films and heterostructures, the magnetization from the sample is

sometimes too weak for SQUID and VSM to detect, whereas XMCD is much more sen-

sitive due to signal enhancement at the absorption edges.

2.3.4 Synchrotron radiation

It has to be noted that two requirements on the X-ray source are of the key importance

for performing a successful XAS measurement. First, the energy of the X-rays should be

continuously tunable in a wide range to cover the desired absorption edges. Second, the

flux (number of photons per second) of the X-rays should be high enough (∼ 1019) to gen-

erate a clear spectrum in a reasonable period of time. Apparently, it is not possible to use

a conventional laboratory X-ray tube (flux ∼ 1010) as the source. To realize these goals,
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synchrotron radiation sources have been built up and upgraded within the last forty years,

which provide the most effective and reliable support these days.

In a synchrotron, electrons are generated and accelerated in a storage ring. A series of

magnet devices (bending magnet and undulator) are mounted on the track of the ring.

While the electrons are traveling through these devices, the direction of the beam will be

changed due to the Lorentz force. Consequently a wide spectrum of radiation is formed,

which contains many harmonics merging into a continuous spectrum from infrared to hard

X-ray regions. In addition, with the combination of other optics including monochroma-

tor, slit, and polarization mirror, a series of beamlines can be separated and established for

various purposes of usage.

After describing the synchrotron source, we switch to the detection mode. The most straight-

forward way of detecting the absorption spectrum is to measure the transmitted beam in-

tensity It relative to the incident I0. The absorption coefficient µ is then proportional to

− ln(It/I0). However, this detection mode is limited to homogeneous samples only and the

sample thickness has to be less than the X-ray penetration depth. In general, the trans-

mission experiments are standard for hard X-rays and not suitable in the soft X-ray region

(photon energy less than 1 keV). To solve this problem, yield methods have been discov-

ered. During the decay of the cole hole, the atom can generate either fluorescence pho-

tons or Auger electrons escaping from the sample. These secondary yields can be therefore

recorded, the signals of which are proportional to the strength of absorption. By moni-

toring the photocurrent originating from the Auger electrons, which is referred to as total

electron yield (TEY) detection mode, one can probe very close to the surface or buried in-

terface due to the short escaping length (sensitive to a few nm beneath the surface). To

probe the whole sample, one can record the fluorescence yield (FY) whose probing depth

is ∼ hundred nm. Furthermore, reflectivity detection mode is also available [72] as in some

special situation (for example highly insulating ultrathin films), both TEY and FY signals

are rather weak. However, as a scattering technique, the interference of light reflected from

the surfaces of the film and the substrate would give rise to the skewed spectral lineshape,

compared to those from other detection modes.
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2.4 Polarized neutron reflectometry

Polarized neutron reflectometry (PNR) is developed as a means of probing the depth pro-

file of magnetic thin films and multilayered structures on a nanometer scale [73, 74, 75,

76]. Up to date, PNR has been utilized to investigate phenomena as diverse as the mag-

netic depth profiles of thin films and heterostructures, the penetration of fluxoids in su-

perconductors, and the emergent magnetic coupling at heteroepitaxial interfaces. In this

section we will briefly describe the fundamental theory and the instrumentation of this

technique.

2.4.1 Theory of neutron scattering in reflection geometry

Neutrons are spin-1/2 particles, and they have no net charge. Neutron reflectometry is

often treated by regarding a neutron as a single particle and calculating the specular re-

flection amplitude based on the quantum mechanical scattering theory. For a magnetic

material, the net scattering potential has two origins: the nuclear scattering potential Vn,

and the magnetic scattering potential Vm. Vn is expressed as:

Vn =
2πh̄2

m
ρn(x) (2.12)

where ρn(x) is the nuclear scattering length density (SLD) in unit of Å−2. If the material

is composed of multiple elements,

ρn(x) =
∑
i

Nibi (2.13)

where the summation is over all distinct species and Ni and bi are the number density and

the scattering length for the i-th species. Moreover, within a source of magnetic field, Vm

is related to the neutron magnetic moment µ and the magnetic induction B:

Vm = −µ ·B (2.14)

in which µ = µnσ = −1.913µNσ (µN is the nuclear magneton and σ is the Pauli matri-

ces). Since the observed reflectivity curve is generated only due to the scattering potential

differences between materials, thus the uniform external field doesn’t contribute to Vm.

The induction B here is equal to the magnetization of the material M .
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One can expand the Pauli matrices and express the total scattering potential in the matrix

notation:

V = Vn + Vm =
2πh̄2

mn

[
ρn 0

0 ρn

]
− µn

[
Mz Mx − iMy

Mx + iMy −Mz

]
(2.15)

It is furthermore convenient to define magnetic SLD ρm so that equation 2.15 can be rewrit-

ten in a simpler way:

V =
2πh̄2

mn

[
ρn + ρmz ρmx − iρmy
ρmx + iρmy ρn − ρmz

]
(2.16)

where

ρm = − mn

2πh̄2
µnM = C

∑
i

Niµi (2.17)

Ni is the number density and µi is the magnetic moment of the i-th species per formula

unit of the measured sample, in unit of µB. C = 2.645×10−5 Å/µB in this case.

To link the theory to real experimental variables, we first rename the four SLD matrix ele-

ments:
ρ++ = ρn + ρmz

ρ−− = ρn − ρmz

ρ+− = ρmx − iρmy

ρ−+ = ρmx + iρmy

(2.18)

When a polarized neutron beam (spin-up “+” or spin-down “-”) is scattered across the

sample interface, the spin of the reflected beam can be either non-flipped or flipped. As

a result, there are two non-spin-flip reflectivity curves, R++ and R−−, together with two

spin-flip ones, R+− and R−+. Each of these four quantities is determined by its corre-

sponding SLD matrix element, respectively. While performing a PNR experiment, both

the non-spin-flip and the spin-flip reflectivity curves are recorded. Then one needs to es-

tablish model fittings to simulate the data sets, using ρ++, ρ−−, ρ+−, and ρ−+ as the fit-

ting parameters. The magnetic SLD profile (and based on equation 2.17, the associated

magnetic moment of the sample) can be further obtained with the knowledge of the nu-

clear SLD profile.

2.4.2 Instrumentation

Fig. 2.9 is a sketch of a typical PNR station. The monochromator and the slits before and

after the sample confine the neutron beam with a relatively narrow angular divergence in
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Figure 2.9: Sketch of the polarized neutron reflectometry station. The incident
monochromatic unpolarized beam is polarized by the first supermirror in transmission
mode. The spin flippers can switch the neutron polarization from down to up and vice
versa. The second supermirror is used to analyze the polarization state of neutrons after
scattering.

the reflection plane, which provides good instrumental Q resolution (The vertical diver-

gence, even though still not small, will not affect the resolution on a large scale). Simi-

lar to XRR, in a reflectivity scan, the detector position 2θ is locked twice as much as the

grazing incident angle ω and the reflected beam intensity is recored as a function of ω.

This corresponds to a single nominal value of wave vector transfer Q. The supermirrors

together with the spin flippers are inserted into both the incident and reflected paths for

offering a polarized neutron beam before the sample and for analyzing the polarization

state after the scattering process. By tuning each spin flipper to a specific status, those

four reflectivity curves, R++, R−−, R+−, and R−+ can be measured separately. In order to

explore more details about SLD features along the epitaxial growth direction, it is neces-

sary to know the relation between the spacial resolution and the wave vector transfer Q.

In general, to distinguish variations of SLD over a length L, one has to measure the reflec-

tivity up to Q ∼ 2π/L [76].

In this dissertation, the PNR experiments are performed at the beamline PBR of the Na-
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tional Institute of Standards and Technology (NIST). The samples are mounted in a closed-

cycle refrigerator, which has a temperature range of 5 K – 350 K with a tunable external

magnetic field up to 0.7 T. More details about experiential results and model fittings can

be found in the next few chapters.
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Chapter 3

Metallic interface in non-SrTiO3 based titanate superlattice

This chapter mainly follows the content in my first-author paper published in 2014 [77]. In

this chapter, we report on the fabrication of all perovskite Mott insulator/band insulator

YTiO3/CaTiO3 superlattices by pulsed laser deposition. The combination of in-situ re-

flection high energy electron diffraction, X-ray diffraction and X-ray reflectivity confirms

the high quality of the films grown in a layer-by-layer mode. Electrical transport measure-

ments reveal that a non-SrTiO3 based two-dimensional electron gas system has formed at

the YTiO3/CaTiO3 interface. These studies offer another route in the pursuit of complex

oxide two-dimensional electron gas systems which allows to obtain greater insights into the

exotic many-body phenomena at such interfaces.

3.1 Introduction

In recent years two-dimensional electron gases (2DEGs) at the interface of complex insu-

lating oxide heterostructures have attracted tremendous research interest because of the

observed emergent physical phenomena as well as the potential device applications [78, 79,

80, 81, 82, 83]. While a large number of perovskite based heterostructures have been dis-

covered experimentally so far [84, 85, 86, 87, 88, 89, 90, 91], all of these systems contain

layers of quantum paraelectric SrTiO3 (STO) [92] except for the notable LaTiO3/KTaO3

[91]. Among these STO-based systems, specifically for the RTiO3/SrTiO3 (R represents

a trivalent rare-earth ion) family, it was pointed out that the interfacial electronic proper-

ties and magnetism can be effectively tailored by the specific choose of R [88, 93, 94, 95].

Based on this, it can be conjectured that similar behavior can be achieved by substituting

Sr with a divalent alkaline earth ion, A in RTiO3/ATiO3 superlattices [96]. Up to date,

however, there is no experimental information on whether any RTiO3/ATiO3 interface

outside of STO support metallic ground state.

Here we report on the fabrication of ultra-thin perovskite 3YTiO3/6CaTiO3 (3 and 6 refers

to the pseudocubic unit cell) superlattice on NdGaO3 (110) substrate, which exhibits a

2DEG without STO. The schematic structure of the superlattice is displayed in Fig. 3.1.

In the bulk, orthorhombic YTiO3 (YTO) is a 3d1 Mott insulator (Mott gap ∼ 1.2 eV [97])
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Table 3.1: Lattice parameters of bulk CTO, YTO and NGO. The a, b and c represent the
values of the orthorhombic unit cell while the ac, bc and cc stand for the pseudocubic unit
cell.

Material a (Å) b (Å) c (Å) ac = bc =
√
a2 + b2/2 (Å) cc = c/2 (Å)

CTO 5.380 5.442 7.640 3.826 3.820

YTO 5.316 5.679 7.611 3.889 3.806

NGO 5.428 5.498 7.708 3.863 3.854

CaO

YTiO3

CaTiO3

YO

TiO2 Interface

Figure 3.1: Schematic of the YTO/CTO superlattices along the [001] pseudocubic
growth direction. The crystal structure at one of the interface is highlighted.

that undergoes the para- to ferro- magnetic phase transition at 30 K [98] while orthorhom-

bic CaTiO3 (CTO) is a 3d0 diamagnetic band insulator with an energy gap of ∼ 3.5 eV

[99, 100]. (110)-oriented orthorhombic NdGaO3 (NGO) is selected as the substrate because

it offers the symmetry continuity and small lattice mismatch with the film, as shown in

Table 3.1. The entire growth process was monitored by in-situ reflection high energy elec-

tron diffraction (RHEED) demonstrating good crystallinity and smooth surface morphol-

ogy. X-ray diffraction (XRD) and X-ray reflectivity (XRR) establish the epitaxial growth

of the superlattice with abrupt interface. Transport measurements reveal the superlattices

exhibit metallic conduction from 300 K down to 2 K with electrons as the carriers.
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Figure 3.2: (a) RHEED intensity of the specular reflection as a function of deposition
time. (b)–(d) In-situ RHEED patterns of (b) NGO (110) substrate, (c) CTO layers and
(d) YTO layers. The observed half orders indicated by white arrows are from the or-
thorhombic (001) reflections.

3.2 Experiment

A set of 3YTO/6CTO superlattices was fabricated by pulsed laser deposition using a KrF

excimer laser operating at λ = 248 nm. During the growth, the NGO substrate was kept

at 750 ◦C in a high-vacuum atmosphere of 10−6 Torr to avoid the formation of Y2Ti2O7

impurity phase [98]. The laser fluency and pulse repetition rate were set at about 1.4 J/cm2

and 2 Hz, respectively. After growth samples were cooled down to room temperature with-

out annealing at a rate of 15 ◦C/min. Structural properties of the sample were charac-

terized by X-ray Diffraction (XRD) and X-ray Reflectivity (XRR) measurements (Cu Kα1

line, λ = 1.5406 Å). The electrical transport properties were performed by a Physical Prop-

erty Measurement System (PPMS, Quantum Design) using the Van der Pauw geometry.

The Hall effect measurements were carried out in an external magnetic field of up to 7 T

oriented normal to the sample surface.
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Figure 3.3: (a) X-ray reflectivity data of the [3YTO/6CTO]7 superlattice. Total thick-
ness of the superlattice calculated according to the Kiessig fringes is about 24 nm. (b)
X-ray diffraction 2θ-ω scan. The film (002) peak and the superlattice satellite peak
are labeled on the graph. (c) Reciprocal space mapping around the (1̄03) reflection of
the sample. qx and qz represent the in-plane and out-of-plane reciprocal lattice vectors,
respectively.

3.3 Results and Discussions

Fig. 3.2 (a) presents the RHEED intensity of the specular reflection as a function of de-

position time fulfilling the growth of one periodicity (6CTO + 3YTO). For both compo-

nents, when the laser ablation is taking place, the RHEED intensity exhibits a distinct

oscillation behavior, which is the hallmark of two-dimensional (2D) layer-by-layer growth

mode as discussed in the previous chapter. The completion of an oscillation indicates that

one monolayer (in this case one unit cell) has been formed with full coverage of the former

layer. Therefore the number of oscillations is counted to estimate the total thickness of the

film. In the meanwhile, more information about the in-plane crystal structure and the lat-

tice symmetry is reflected by the in-situ RHEED patterns. We show three typical images

in Fig. 3.2 (b)–(d).

Fig. 3.2 (b) is the RHEED pattern of the NGO (110) substrate before growth. As seen,
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the characteristic specular (0 0) and off-specular (0 ±1) Bragg reflections on the first Laue

circle testify for the smooth morphology of the substrate. It is worth noting that for a

NGO (110) substrate, the orthorhombic c-axis lies in the plane of the surface, about twice

as much as its orthogonal axis [see Table 3.1]. These give rise to a rectangular surface unit

cell instead of cubic. Therefore the half orders indicated by the white arrows are due to

the orthorhombic (001) reflections [101]. During the alternating deposition of CTO and

YTO layers, the distinct spots from specular and off-specular reflections with the charac-

teristic streak pattern shown in Fig. 3.2 (c) and Fig. 3.2 (d) were observed, which confirm

both good crystallinity and smooth morphology of the superlattice. Importantly, the half

order reflections were still observed after cooling the sample down to room temperature,

indicating that the superlattice preserves the orthorhombic symmetry.

More comprehensive information about the superlattice thickness as well as the surface

and interface roughness can be extracted from XRR measurements. The best model fitting

of the experimental reflectivity data, as shown in Fig. 3.3 (a) yields the total film thick-

ness of ∼ 25.16 nm which is in excellent agreement with that estimated from the RHEED

oscillations. The average interface and surface roughness are about 3 Å and 5 Å, respec-

tively. Moreover, the superlattice peak as marked on the graph stands out of the other

fringes clearly, offering another strong evidence that the superlattice periodicity has been

well established. All of these results confirm that the resultant superlattices have perfect

crystallinity with the abrupt interfaces and smooth surface. In addition to morphologi-

cal quality, it is of critical importance to ensure that the superlattices contain no impurity

phase. To investigate this, we performed the XRD 2θ-ω scans in the vicinity of the NGO

(002) reflection on a [3YTO/6CTO]7 sample. As displayed in Fig. 3.3 (b), besides the film

(002) reflection at ω = 23.826◦ on the right side of the sharp substrate peak, the first or-

der superlattice peak is also observed at ∼ 22.389◦. These yield a thickness of 33.39 Å for

one superlattice periodicity (3YTO + 6CTO) that is very close to the expected value of

34.35 Å. Also the total thickness of the sample estimated from the Kiessig fringes is about

25.24 nm, which agrees very well with the value from XRR fittings. Last but not least,

the status of the biaxial strain effect was testified by performing reciprocal space mapping

(RSM) around the off-specular (1̄03) Bragg reflection of the substrate. As seen in Fig. 3.3

(c), the relatively weak (1̄03) reflection of the film has the same in-plane reciprocal lattice

vector as the substrate. This confirms that films up to ∼ 26 nm is coherently strained to

the substrate.
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Figure 3.4: Temperature dependence of the resistance of a 3YTO/6CTO superlattice
(purple curve) and a 10 nm thick CTO film (black curve). Inset: Sheet resistance of the
superlattice vs. temperature in the log scale. Note, temperature is plotted in the log scale
to show the absence of any upturn behavior down to 2 K.

Having confirmed the high structural quality of the samples, we turn to explore the elec-

trical transport properties of the superlattice. As seen in Fig. 3.4, the resistance of the

superlattice (purple curve) exhibits distinct metallic behavior in the whole temperature

range, i.e. it decreases continuously as the temperature is lowered down to the base tem-

perature. The inset in Fig. 3.4 presents the corresponding temperature-dependent sheet

resistance per YTO/CTO interface. In order to assure that the metallic behavior is due to

the interface and elucidate the possible role of defect or oxygen doping, we performed the

same measurements on two reference samples: 10 nm thick CTO on NGO and 10 nm thick

YTO on NGO, both fabricated under the identical growth conditions as the superlattices.

As immediately seen in Fig. 3.4, the 10 nm thick CTO film shows a strongly insulating be-

havior (black curve) until its resistance goes out of the measurable range at around 120 K;

at the same time the resistance of 10 nm thick YTO film is even beyond the measurement

range of our apparatus starting from the room temperature. By comparing the superlat-

tices with these reference samples it allows to confirm that the observed metallic conduc-
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Figure 3.5: Sheet carrier density and mobility of 3YTO/6CTO superlattices as a function
of temperature.

tivity of the superlattices indeed emerges from the YTO/CTO interfaces. Furthermore,

it is worth noting that YTO/STO superlattice was reported to be insulating [102] which

corroborates the essence of the combination of YTO and CTO.

To investigate the type of charge carries and estimate the carrier density we performed

the Hall resistivity measurements. The obtained Hall resistance data exhibits linear re-

lationship with the applied magnetic field and shows a negative slope, RH implying that

electron is the type of charge carriers in the superlattices. This strongly indicates the ex-

istence of interfacial electron transfer from Ti3+ in YTO to Ti4+ in CTO. The conducting

electrons likely reside on the CTO side, which is consistent with a recent theoretical calcu-

lation considering band alignments between various oxides including YTO and CTO [103].

The calculated sheet carrier density ns as a function of temperature is shown in Fig. 3.5,

left axis. As seen, the magnitude is ∼ 1014 cm−2 and is practically a constant with gradual

increase towards lower temperatures. The obtained value is quite similar to the previously

reported 2DEG systems [85, 90, 91, 89]. Furthermore, the corresponding Hall mobility µH

is also plotted in Fig. 3.5 as a function of temperature, right axis. As seen, at 300K µH

has the same magnitude as other STO-based systems but at 10 K µH sharply decreases
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to ∼ 2 cm2V−1s−1 , which is about two orders of magnitude smaller than in STO-based

2DEGs [85, 90, 89]. The origin of reduced mobility could be connected to several scatter-

ing mechanisms, which dominate at different temperature: ionic impurity scattering (low

temperature), electron-electron scattering (intermediate) and longitudinal optical phonon

scattering (high temperature) [104, 105]. The strong suppression of µH at low temperature

in YTO/CTO is possibly due to the combination of scattering from defects present at the

interface and large crystal field distortion at the YTO/CTO interface which should give

rise to a strongly enhanced ionic impurity scattering.

It should be noted that according to Y. Nishihara et al. [106], Ca doped Y1−xCaxTiO3

powders with Ca content x ∼ 0.3 can also have metallic behavior. Therefore, it is of crit-

ical importance to carefully exclude that the conductance observed in YTO/CTO doesn’t

originate from unwanted Y1−xCaxTiO3 phase due to intermixing at the interface. For this

purpose, apart from the XRR results which already confirm the superlattices have abrupt

interfaces, electrical transport characterizations of YTO/CTO superlattices with differ-

ent sequences and thicknesses are exhibited in Fig. 3.6. As mentioned by Y. Nishihara
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et al., the solid solution Y1−xCaxTiO3 in its metallic phase always have a Fermi-liquid

(FL) behavior independent of the doping compositions. However, as seen in Fig. 3.6, while

the [3YTO/6CTO]4 and the [3YTO/6CTO]7 superlattices do present a FL behavior, the

[2YTO/2CTO]7 and the [6YTO/6CTO]4 samples show a clear non-FL behavior with a

small upturn (weak localization) at low temperature. In addition, very similar phenom-

ena, i.e. the formation of non-FL 2DEG as a function of thickness has been reported by S.

Stemmer et al. in another rare-earth/alkaline-earth titanate SmTiO3/SrTiO3 heterostruc-

tures [107] and is not attributed to intermixing effect. While the precise microscopic origin

of such behavior is still under investigation, the observed non-FL metallic conduction in

YTO/CTO superlattices provides strong evidence that it is not related to the formation of

Y1−xCaxTiO3 phase at the interface.

3.4 Summary

In summary, we have fabricated the non-STO based ultra-thin 3YTO/6CTO superlat-

tices on NGO (110) substrate exhibiting 2DEG behavior. A combination of RHEED, XRD

and XRR measurements confirms the high-quality layer-by-layer growth of the films with

smooth surface morphology and sharp interfaces. Transport measurements reveal that the

superlattices exhibit metallic conduction from 300 K to 2 K with electrons as the charge

carriers. Our findings suggest another route to realizing complex oxide 2DEGs without

hindering effects from complex behavior of STO and provides a system to investigate pos-

sible interplay between magnetism and superconductivity at the interface.
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Chapter 4

Epitaxial growth of (111)-oriented spinel oxide thin films and heterostructures

This chapter includes the main contents published in [53] and [108], for which I am the

first author. In this chapter we will discuss in details about the fabrications (111)-oriented

CoCr2O4 (CCO) thin films and heterostructures, an experimental realization of the “geo-

metrical lattice engineering” (GLE) concept as proposed in the introduction chapter. For

the first step, the growth condition of CCO is optimized by means of in-situ reflection-

high-energy-electron-diffraction (RHEED). Structural characterizations using atomic force

microscopy (AFM), X-ray diffraction (XRD) and X-ray reflectivity (XRR) demonstrate

the expected (111) orientation with sharp interface and smooth surface morphology. X-

ray photoemission spectroscopy (XPS) and X-ray absorption spectroscopy (XAS) reveal

no disorder in the cation distribution or multivalency present in the samples. In addition,

dc magnetization and X-ray magnetic circular dichroism (XMCD) measurements indicate

a bulk-like magnetic behavior. For the second step, we show the fabrication of ultra-thin

(111) CCO films using Al2O3 (AlO) as the spacer. As a result, a set of novel quasi-two-

dimensional (quasi-2D) frustrated lattices composed of alternating kagomé and triangular

ionic planes is artificially established in these CCO/AlO superlattices.

4.1 Introduction

Over the past several decades, a variety of geometrically frustrated magnetic systems in-

cluding spin ice, spin glass and spin liquid have been studied as one of the most popular

topic in condensed matter physics [109, 110, 111, 112, 113, 114]. In such systems, the ex-

change interaction between nearest neighbor ions is typically antiferromagnetic (for spin

ice, the exchange interaction is ferromagnetic) and the peculiar geometries of the lattices

(triangular and kagomé lattice for the 2D case, or pyrochlore and hyper-kagomé lattice for

the 3D case) render the magnetic bonds impossible to be satisfied simultaneously. These

geometrically frustrated lattices, especially the 2D ones have an excellent potential to host

various exotic phenomena such as quantum spin liquid, topological phases, kinetic ferro-

magnetism, and chiral superconducting state to list a few [45, 115, 116, 117]. The fabrica-

tion of a 2D geometrically frustrated lattice, however, has proven to be rather challenging.
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Figure 4.1: The conventional unit cell of a normal spinel structure. The corresponding
(111) ionic planes are marked on the figure. Note, the A ionic planes only form the trian-
gular planes, while the B ionic planes form both the triangular and the kagome planes.

For example, even though several metal-organic hybrid counterparts were synthesized by

chemical methods, structural disorder and strong lattice distortions remained a persistent

hindrance [118, 119]. Alternatively, the GLE approach which is generally described in the

Introduction chapter offers a promising way to generating such lattices by growing ultra-

thin spinels along the [111] crystallographic axis, as shown in Fig. 4.1.

First we recap that the general chemical formula of the spinel structure can be written

in A1−δBδ[AδB2−δ]O4. When δ = 0, it is known as the normal spinel AB2O4, in which all

A-site cations are tetrahedrally coordinated, while all B-site cations are octahedrally co-

ordinated. Next we point out that the normal spinel shows a structurally unique feature

if viewed along the [111] crystallographic axis. Specially, the crystal structure can be re-

garded as a stacking of alternate lattice planes, each of which is composed of single type

of ions (see Fig. 4.1). In this stacking, the O sublattice has the cubic close packing (CCP)

atomic arrangement. In the meanwhile, the A and B ionic planes show three distinct types

of geometrically frustrated lattices: triangular A plane (T plane), triangular B plane (T’

plane), and kagome B plane (K plane). In the bulk, totally 18 such ionic planes complete
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a full periodicity in the form of [O-K-O-T-T’-T]3 [120] with [O-K-O-T-T’-T] as the basic

repeat unit. In what follows, this basic repeat unit is referred as “1 unit cell” of the (111)-

oriented normal spinel.

From the synthesis point of view, however, there are mainly three issues that one needs

to overcome to obtain high-quality (111) normal spinel oxide thin films and heterostruc-

tures. First, due to the limited availability of iso-structural/iso-symmetric substrates, large

lattice mismatch (> 5%) between film and substrate generally leads to incoherent or in-

homogeneous growth. Second, a magnetically passive spacer in the superlattice has to be

chemically stable and structurally compatible with the spinel lattice. Last but not least,

mixture of multivalency of the transition metal ions and cation distribution disorder be-

tween A and B sites have been reported [121, 122, 123, 124] during the growth of spinel

films, which if present will destroy the normal spinel stacking patterns and further destroy

the structure of expected geometrically frustrated lattices. For these reasons, despite the

conceptual attractiveness of such geometrical design, the epitaxial growth of high-quality

(111)-oriented spinel oxide thin films and heterostructures still remains rarely explored.

4.2 Growth and characterizations of (111) CoCr2O4 thin films

In this section, we report our studies on the growth and characterizations of CCO thin

films along its [111] crystallographic axis by pulsed laser deposition. Among many choices

of spinel oxides, CCO is selected as a prototypical candidate which has been widely stud-

ied exhibiting interesting physical phenomena in the bulk materials including conical spin

states [125, 126, 127], induced multiferroic behavior at low temperature [128, 129], and an

unconventional magneto-structural phase transition in high magnetic fields [11]. CCO is a

normal spinel oxide in which all of the Co2+ occupies the tetrahedral sites while Cr3+ re-

sides within the octahedral sites. The electronic configurations of Co2+ and Cr3+ are 3d7

and 3d3, respectively, both having S = 3/2 [130, 125, 126, 127].

CCO thin films were fabricated by the pulsed laser interval deposition method [131] using

a KrF excimer laser operating at λ = 248 nm. The laser’s intensity and pulse rate were

2 J/cm2 and 4 Hz, respectively. Other growth parameters (the substrate temperature T

and the oxygen partial pressure P) were optimized according to in-situ RHEED patterns.

For the first step, it is necessary to investigate the quality of the substrate. As seen on

Fig. 4.2 (a), the specular reflection spot (0 0) together with (1̄ 1̄) and (1 1) spots on the
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(-1/2 -1/2) (1/2 1/2)

Figure 4.2: In-situ RHEED patterns. (a) AlO (0001) substrate. (b)-(d) CCO films grown
at different conditions. Note, the incident electron beam of RHEED is fixed along the
[11̄00] direction of the substrate.

Laue circle, and the strongly developed Kikuchi lines testify the smooth morphology of

the AlO (0001) substrate [132]. After CCO was deposited on the substrate surface, two

additional half order reflections occurred on the RHEED images [Fig. 4.2 (b)] due to the

double expanding of CCO unit cell compared to AlO in the real space. Moreover, with the

optimized growth parameters (T = 700 ◦C and P = 10−3 Torr O2) the distinct spots from

both specular and off-specular reflections with the streak patterns indicate excellent film

crystallinity and flat surface morphology. These observations further confirm a well defined

2D growth mode. It is also worth noting that lowering either the growth temperature or

the oxygen partial pressure would render a quasi-2D growth mode [Fig. 4.2 (c)] or even a

3D island mode [Fig. 4.2 (d)]. When the deposition process was completed, the film was

annealed at the growth condition for 15 min to compensate any oxygen vacancy and then

cooled down to room temperature.

It is of critical importance to ensuring the (111) growth direction is maintained after the

deposition and determining the total film thickness. Thus we performed the XRD 2θ-ω

scans (Cu Kα radiation, λ = 1.5406 Å) on resultant CCO thin films as well as on a pure

61



CC
O

 (2
22

)

CC
O

 (4
44

)

CC
O

 (3
33

)

In
te

ns
ity

 (a
.u

.)

2θ-ω (deg.)

100

101

102

103

104

105

858075706560555045403530

 CCO on AlO
 AlO substrate

2θ-ω (deg.)

Re
fle

ct
iv

ity
 (a

.u
.)

103

104

105

106

107

4.03.02.01.0

1 μm 1 μm

1 nm

Ra ≈ 60 pm

(a) (b)

(c)

Figure 4.3: (a) X-ray diffraction of CCO thin films and the AlO substrate. Film peaks
are labeled on the graph. The sharp peaks belong to the AlO (0001) substrate. Note, the
lattice constant obtained is 8.34 Å, which equals the bulk value. (b) X-ray reflectivity data
of the same sample. Film thickness calculated according to the Kiessig fringes is about 25
nm. (c) Atomic force microscopy scan of the film surface.

AlO substrate, together with a XRR scan on the film . As shown in Fig. 4.3 (a), the ex-

pected CCO (222), (333) and (444) Bragg reflections are clearly seen, which testify that

the sample has the (111) our-of-plane orientation. The lattice constant calculated from the

peak position is ∼ 8.33 Å, which is in excellent agreement with the bulk value [125]. Based

on the XRD pattern, no impurity phases are detected. Fig. 4.3 (b) displays the XRR curve

of CCO, yielding a total film thickness of about 25 nm extracted from the period of the

thickness fringes, which provides additional evidence for the sample flatness. In addition,

smooth surface morphology is corroborated by the AFM imaging shown in Fig. 4.3 (c).

The obtained average surface roughness is below 60 pm for a 1 µm by 1 µm scan.

Due to the well-known persistent multivalency problem in the thin film growth of spinel

oxides, the proper valency of the Cr and Co ions must be confirmed. Fig. 4.4 (a)–(b) show

XPS measurements taken on Cr and Co 2p core levels. As seen, Cr has two peaks at about

577 eV and 587 eV which correspond to the 2p3/2 and 2p1/2 peaks indicating Cr is in the

trivalent state [133, 134]. The 2p3/2 and 2p1/2 peaks of Co are at 781 eV and 797 eV indi-

cating Co is in the divalent state [133, 134]. In addition, no extra peaks from Cr2+, Cr4+

or Co3+ are observed, which excludes the possibility of a multivalent charge state.

To further elucidate that the CCO thin film maintains the normal spinel structure with-
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Figure 4.4: (a)-(b) Core level XPS data (Mg anode) of (a) Cr 2p and (b) Co 2p. (c)-(d)
X-ray scattering spectra measured at 15 K and 80 K on the L edge of (c) Cr and (d) Co.

out cation disorder, XMCD experiments were carried out at beamline 4-ID-C of the Ad-

vanced Photon Source (APS) in Argonne National Laboratory. Left (I+) and right (I−)

polarized soft x-rays with an incident angle of 15◦ were tuned to the L edges of Cr and Co

and recorded in scattering mode [72]. In the XRMS mode, the difference between I+ and

I− near the absorption edge represents the contribution to the scattering amplitude from

uncompensated magnetic moments of a specific chemical element [135], while the sum I+

+ I− is connected to the charge state [136]. Fig. 4.4 (c)–(d) show the total reflectivity in-

tensity (I+ + I−) of both Cr and Co as a function of incident photon energy. As seen, the

lineshapes of each element measured at 15 K and 80 K are almost unchanged. The posi-

tions of the main absorption edges L3 and L2 together with the satellite peaks are almost

identical to the previous reported study [5], which implies all of the Cr3+ are in the octa-

hedral sites while all the Co2+ sit in the tetrahedral sites. The slightly different lineshapes

from the references are due to the specific detector mode used in the experiment.

Next we discuss the magnetic properties of the CCO thin film. To this end, temperature

dependent magnetization was measured while cooling in an applied magnetic field of 0.2
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Figure 4.5: Temperature-dependent magnetization curves of CCO in an applied field
of 0.2 T along the [11̄00] direction of the substrate. The inset is a magnified plot in the
vicinity of the second transition point. (b)-(c) XRMS data on the L edge of (b) Co and
(c) Cr measured with different applied magnetic fields at 15 K. The color series of red,
green, blue and pink stands for field strength of 5 T, 3 T, 1 T and 0.1 T, respectively.
(d) Absolute values of Co and Cr XRMS main peaks as a function of applied field and
temperature.

T by SQUID. As seen in Fig. 4.5 (a), the ferrimagnetic phase transition occurs at a Tc

around 95 K. As the temperature further decreases, the collinear to incommensurate spiral

ferrimagnetic phase transition [127] takes place at Ts ≈ 22 K. Element-specific spin align-

ments were further investigated by XRMS spectra on Cr and Co L2,3 absorption edges at

15 K and 80 K in different applied fields from 5 T to 0.1 T. All of the XRMS data have

been normalized by using the corresponding total reflectivity intensity. As presented in

Fig. 4.5 (b)–(c), both Cr and Co exhibit significant XRMS signals in the vicinity of their

absorption edges. The maximal XRMS signal at Cr L3 edge is about +20% while that

of Co is around -80%, which indicate strong ferromagnetic ordering of the moments on

each type of metal ions, respectively. Note, the sign of the maximal XRMS signal is op-

posite for Cr and Co due to the ferrimagnetic nature of this material, which implies the

overall spin orientation of Cr is antiparallel to those of the Co ions. In Fig. 4.5 (d), the
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magnitudes of the maximal XRMS values of Cr and Co at 15 K and 80 K are plotted as a

function of applied magnetic field showing a saturation field of approximately 3 T. This is

much larger than the reported bulk values [127, 128, 134] which are typically less than 0.6

T. This difference is attributed to the fact that in the bulk the magnetic field is commonly

applied along the CCO [001] direction which is the spin easy axis.

4.3 Establishment of (111) CoCr2O4/Al2O3 superlattices

After discovering the proper growth condition of CCO, we turn our attention to the next

step: manipulating the thickness of (111)-oriented CCO towards the 2D ultrathin limit.

As it is proposed in many artificial superlattice systems [137, 41, 42, 138, 139, 43], there

exists a common material design strategy in the GLE theme, namely growing the 2D “ac-

tive layer” sandwiched by some wide band-gap insulating spacer because in such a way,

the spacer can entirely terminate the 3D lattice geometries, chemical environments, elec-

tron hopping routes, and magnetic exchange couplings along the growth direction. Also

from the experimental point of view, establishing a superlattice structure will be beneficial

to obtaining more distinct signals from the “active layer”. Therefore, it is of great impor-

tance to determine the spacer material which is structurally compatible, chemically stable,

and able to be grown under the growth condition of the active material. In our case, AlO

was selected as the spacer because: (1) AlO is a non-magnetic insulator with a large band

gap of about 9 eV. (2) Since along the (0001)-direction, its oxygen sublattice consists of

the hexagonal close packing (HCP) arrangement in the form of AB, which has an in-plane

lattice geometry almost perfectly matching the CCP arrangement of oxygen sublattice of

CCO in the form of ABC [see Fig. 4.6 (a)]. In addition, a fairly small lattice mismatch of

∼ 3% can be obtained when we compare the respective in-plane O-O distances (AlO: 2.74

Å; CCO: 2.82 Å). (3) It has been reported when atomic layers along the growth direction

are not charge neutral planes, the polarity mismatch between different components may

lead to interfacial reconstruction, defect and impurity phase formation [140, 141, 54]. The

compatibility of CCP and HCP lattices offers the perfect structural and chemical continu-

ity between CCO and AlO layers, which effectively eliminates the polar mismatch issue.

A series of 2CCO/mAlO (m = 1 and 2 unit cells) superlattices were fabricated using a

KrF excimer laser operating at λ = 248 nm. The substrate was maintained at 700 ◦C un-

der a partial pressure of 1 - 5 mTorr of oxygen during the deposition with the laser’s inten-
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Figure 4.6: (111)-oriented CCO/AlO heterostructures. (a) Epitaxial relationship between
CCO and AlO. The hexagonal close packing of AlO oxygen sublattice is labeled as AB in
black, while the cubic close packing of CCO oxygen sublattice is labeled as ABC in brown.
(b)-(d) RHEED images during the growth of each component. The half-order reflections
(marked by pink solid circles) observed on CCO layer is due to the double expansion of
the in-plane unit cell.

sity ∼ 2 J/cm2 at the target. The ablation frequencies for CCO and AlO were 4 Hz and

2 Hz, respectively. Samples were annealed at the growth condition for 15 min and then

cooled down to room temperature. The entire growth process was monitored by in-situ

RHEED with the incident electron beam along the [11̄00] direction of the substrate. 1 µm

by 1 µm AFM images were scanned over several different areas of the sample surface after

the post-annealing process to check the surface morphology and flatness. Detailed infor-

mation about the thickness of each layer and interfacial roughness was obtained from the

fittings of the X-ray reflectivity (Cu Kα1 line (λ = 1.5406 Å)) data. Synchrotron-based X-

ray diffraction measurement was performed at the beamline 6-ID-B of Argonne National

Laboratory. The chemical valences and proper stoichiometry of the samples was investi-

gated by core-level XPS measurements with monochromatic Al Kα source.
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whereas for XRD, λ = 1.4932 Å.

First we discuss the structural properties of the heterostructures. Fig. 4.6 (b)–(d) RHEED

patterns present a detailed overlook of the deposition process. The clear specular and

off-specular reflections on the zero-order Laue circle together with the Kikuchi lines in

Fig. 4.6 (d) demonstrate a flat and good crystalline substrate surface. Once the CCO layer

is formed on the substrate, two additional streaks occur in the middle of the specular and

off-specular spots as shown in Fig. 4.6 (c). These half order reflections are the characteris-

tic signature of spinel thin films grown on sapphire substrate and have also been observed

in other works [142, 143, 123]. The evolution of these RHEED images confirms that the

epitaxial growth relation is CCO (111)[11̄0] || α-AlO (0001)[11̄00]. When the first AlO is

deposited onto the CCO layers, the typical spinel half orders become weaker and as the

second AlO layer is deposited, the half order streaks vanish and the RHEED pattern looks

closer to the substrate pattern, as displayed in Fig. 4.6 (b). These observations demon-

strate the formation of the α-AlO spacer as designed on top of the CCO layers. Further

AlO deposition produces the same RHEED patterns as Fig. 4.6 (b) which reveals the α-
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Table 4.1: Fitting parameters of the reflectivity curves of CCO/AlO superlattices.

Sample Items Top AlO (Å) Superlattice (Å) Bottom CCO (Å)

thickness 14.6 9.9/13.6 11.0
[2CCO/1AlO]4 roughness 3.5 2.6 1.0

thickness 30.8 9.8/27.0 12.9
[2CCO/2AlO]10 roughness 5.0 3.4 0.7

AlO phase maintains 2D stability. During the whole deposition process, the RHEED in-

tensity oscillations of the specular spot indicate a layer-by-layer growth of the superlat-

tices. The distinct reflection streaks are maintained throughout the deposition implying

the well developed crystallinity. To further examine the surface lattice symmetry, the sam-

ples were rotated by 60◦ steps relative to the original position exhibiting the same pattern

as Fig. 4.6 (b), which confirms that the surface lattice has indeed a six-fold symmetry. In

addition, the average rms surface roughness of the resultant samples is about 2 Å, which

provides another strong evidence of the smooth surface morphology.

More detailed information about the thickness, the surface and interface roughness of these

sets of superlattices was investigated by XRR. Two typical reflectivity curves with sim-

ulations for a thin sample [2CCO/1AlO]4 and a thick [2CCO/2AlO]10 sample are shown

in Fig. 4.7 (a). The distinct intensity oscillations (Kiessig fringes) over the whole scan

range indicate abrupt interfaces and flat surface crystallinity of the samples. All of the

fitting parameters and the corresponding values are given in Table 4.1. As seen, the fit-

ted thickness of each layer is in excellent agreement with the values estimated from the

specific number of laser pulses and RHEED oscillations of the reflected intensity. Further-

more, both superlattices maintain low roughness throughout the whole sample which cor-

roborates the layer-by-layer stacking of each part also monitored by RHEED. The over-

all structural quality of the films have been investigated by synchrotron-based XRD. The

diffraction scan in the vicinity of sapphire (006) reflection on the superlattices are shown

in Fig. 4.7 (b). As seen, besides the sharp substrate (006) peak, the broad film peak sur-

rounded by thickness fringes on both sides which correspond to the (222) reflection of

the superlattice is also clearly observed. Based on the XRD data, good crystallinity and

proper (111) orientation of the heterostructures have been confirmed. Besides that, both

the superlattice satellite peaks (±1st) and the thickness fringes of [2CCO/2AlO]10 are
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clearly distinguishable and labeled out on the figure. There are 8 fringes between two su-

perlattice peaks, which is consistent with the superlattice repeat unit 10 (N repeat unit,

N-2 fringes between superlattice peaks). The total thickness of this sample is about 37.1

nm which is in good agreement with the XRR simulation value ∼ 37.5 nm. The thick-

ness of the superlattice unit cell, [2CCO+2AlO] ∼ 3.71 nm, is determined by using the

positions of the 0th main peak the ±1st superlattice satellites. This is also very close to

the XRR simulated data ∼ 3.68 nm. The superlattice satellite is not quite clear on the

[2CCO/1AlO]4 XRD scan. The reason is probably due to the fact that the number of re-

peat units are so small that the superlattice satellite and thickness fringes are of similar

width and amplitude. Without simulation, it is difficult to distinguish. This is consistent

with the XRR results, for the [2CCO/1AlO]4 sample, neither the experimental nor the

simulated data exhibits very obvious superlattice satellites.

Next we turn our attention to the electronic properties of these samples. In order to inves-

tigate the valences and chemical stoichiometry of the sandwiched CCO layers, core-level

XPS measurements were performed on the superlattices. Fig. 4.8 shows the core-level Co

2p and Cr 2p spectra collected on the representative 2CCO/1AlO sample. As seen on the

left panel, the Co 2p spectrum consists of the spin-orbit split peaks corresponding to Co

2p3/2 and Co 2p1/2 at binding energies of 781.66 eV and 797.25 eV, respectively, and has

an energy separation denoted as ∆Co,2p ∼15.6 eV between them. The observed binding en-

ergy separation of 15.6 eV is characteristic for compounds containing Co2+ ions in a tetra-

hedral oxide environment [144, 145]. We also note that the binding energy separation in

case of Co3+ containing compounds is usually smaller (∼ 15.1 eV) [146].

Apart from the spin-orbit split main peaks, the Co 2p spectrum also consists of two in-

tense shake-up satellite peaks located on the higher energy sides of the Co 2p3/2 and Co

2p1/2 peaks, which are highlighted by the red arrows. It is well known [146, 147] that while

Co2+ compounds show intense shake-up satellite peaks in Co 2p spectrum, the same fea-

tures are much weaker in case of Co3+ containing compounds. In case of Co oxide samples,

the shake-up satellite corresponds to the charge transfer excitation from a ligand oxygen

2p level to empty Co 3d states, and hence the relative energy separation from the shake-up

satellite to its corresponding main peak is a distinct signature of the Co charge state. As

seen in Fig. 4.8, the separation between the Co 2p3/2 peak and the corresponding shake-up

satellite is 4.6 eV and is very close to that observed in other Co2+ compounds [144]. On

the right panel, the Cr 2p spectrum similarly consists of the spin-orbit split Cr 2p3/2 and
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Figure 4.8: Core-level XPS data of the Co and the Cr 2p levels of the samples. The red
arrows represent the Co2+ shake-up satellites. The binding-energy separations of the Co
2p peaks, Cr 2p peaks and the energy difference between Co 2p3/2 and its corresponding
satellite peak, are denoted as ∆Co,2p, ∆Cr,2p, and ∆Co,Sat, respectively on the graph.

Cr 2p1/2 peaks at the binding energies of 577.15 eV and 587.20 eV, respectively. The bind-

ing energy difference of ∼10.0 eV between the Cr 2p3/2 and Cr 2p1/2 peaks agrees very

well with other Cr3+ containing compounds [145]. Based on these XPS results, the va-

lences of Co and Cr in our superlattice samples are assured to be 2+ and 3+, respectively.

Furthermore, the binding energy of the Al 2p level obtained from the XPS measurement is

∼ 74.3 eV, which confirms Al has a valency of 3+ in these systems [148].

4.4 Summary

In summary, we have fabricated (111)-oriented CCO thin films and CCO/AlO heterostruc-

tures with geometrically frustrated lattices on sapphire (0001) substrate. The comprehen-

sive structural, electronic and magnetic characterizations demonstrate the high quality of

the samples with expected epitaxial orientation, proper chemical valence and stoichiom-

etry. Both the CCO and the AlO thickness can be digitally controlled. These results of-

fers strong evidences on experimental realization of the GLE concept using state-of-the-art
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thin film deposition technique, and pave a way for building artificial quasi-2D transition

metal heterostructures on which a plethora of intriguing quantum phenomena can be ex-

pected.
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Chapter 5

Emergent magnetism of quasi-two-dimensional frustrated lattices by geometric

design

In the previous chapter, we have described in details about the initial step of geometrical

lattice engineering (GLE) in the pursuit of magnetically frustrated systems – fabrications

of high quality (111)-oriented ultrathin CoCr2O4/Al2O3 (CCO/AlO) superlattices. In this

chapter, we switch our attentions to the electronic and magnetic properties of this sys-

tem using a combination of state-of-the-art characterization techniques. It is found that

as the thickness of CCO is narrowed towards the two-dimensional (2D) limit, unlike the

bulk whose ground state has a spiral ferrimagnetic configuration, an emergent collinear fer-

rimagnetic phase becomes robust for the superlattices. And eventually for the ultrathin

case, no long range magnetically ordered state is observed and the system presents a sig-

nificant increase in the frustration parameter, indicating the realization of a novel strongly

frustrated system. Further explanation of these phenomena is proposed by linking the un-

derlying mechanism to the effective tuning of electronic bandwidth W , Hubbard U and

exchange coupling J by GLE. After carefully excluding the other probabilities, we propose

that this artificial frustrated system might be a candidate of quantum spin liquid.

5.1 Introduction

When antiferromagnetic exchange interactions between localized spins cannot be satisfied

simultaneously on triangle-related lattices, the systems become geometrically frustrated

with magnetically disordered phases significantly different from simple paramagnets [149].

From theory, spin liquid belongs to one of these exotic states, in which a macroscopic de-

generacy of the ground state coexist, giving rise to remarkable collective phenomena [150].

So far, very few candidate materials have been achieved experimentally due to the chal-

lenges in fabricating the peculiar lattices with networks of triangles. Here, we report the

discovery of emergent magnetic states on artificial heterostructures composed of ultra-

thin (111)-oriented CoCr2O4 sandwiched by nonmagnetic Al2O3 spacer. We reveal the

degree of frustration is remarkably enhanced at the two-dimensional limit, where the slab

of CoCr2O4 contains four alternating layers of triangle and kagome planes. The system
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Figure 5.1: Overview of the structural and electronic properties of the superlattices. (a)
Schematic of the (CCO)n/(AlO)3 superlattices. (b) The basic repeating unit (n = 1) of
the (111)-oriented CCO, which includes four geometrically frustrated planes: kagome Cr
plane (K), triangle Co plane (T), triangle Cr plane (T’), and triangle Co plane (T). Oxy-
gen ions are omitted for clarity. (c) High-angle annular dark-field scanning transmission
electron micrograph of a n = 2 sample. The substrate AlO has the α phase whereas the
AlO forms the γ phase in the film. The enlarged image (right panel) exhibits the interface
between the substrate and the film. The relative positions of the oxygen (red dot) layers
with respect to the cation layers are shown on the figure.

sustains a spin disordered state down to 2 K without observations of any magnetic phase

transition, indicating possible realization of a spin liquid phase.

5.2 Experimental methods

5.2.1 Sample fabrication

The superlattices were grown on 5 × 5 mm2 Al2O3 (0001) substrates by pulsed laser depo-

sition. Stoichiometric CCO and AlO targets were ablated using a KrF excimer laser (λ =

248 nm, energy density ∼ 2 Jcm−2) with a repetition rate of 4 Hz and 2 Hz, respectively.

The deposition were carried out at a substate temperature of 700 ◦C, under an oxygen

partial pressure of 5 mTorr. The films were annealed in situ at the growth condition for

15 minutes and then cooled down to room temperature. The layer-by-layer growth was

monitored by in situ high pressure reflection high energy electron diffraction (RHEED).

Detailed structural characterizations have been reported elsewhere [53].
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5.2.2 Polarized X-ray absorption and scattering characterizations

The temperature-dependent XMCD experiments were performed on beamline 4-ID-C at

Advanced Photon Source of Argonne National Laboratory. The L-edge X-ray absorption

spectra of both Co and Cr were scanned with left- and right- polarized X-rays at graz-

ing incidence. Samples were first field cooled down to 10 K and then measured during

the warming up process. To exclude any artifact, all the measurements were conducted

in both positive and negative external field. Data were recorded simultaneously with total

electron yield (TEY), fluorescence yield (FY), and X-ray magnetic reflectivity (XRMS) de-

tection modes. The XMCD hysteresis loops were measured on beamline 4.0.2 at Advance

Light Source of Lawrence Berkeley National Laboratory. Samples were cooled with zero

field and maintained at 15 K. The circularly polarized soft X-rays were incident with an

angel of 35◦ relative to the sample surface. The luminescence detection mode was used to

record the data.

5.2.3 Polarized neutron reflectometry

Polarized neutron reflectometry (PNR) data with model fitting. The experiments were

carried out on the PBR beamline of NIST Center for Neutron Research. The measure-

ments were performed at 10 K after field cooling the samples in a 0.7 T magnetic field.

The non-spin-flip data was fitted using the NIST Refl1D [151] software routines.

5.3 Results and discussions

5.3.1 Structure and local environment

CCO belongs to the normal spinel (AB2O4) chromite MCr2O4 (M = Mn, Fe, and Co), in

which the M2+ ions occupy the tetrahedral A sites and the Cr3+ ions occupy the octahe-

dral B sites [127]. The family exhibit complex magnetic ground state, determined by the

ratio of the antiferromagnetic nearest-neighbor exchange coupling JAB and JBB [152]. In

the bulk form of CCO, a collinear ferrimagnetic state first forms with a Curie tempera-

ture of 93 K and further transforms into a spiral ferrimagnetic state at TS ∼ 26 K. When

viewing along the (111) direction, the unit cell is composed of stacking of four geometri-

cally frustrated planes from the two sub-lattices (Fig. 5.1 (a) and (b), oxygen ions are not

shown). In the meanwhile, γ-AlO, which is an A-site deficient spinel is selected as the non-
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Figure 5.2: Co (a) and Cr (b) L edge X-ray absorption spectra of the superlattices with
n = 1, 2, and 4. The bulk spectra are plotted as references taken from measurements on
CCO powders [5] with normal spinel structure.

magnetic spacer because of the structural compatibility with CCO.

A series of (111)-oriented [(CCO)n/(AlO)3]4 superlattices (n = 1, 2 and 4) were fabricated

by pulsed laser deposition on sapphire (0001) substrate, as described in details elsewhere

[142, 53]. Moreover, the degree of cation distribution disorder is investigated by X-ray ab-

sorption spectroscopy (XAS) measurement, an element-specific technique that is sensitive

to probe the chemical state and local environment. No clear signature of cation distribu-

tion disorder is observed for all of the superlattices due to the fact that the lineshapes as

well as the peak positions at the L2,3 absorption edge (2p → 3d transition) are almost

identical to the bulk results (Fig. 5.2 (c) and (d)). This information corroborates the for-

mation of the expected ionic layers out of normal spinel structure.

5.3.2 Overall magnetization characterizations

PNR measurements with model fittings on the superlattices, as shown in Fig. 5.3 not only

confirm the high quality of the superlattice structure once again, but also clarify the net

magnetic moment per chemical formula with different CCO thickness. The in-plane mag-

netization per formula unit decreases slightly from 0.48 µB/f.u. at n = 4, to 0.42 µB/f.u.

at n = 2, which demonstrate the formation of long-range magnetic orderings in these two

samples. However, the value drops dramatically down to ∼ 0, indicating the absence of
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Figure 5.3: (a) PNR data with model fitting on the nCCO/3AlO superlattices. (b) Net
magnetization and the nuclear scattering length density (SLD) depth profiles of the super-
lattices. Data was recored at 10 K with 0.7 T in-plane external field.

any long-range magnetic orderings at n = 1.

In order to make sure of the magnetic phase transition temperature, temperature depen-

dence of the dc magnetization was scanned on each sample, which are plotted in Fig. 5.4.

The signals were recorded during the zero field cooling process from 300 K down to 2 K.

The bare substrate in this experiment was treated exactly the same as growing a superlat-

tice with full cycles of heating, annealing and cooling, to elucidate any artifacts. As seen,

the ferrimagnetic transition occurs on the n = 8, 4, and 2 samples at Tc = 73 K, 58 K,

and 40 K, respectively, whereas no clear signature of any transition was observed on the

n = 1 sample down to the base temperature as its signal is almost identical to that of a

bare substrate. Including the bulk transition temperature at Tc = 95 K, a clear monotonic

decrease of Tc is observed as the CCO thickness is suppressed towards the 2D limit.

5.3.3 Temperature-dependent XMCD and hysteresis loops

To further investigate the magnetic properties of each sublattice of CCO, XAS were recored

simultaneously with both left- and right-polarized incident X-rays. The difference between
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Quantum Interference Devices (SQUID) from quantum design.

two spectra, X-ray magnetic circular dichroism (XMCD) originates from the net magneti-

zation of a specific probing element (Fig. 5.5 (a) and (b)). The sign of the strong L3 peaks

indicate the magnetic moment of Co is along the external field while the moment of Cr is

against the field. Temperature-dependent XMCD spectra on the L3 edge (Fig. 5.5 (c) and

(d)) demonstrate that for n = 4 and n = 2 samples, an onset of the magnetization was

seen at 70 K and 50 K, respectively. Below this temperature, ferromagnetic long-range or-

derings occur on both the Co and the Cr sublattices. However, it is not clear whether the

upturn behavior for n = 1 sample corresponds to the formation of any long-range ordering.

To clarify this, XMCD hysteresis loops of each element were scanned up to 0.5 T (Fig. 5.6

(a) and (b)). As is consistent with the temperature-dependent results, narrow loops were

observed for n = 4 and n = 2 samples with the net magnetization of individual element

opposite to each other. Therefore, the magnetic ground state for n = 4 and n = 2 sam-
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Figure 5.5: (a) and (b) XMCD spectra on the L edge of Co and Cr at 15 K, respectively.
(c) and (d) Temperature dependence of the XMCD L3 intensity for Co and Cr, respec-
tively. Measurements were recorded during the warming up process, after field-cooling the
samples in a 0.1 T field from room temperature to 10 K. The onset of the para- to ferri-
magnetic transition temperature is ∼ 70 K for n = 4 and ∼ 50 K for n = 2 samples. The
insets show the results of a 50 nm thick CCO films with (111) orientation, indicating bulk-
like behaviors with an onset of the transition temperature at ∼ 97 K.

ples is ferrimagnetic. However, instead of a loop behavior, a linear relationship between

the XMCD and the field was observed on both elements for the n = 1 sample, indicating

the absence of any long-range ordering down to 15 K. Moreover, SQUID data of the same

sample (Fig. 5.4) reveals that there is no long-range ordering phases existing down to 2 K.

As a result, the magnetic state of n = 1 sample is a spin disordered phase.

5.3.4 XMCD fitting

In order to achieve deeper insights into the magnetic structure of the superlattices, we per-

formed fittings on the XMCD results, which are shown in Fig. 5.7 and Fig. 5.8. Details
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Figure 5.6: Magnetic hysteresis loops of the XMCD L3 intensity for Co (a) and Cr (b),
respectively. For all the superlattices, the scans were performed by sweeping the external
magnetic field up to 0.5 T after zero-field-cooling from room temperature to 15 K.

about the fitting methods are shown below.

Field-dependent XMCD

In the following, we show that for n = 4 and 2 samples, the XMCD data can be described

consistently using a two-sublattice collinear ferrimagnetic model [6, 7]. In this model, the

net magnetic moments of each sublattice i (i = Co, Cr) below the Curie temperature are

antiparallel. Within the nearest neighbor approximation, the Weiss molecular field on each

site is contributed by both the inter-sublattice and the intra-sublattice exchange interac-

tions.

For each sublattice below the transition, the net magnetization per site is given by the

modified Brillouin function:

yi = BSi
(xi) =

2Si + 1

2Si
coth(

2Si + 1

2Si
xi)−

1

2Si
coth(

1

2Si
xi) (5.1)

with
yi = Mi/Mi0

xi =
giµBSi
kBT

[H + w(−aiMi −Mj)], i 6= j
(5.2)

In which Mi is the magnetization per site of the ith sublattice and Mi0 is the saturated

magnetization. Therefore yi is the reduced magnetization. Si is the spin magnetic moment

of the ith sublattice. In this case, Co2+ and Cr3+ ions have equal values, SCo = SCr = 3/2.

gi is the gyromagnetic ratio and we took gCo = 2.2 and gCr = 2.0 [153]. w in xi represents
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the inter-sublattice Weiss constant, which is linearly promotional to the exchange inter-

action JAB. And ai is the factor expressing the intensity of the intra-sublattice exchange

interaction with respect to the inter-sublattice value.

In order to relate the variables to our XMCD results, we rewrite xi into the normalized

form:

xi =
giµBSiH

kBT
+ θ · 3S

S + 1
(−ai

Mi

Mi0

− Mj

Mj0

), i 6= j

θ =
g2i µ

2
BS(S + 1)

3kBT
w

(5.3)

Now Mi is the field-dependent XMCD intensity. Taking the non-saturation effect into con-

sideration, we denote a ratio Ci ≡ Mi0/Mi,H=0.5T where Mi,H=0.5T is the XMCD intensity

measured under 0.5 T external field. Finally, the ferrimagnetic Brillouin function has the

form:

yi =
Mi

Ci ·Mi,H=0.5T

BSi
(xi)

xi =
giµBSiH

kBT
+ θ · 3S

S + 1
· 1

Ci
(−ai

Mi

Mi,H=0.5T

− Mj

Mi,H=0.5T

), i 6= j

(5.4)

The fitting parameters are the dimensionless Ci, θ, and ai. Especially, in our case, ai=Co

is negligible due to the weak exchange interaction JAA between nearest neighbor Co sites

[152].

For n = 4, we obtained CCo = 2.54 ± 0.10, CCr = −2.11 ± 0.01; θ = 1.28 ± 0.01, and

aCr = 0.49± 0.01. For n = 2, CCo = 4.03± 0.28, CCr = −1.67± 0.07; θ = 1.17± 0.01, and

aCr = 0.37± 0.01.

The frustration parameter, f , defined as f = |ΘCW | /Tc is related to aCr [6]:

f =
2 + aCr√

a2Cr + 4− aCr
(5.5)

Accordingly, the frustration parameter is f = 1.59 for n = 4 and f = 1.42 for n = 2.

Temperature-dependent XMCD

For the n = 1 sample, we applied the conventional Curie-Weiss fitting on the temperature-

dependent XMCD data. The net magnetization is the sum of the signals from both ele-

ments, M(T ) = MCo(T ) +MCr(T ). And the net susceptibility is given by

1

χ
=

C

T + ΘCW

(5.6)

The obtained fitted Curie-Weiss temperature ΘCW is ∼ -480 K. Since no clear signature

on formation of long range magnetic ordering is seen down to 2 K, the frustration parame-

ter for n = 1 is f > 240.
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Figure 5.7: Brillouin function fittings on the field-dependent XMCD data of (a) Co and
(b) Cr at 15 K (below their corresponding transition temperatures) for n = 2 (circle)
and n = 4 (square) samples. The Brillouin function is modified based on a two-sublattice
collinear ferrimagnetic model [6, 7].

In this model, it is proposed that the structure below the Curie temperature is a collinear

ferrimagnet. The magnetic behavior of each sublattice is described using the modified Bril-

louin function which takes the Weiss molecular field generated from exchange coupling

JAB and JBB into consideration. Fitting the field-depended XMCD of each element can

give rise to the ratio of JBB/JAB, which is the microscopic origin of the magnetic frustra-

tion in these materials. It turns out that for n = 4 the ratio is ∼ 0.48 and ∼ 0.35 for n =

2. These values relates closely to the degree of frustration is judged by the frustration pa-

rameter f , defined as f = |Θa| /Tc [149]. These correspond to the frustration parameter In

comparison to the bulk value ∼ 1.50 [127], the frustration effect is suppressed monotoni-

cally when the thickness of CCO decreases from bulk to n = 2.

For the n = 1 sample, we performed the Curie-Weiss Law fitting to obtain the asymptotic

Cure-Weiss temperature ΘCW (Fig. 5.8). The total magnetization is obtained by sum-

ming the XMCD from Co and Cr together. It was reported the value of f is ∼ 6 in bulk

CoCr2O4 [11] but surprisingly for the n = 1 sample, we got ΘCW ∼ -142 K and Tc < 2

K (Temperature dependence of magnetization was measured down to 2 K and no distinct

signature of any transition was observed, as shown in Fig. 5.4.), giving rise to f > 71.
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5.3.5 Discussion on the magnetic ground state

A large frustration parameter, f ∼ 100−1000, is a strong indication of quantum spin liquid

[150]. Therefore, the magnetically disordered state of the n = 1 sample can be a possible

candidate. Here, we have to notify that identifying in laboratories a quantum spin liquid

state is still circumstantial owing to the lack of a standard experimental definition. How-

ever, the probability of being a quantum spin liquid can be enhanced by excluding other

counterparts. First, it is not a simple paramagnet due to the very intensive magnetic frus-

tration. Moreover, according to the XMCD measurements, the linear M−H relationship of

both Co and Cr elements persists up to 5 T with no saturation (Fig. needs added!). As a

result, it is unlikely a superparamagnet. In fact, this can be further verified by calculating

the ratio of remanence Hr to coercivity Hc. A superparamagnet typically has this value >

10, whereas it is only ∼ 2 for the n = 1 sample as shown in the supplementary, referring to

the high improbability of being a superparamagnetic phase.

As for other spin-disordered phases such as spin glass, when the thermal fluctuations be-

come considerably small at low temperature, the localized spins will end up freezing in
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random directions at a transition temperature Tf , with a distinct “cusp” exhibiting on the

M − T curves [154]. This can be eliminated by the absence of any “cusp” behavior ob-

served on the temperature-dependent XMCD of the n = 1 sample. Last but not least, we

can further rule out spin ice, an exotic state of matter which is the other type of geometri-

cally frustrated magnet since the exchange interaction in this situation is usually ferromag-

netic.

5.3.6 Phase diagram

Finally, to elucidate the underlying mechanism of the observed evolution of magnetic ground

state with CCO thickness, we established the “temperature – frustration parameter” phase

diagram (Fig. 5.9) including our samples, other ACr2O4 members [8, 9, 10, 11, 12, 13] and

probable candidates of quantum spin liquid [14, 15, 16, 17, 18]. When the A site is a mag-

netic ion (A = Cu, Mn, Fe, Co and Ni), the dominant inter-sublattice antiferromagnetic

superexchange coupling JAB favors the Neel-type ferrimagnetic configuration but still com-

petes with the antiferromagnetic interaction within the pyrochlore B sublatttice, JBB,

which induces weak geometrical frustration [127, 152]. The resultant magnetic ground

state can be either collinear or non-collinear ferrimagnetic depending on the magnitude of

frustration. On the other hand, when the A site is non-magnetic (A = Cd, Zn and Mg),

the purely antiferromagnetic coupled moments on the pyrochlore Cr sublattice are in-

herently with relatively strong geometrical frustration, maintaining the spin liquid state

over a wide temperature range. However, since the quantum fluctuations are not strong

enough, long-range antiferromagnetic orderings with complicated configurations can still

occur at low temperature. Further increasing the quantum fluctuations could drive a sys-

tem into the region with extremely high frustration, where the spin liquid state persists

down to T = 0 K (quantum spin liquid). It has been suggested this can be realized on lat-

tices with reduced dimensionality or coordination [109]. So far, only a few systems have

been reported as possible candidates belonging to this region (the right panel of Fig. 5.9

from BaCu3V2O8(OH)2 to ZnCu3(OH)6Cl2). [14, 15, 16, 17, 18]

In our experiments, starting from the bulk-like CoCr2O4, the effect of reduced dimension-

ality could drive the electrons to be more localized, giving rise to an enhancement of the

Hubbard repulsion U . It has been suggested by LSDA + U calculation in this compound

that increasing Hubbard U could lead to a decrease in strength of all coupling constants
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[155], which is directly related to the Curie-Weiss temperature ΘCW by mean-field theory.

Moreover, it was also noticed that the decrease of JBB is faster compared to JAB [155],

which would suppress the competing effect and lower the magnetic frustration. Results

of the n = 4 and 2 samples are consistent with this scenario, where we observe markedly

smaller ΘCW and frustration parameters f . As a result, the magnetic behavior is shifted to

the left side with a collinear ferrimagnetic configuration as the ground state. Surprisingly,

however, the extremely large f of the n = 1 sample indicates its behavior bypasses the

whole ACr2O4 regions with no bulk-like imprint. Such a sharp increase of f may have sev-

eral contributions. First, since n = 1 is on the verge of the two-dimensional limit leaving

only four geometrically frustrated cation planes as shown in Fig. 1b, quantum fluctuations

are expected to have a large increase. Second, we note that due to the entirely breaking of

the translational symmetry along the (111) direction, the exchange coupling within each

planes tends to be more dominant, which can also increase f to a profound scale. There-

fore, despite ΘCW is still with close magnitude, no long-range magnetic ordering presents

down to 2 K for the n = 1 sample.

5.4 Summary

In conclusion, we have provided detailed insights into the evolution of magnetic ground

state of (111)-oriented nCCO/3AlO superlattices. The significantly large frustration pa-

rameter at the ultrathin limit (n = 1) reveals the crossover from bulk-like behavior to

the creation of a novel quasi-two-dimensional geometrically frustrated lattice. Our results

highlight the opportunities towards the realization of exotic quantum many-body state

such as quantum spin liquid and also demonstrate the potential of geometrical lattice engi-

neering for manipulating properties and functionalities of complex oxides.
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Chapter 6

Conclusions and future prospects

6.1 Conclusions

The main purpose of this dissertation is to design and discover artificial systems with emer-

gent phenomena by means of heteroepitaxial engineering, which in turn corroborates our

understanding about the fundamental physics of strongly correlated electrons. By apply-

ing the strategy of interface engineering, a novel two-dimensional electron gases (2DEGs)

system is realized in ultrathin YTiO3/CaTiO3 superlattices growth on NdGaO3 substrate

with pulsed laser deposition. This system is one of the very few non-SrTiO3-based 2DEGs.

A combination of reflection-high-energy-electron-diffraction, X-ray diffraction and reflec-

tivity characterizations confirm the layer-by-layer growth of the films with exceptionally

smooth surface morphology and sharp interfaces. Transport measurements reveal that the

superlattices exhibit metallic conduction from 300 K to 2 K with electrons as the charge

carriers. These findings suggest another route to realizing complex oxide 2DEGs without

hindering effects from complex behavior of SrTiO3 and provides a new playground to in-

vestigate possible interplay between magnetism and superconductivity at such interfaces.

In order to investigate the magnetic frustration phenomena, unconventional (111)-oriented

CoCr2O4 (CCO) thin films and CoCr2O4/Al2O3 (CCO/AlO) heterostructures have been

fabricated on sapphire (0001) substrate for the first time. In this case, geometrically frus-

trated lattices are formed intrinsically. The comprehensive structural, electronic and mag-

netic characterizations demonstrate the high quality of the samples with expected epitaxial

orientation, proper chemical valence and stoichiometry. Both the CCO and the AlO layer

thickness can be digitally controlled. These results provide solid evidences on experimen-

tal realization of the geometrical lattice engineering (GLE) concept using state-of-the-art

thin film deposition technique. Also, it paves a way for building artificial quasi-2D transi-

tion metal heterostructures on which a plethora of intriguing quantum phenomena can be

expected.

Advanced electronic and magnetic characterizations of the CCO/AlO superlattices provide

detailed insights into the evolution of the magnetic ground state. As the thickness of CCO

is decreased towards the 2D limit, the non-collinear ferrimagnetic state in the bulk trans-
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forms into a collinear ferrimagnetic state. Finally, at the ultrathin limit with only one unit

cell of CCO, a drastically large frustration parameter is observed, revealing the crossover

from a magnetically ordered state to the creation of a novel quasi-2D geometrically frus-

trated state, which is a possible candidate of quantum spin liquid. These results highlight

the opportunities on realization of exotic quantum many-body states and also demonstrate

the potential of GLE for manipulating properties and functionalities of complex oxides.

6.2 Future prospects

There are several promising directions which may follow from the work discussed in this

dissertation. With respect to the CTO/YTO project, a rather fundamental and essential

question is raised if one summarizing the transport behaviors of other members belong-

ing to the ATO/RTO (A is a alkaline-earth element and R is a rare-earth element) fam-

ily: Is the “polar discontinuity” model [80] rigorously true for every of the 2DEG systems?

Specifically as shown in Fig. 6.1, any of these combination will give rise the same polar

mismatch pattern at the interface. However, some of the systems are metallic [Fig. 6.1 (a),

(b) and (d)] while others are insulating [(c), (e), and (f)]. These observations immediately

indicate that some important factors are missing, which seem to play a significant role in

determining the conductivity of such interfaces. One possible suspect is the specific TiO6

octahedral distortions and the A-O-R bond angles at the interface, which will effectively

vary the Ti d bandwidth. In order to fully elucidate this question, theoretically doing ab

initio calculations on the Ti d and O p subband structures should be a meaningful way

to clarify whether and what is the true conduction band. Also it can help to predict their

magnetic properties. On the experimental side, high-resolution transmission electron mi-

croscopy images will be very helpful to shed light on detailed structural information at

the interface such as the distortions, octahedral rotations and symmetries, and the A-O-R

bond angles.

With respect to the GLE, currently researches have been done mainly with emphasis on

systems layered along the cubic (or pseudo-cubic) (111)-orientation of perovskites and

spinels. However, the GLE concept is certainly not restricted to those systems and its re-

alization opens wide opportunities for experimentalists to fabricate other interesting lat-

tices in the heterostructure form. For instance, apart from spinel-type compounds, 2D

frustrated lattices also appear in ultra-thin (111)-oriented pyrochlore (chemical formula:
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Figure 6.1: (a) - (f) Temperature dependence of sheet resistance of ATO/RTO interfaces
(A = Ca, Sr, Ba; R = La, Y).

A2B2O7) structures (Fig. 6.2, right top panel). This can be easily understood since the

B sublattice in the pyrochlore structure is identical to that of spinel. Several theoretical

works [41, 46, 156, 157] have predicted the emergence of topological states with different

B cations, while the experimental work on fabricating (111) pyrochlore films have been

recently initiated [158, 159, 160]. Additionally, it was theoretically proposed that a mono-

layer of corundum-type (chemical formula: M2O3) structure grown along the (0001) direc-

tion could also form the graphene-like honeycomb lattice geometry [161] analogous to the

perovskite (111) bilayers (Fig. 6.2, left panel on the top). To push this field further, one

can envision that a combination of GLE with other designing approaches should allow for

even more exotic phases. A fusion of GLE and interface engineering (IE) may enable new

tailor-made phenomena since for heterostructures the mismatches at the interface should

be profoundly altered by the epitaxial orientation. For instance, assuming the “polar dis-

continuity” model is right, the polar mismatch patterns then vary with the orientation of

the heterostructure. This can be utilized to tune the carrier density and mobility of the

2DEGs. Toward experimental realization of this idea a pioneering work has been reported
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Figure 6.2: Summary and outlook on GLE. The upper panel displays other possible rou-
tines to topological phase and frustrated magnetism by applying pure GLE. The bottom
panel presents the combination of GLE with IE or SE to establish new systems with in-
triguing physics such as quasi-particle excitation and emergent phenomena.

on the growth of the prototypical LaAlO3/SrTiO3 system with (001), (110), and (111) in-

terfaces (Fig. 6.2, right panel on the bottom) [162]. Another interesting theory proposal

is the study on the interface between (100)-oriented high-temperature superconducting

cuprate YBa2Cu3O7 (YBCO) and colossal magnetoresistance manganite LaxCa1−xMnO3

(LCMO). Compared to the extensively investigated (001) YBCO/LCMO interface where

the nodes of Cu dx2−y2 orbital are in the ab plane, the (100)-oriented YBCO has nodes

of the dx2−y2 orbital out of the CuO2 plane (see Fig. 6.2, left panel on the bottom). This

unique orbital coupling pattern is crucial for the emergence of the exotic Majorana state

[163]. Furthermore, the combination of GLE and strain engineering (IE) may open another

interesting dimension for controlled modifications of the bond-length and bond-angle in

structural units by epitaxial strain along the unconventional crystallographic axes.
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All in all, with the modern state-of-the-art thin-film fabrication methods, the notion of

GLE can be experimentally realized and used as another important control knob. Despite

the challenges of layering with atomic precision along unconventional crystallographic di-

rections, GLE has excellent potential for the discovery of novel electronic, magnetic, and

topological phases with complex functional materials.
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