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Abstract

Presented in this thesis is a motion planning scheme for enabling a quadrotor un-

manned aerial vehicle (UAV) to serve as an autonomous communications relay in

indoor or GPS-denied environments. The goal of the algorithm is to maximize the

throughput of the end-to-end communications channel. An extremum-seeking con-

troller steers the quadrotor while collision avoidance is provided by artificial potential

fields.

Extremum-seeking is model-free adaptive control method; it’s applicable in situ-

ations where there is a nonlinearity in the control problem and the nonlinearity has

a local minimum or maximum. The extremum-seeking controller presented here is

driven by antenna diversity and attempts to optimize the inputs to an unknown,

time-varying cost function characterized by the RF environment. Each of the multi-

ple antennas onboard the quadrotor receives the same incoming packets and provides
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associated signal strength measurements. The extremum-seeking controller then uses

these measurements to autonomously fly the quadrotor communications relay to an

optimal location so as to maximize throughput, all without positioning data.

This work is motivated by the need to extend the operating ranges of robots

in complex urban and indoor environments. The algorithm and necessary technical

background are presented in detail. Simulations results verify the validity of the

proposed extremum-seeking approach. Experiments demonstrate the feasability of

implementing the extremum-seeking controller with tangible hardware.
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Chapter 1

Introduction

1.1 Motivation

In modern-day warfare, the most likely battlefield is an urban environment. Superior

militaries control the skies and ground so hostile forces resort to fighting from inside

buildings, traveling through tunnels and sewers, and hiding in caves. Having soldiers

search and clear these areas is extremely dangerous due to the possible presence

of booby traps or waiting enemies [1]. Unmanned ground vehicles (UGVs) have

become a desired asset for the military as they can perform such missions while

keeping personnel out of harm’s way.

One such mobile robot is the Small Unmanned Ground Vehicle (SUGV) devel-

oped by iRobot Boeing. Shown in Figure 1.1 entering a building, the SUGV is a

lightweight, man-portable mobile robot which can be thrown into a room or cave.

The SUGV can climb stairs or move over rubble and bad terrain in all weather

conditions while streaming video and audio back to an operator. The robot can

be equipped with a dexterous manipulator as well as a variety of sensors including

electroptical and infrared cameras and chemical, biological, and radiation sensors [2].
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Chapter 1. Introduction

Figure 1.1: iRobot SUGV.

Whether it’s the military missions discussed above, police forces disarming or

disposing of a bomb, or first-responders performing hazardous material detection or

search and rescue amongst wreckage in a disaster area, mobile robots such as the

SUGV are typically controlled from a ground station external to the environment.

A considerable weakness of these robots is the communications link back to the

operator. These links may be hardwired but cable tethers are cumbersome, limit

manueverability, and are susceptible to snagging and breaking. High-frequency dig-

ital communications are the preferred means for maintaining connectivity between

the robot and ground station due to the high bandwidth available for transmitting

data and imagery. These radio frequency (RF) signals, however, are susceptible to

interference, multipath, and attenuation, making communication difficult to main-

tain in indoor or urban environments. As a UGV descends further into a building,

tunnel, or cave, the communications link back to the operator degrades and the

robots are thus limited to line-of-sight (LOS) operations.

The problem can be alleviated to a certain extent by higher power transmissions

and spread spectrum techniques (i.e., frequency hopping), but the use of these is

limited by size, weight, battery life, and spectrum availability. An alternative and
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Chapter 1. Introduction

arguably better way of solving this problem is to add communications relays between

the ground station and robot, creating a communications chain where the relay nodes

provide a series of LOS and near LOS of links. The quality of the end-to-end wireless

communication link is directly influenced by the location of the nodes in the radio

propogation network. While the end nodes (e.g., the UGV and ground station in

the scenario presented here) may move independently, the relay nodes should be

positioned so as to improve the throughput of the communications chain. For this

reason, mobile relays nodes are preferable to static nodes as they can autonomously

move in order to optimize their respective links.

1.2 Prior Work

The authors in [3] were the first to propose using controlled mobility for improving the

communications performance of a network of mobile agents. The proposed scenario

consists of fixed source and destination nodes with some number of mobile relay

nodes whereby each agent know its position and the position of its neighbors and

attempts to optimize the communications chain based on this information. Execution

of the algorithm results in the nodes assuming a position on the straight line between

the source and destination nodes with equidistant spacing between each node. As

this approach does not take into account any actual measure of the quality of the

communications links, the resultant throughput will likely be less than optimal,

especially in the presence of noise sources and physical obstructions.

1.2.1 UAV Communications Relay

Several existing military UAVs have in recent years taken on the additional role

of serving as a communications relay as they’re capable of providing more band-
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Chapter 1. Introduction

width and less latency than satellite communications. This includes large fixed-wing

UAVs such as Northrop Grumman’s Global Hawk, General Atomics’s Predator, and

AAI’s Shadow and the unmanned helicopter, Northrop Grumman’s Fire Scout [4].

These systems typically use the Global Positioning System (GPS) and multiple radios

to provide battlefield coverage such as relaying ground-to-ground communications

around mountainous terrain.

Most research to date has focused on position-based solutions. In [5], the author

employed mixed integer linear programming (MILP) in order to position one or

multiple rotorcraft UAVs between a user-controlled helicopter and the accompanying

ground station. The relay nodes are located so as to maintain LOS links with its

neighboring nodes. The authors in [6] attempted to solve the same problem but by

using a Bellman-Ford algorithm.

In [7, 8], the authors moved beyond the traditional position-based methods in

order to intelligently locate a fixed-wing UAV that serves as a relay node in a com-

munications chain. As a fixed-wing UAV has to maintain continual forward motion

in order to stay aloft, the researchers used this to their advantage. The aircraft is

commanded to continually orbit around a center-point (i.e., a one-waypoint flight

plan). As it circles, signal-to-noise ratio (SNR) measurements are taken so as to

estimate the gradient of the communications field. The location of the UAV’s orbit

center-point is then moved based on the gradient field constructed by these SNR

measurements in order to improve the quality of the end-to-end communications

link.

Similarly, the authors in [9] used quadrotor UAVs as communications relays to

provide connectivity between a group of ground robots. Vehicle positions, obtained

from GPS, are shared between all of the UAVs and UGVs. Signal-to-Interference

Ratio (SIR) measurements are taken by each UAV for each of its communications

links. The positioning information and SIR measurements are then used as inputs

4



Chapter 1. Introduction

Figure 1.2: Conceptual LANdroid.

into a cost function — the negative gradient of the cost function is used to indepen-

dently drive each UAV to an optimal position where they can provide communication

coverage while maintaining seperation between themselves and the other relay UAVs.

1.2.2 Indoor Communications Relay

Little work has been done regarding the use of communications relays in indoor or

GPS-denied environments. The United States Department of Defense is address-

ing this void by way of the Defense Advanced Research Projects Agency (DARPA)

LANdroids program. The goal of LANdroids is to create intelligent, autonomous

radio relay UGVs that maintain communication networks in urban settings. The

ideal LANdroid robot will be pocket-sized, inexpensive, and expendable — a no-

tional landroid is shown in Figure 1.2. Ideally, a user will carry multiple LANdroids

and deploy them as needed and the robots will self-organize so as to maintain the

communications network [10].

Similar research is being conducted by Space and Naval War Systems Command
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Chapter 1. Introduction

Figure 1.3: SPAWAR AMCR and ADCR.

(SPAWAR). The goal of SPAWAR’s research is to extend a robot’s operating range

when operating in non-line-of-sight (NLOS) environments. The Autonomous Mo-

bile Communications Relay (AMCR) system consists of an operator-controlled re-

connaissance robot with multiple slave robots convoying behind the lead. As the

communications link drops below a specified threshold, individual robots stop and

function as static relay nodes. The mobility of the relay nodes allows the robots to

catch up to the lead robot when no longer needed [11, 12]. SPAWAR has also devel-

oped the more practical and cost-effective Automatically Deployed Communications

Relay (ADCR) system. The lead robot in this system deploys static radio repeaters

shaped like bricks which right themselves and extend their antennas when dropped

off. Without mobility, however, there is no means for automatic recovery of relay

bricks [13][14].

1.3 Problem Statement

As a teleoperated robot descends deeper into the interior of a building, the commu-

nications link can degrade rapidly. Indoor communications are susceptible to severe
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Chapter 1. Introduction

multipath and large propogation losses – a deep fade at a given frequency in an

indoor channel can last for several seconds, or even minutes [15]. This issue can

be resolved by adding relay nodes between the robot and the ground station. The

goal of the research presented in this thesis is to provide a means for moving and

locating a communications relay in an indoor environment where independent posi-

tioning information (e.g., GPS, motion capture systems) is unavailable. The relay

robot maintains strong RF links without operator intervention or knowledge.

The chosen communications relay platform is a quadrotor UAV — the reasoning

for this is discussed in Chapter 2. The proposed method utilizes antenna diversity

as the input into an extremum-seeking algorithm as will be explained in Chapter 4.

It is believed this is the first work to present the concept of using UAVs as indoor

communications relays.

In the scenario depicted in Figure 1.4, a quadrotor UAV serves as a communica-

tions relay for a ground robot in a disaster area. While the ground station to UGV

scenario is the motivation for this research, the algorithm presented here may be

applicable to any situation where a communications relay is needed.

1.4 Organization of Thesis

The remainder of this thesis is organized as follows. Chapter 2 provides background

information on quadrotors and presents the quadrotor model and low-level control.

Chapter 4 introduces the concepts of antenna diversity and extremum-seeking algo-

rithms before presenting the proposed high-level controller for an autonomous com-

munications relay. Simulations of the algorithm follow in Chapter 5 and hardware

experimentation results are contained in Chapter 6. Chapter 7 discusses conclusions

and potential future work.
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Figure 1.4: Communications relay scenario.
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Chapter 2

Quadrotors

2.1 Quadrotor Basics

As its name suggests, a quadrotor is propelled by four rotors — two spinning clock-

wise and two spinning counter-clockwise. Quadrotors can hover, ascend, or descend

by increasing/decreasing all four motor speeds together. Changing either the clock-

wise or counter-clockwise rotor pairs inversely proportional to each other allows the

quadrotor to move laterally in any direction (pitch and roll) while maintaing a con-

stant heading. Conversely, changing the rotor pairs relative to eachother (e.g., uni-

formly increasing speed of counter-clockwise rotors while decreasing speed of counter-

clockwise rotors) allows the quadrotor to rotate (i.e., yaw) about its vertical axis.

Manipulating the four fixed-pitch rotors, therefore, allows the quadrotor to move in

any direction.

Quadrotors are highly nonlinear mechanical systems, similar to a helicopter but

smaller in size and less complex as there’s no variable pitch rotor blade. The sim-

plistic hardware design makes quadrotors very robust — a desired asset for flying

indoors where crashes, at least during experimentation, are inevitable. The ability
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Figure 2.1: Quadrotor coordinate system and free body diagram.

to hover and fly in highly constrained spaces provides significant advantages over

fixed-wing UAVs and similarly, the ability to fly above, below, and around obstacles

allows a quadrotor to function in an environment where a UGV may be stalled. The

manuverability, robustness, and diminutive size makes a quadrotor UAV an ideal

platform for an indoor communications relay.

2.2 Quadrotor Model

The quadrotor is modeled as a single rigid body in a flat, stationary earth. Figure

2.1 shows the coordinate system and free body diagram for modeling the quadrotor

dynamics [16, 17, 18]. The inertial frame (i.e., world frame), W , is defined by axes

xW , yW , and zW , where zW is positive up. The body-fixed coordinate frame, B,

coincides with the center of mass of the quadrotor and is defined by axes xB, yB, and

zB. The quadrotor’s centor of mass in the inertial frame is specified by the position

vector x =
[
xW yW zW

]T
. The roll, pitch, and yaw Euler angles, φ, θ, and ψ,

specify the quadrotor’s attitude and the body angular velocitiy is then defined as

10



Chapter 2. Quadrotors

the rate vector ω =
[
p q r

]T
. The rotation matrix, R, consists of succesive Z-X-Y

rotations and is used to transform coordinates from B to W .

R = Rz(ψ)Rx(φ)Ry(θ) (2.1)

=


cosψ − sinψ 0

sinψ cosψ 0

0 0 1




1 0 0

0 cosφ − sinφ

0 sinφ cosφ




cos θ 0 sin θ

0 1 0

− sin θ 0 cos θ



=


cosψ cos θ − sinψ sinφ sin θ − sinψ cosφ cosψ sin θ + sinψ sinφ cos θ

cosψ sinφ sin θ + sinψ cos θ cosψ cosφ sinψ sin θ − cosψ sinφ cos θ

− cosφ sin θ sinφ cosφ cos θ


The time derivative of the Euler angles can be calculated directly from the body

rates which are measured onboard the quadrotor by gyroscopes[19]. Resolving the

rate of change of the Euler angles into the body-fixed coordinate frame results in the

following relationship.
p

q

r

 = Ry(θ)
TRx(φ)T


0

0

ψ̇

+Ry(θ)
T


φ̇

0

0

+


0

θ̇

0



=


cos θ 0 − sin θ

0 1 0

sin θ 0 cos θ




1 0 0

0 cosφ sinφ

0 − sinφ cosφ




0

0

ψ̇



+


cos θ 0 − sin θ

0 1 0

sin θ 0 cos θ



φ̇

0

0

+


0

θ̇

0



=


cos θ 0 − sin θ cosφ

0 1 sinφ

sin θ 0 cos θ cosφ



φ̇

θ̇

ψ̇

 (2.2)

11



Chapter 2. Quadrotors

Inverting the matrix in Equation 2.2 provides the desired relationship between

the body rate vector and the Euler rate vector.
φ̇

θ̇

ψ̇

 =


cos θ 0 sin θ

sin θ tanφ 1 − cos θ tanφ

− sin θ
cosφ

0 cos θ
cosφ



p

q

r

 (2.3)

The quadrotor rigid body dynamics are described by the Newton-Euler equations

[18]. F
τ

 =

mI3 0

0 I

ẍ

ω̇

+

ω ×mẋ

ω × Iω

 (2.4)

where

F = total force acting on the center of mass

τ = total torque acting about the center of mass

m = quadrotor mass

I3 = identity matrix of size 3-by-3

x = position of the center of mass

I = moment of inertia about the center of mass

ω = angular velocity of the quadrotor

The last term in the Newton equation, ω ×mẋ, accounts for fictitious forces (e.g.,

centrifugal force, coriolis effect) if a non-inertial frame of reference is used (i.e., body-

fixed frame). As the forces will be summed in the world frame for the quadrotor

model presented here, this term is equal to zero.

From equation 2.4, the translational dynamics describe the acceleration of the

quadrotor’s center of mass using the inertial frame of reference. Fi represents each

12



Chapter 2. Quadrotors

of the forces acting in the zb direction, produced by the quadrotor’s four propellers.

mẍ =


0

0

−mg

+R


0

0∑
Fi

 (2.5)

The force produced by each rotor is modeled by Fi = bΩ2
i with Ωi corresponding

to the respecitve motor’s angular speed and parameter b representing the thrust

coefficient. The updated Newton equation is then as follows.

mẍW = (cosψ sin θ + sinψ sinφ cos θ)b(Ω2
1 + Ω2

2 + Ω2
3 + Ω2

4) (2.6)

mÿW = (sinψ sin θ − cosψ sinφ cos θ)b(Ω2
1 + Ω2

2 + Ω2
3 + Ω2

4)

m ¨zW = −mg + (cosφ cos θ)b(Ω2
1 + Ω2

2 + Ω2
3 + Ω2

4)

From Equation 2.4, the rotational dynamics describe the angular acceleration of

the quadrotor’s center of mass using the body-fixed frame of reference. Mi represents

each of the moments produced by the four propellers. The last term is added to the

euler equation in order to model the gryoscopic effect resulting from the propeller

rotation (spinning masses) with JR corresponding to the rotor’s inertia [17, 18].

I


ṗ

q̇

ṙ

 =


L(F2 − F4)

L(F3 − F1)

M1 −M2 +M3 −M4

−

p

q

r

×I

p

q

r

−∑ JR



p

q

r

×


0

0

1


Ωi (2.7)

The moment produced by each rotor is modeled by Mi = dΩ2
i with Ωi corre-

sponding to the respecitve motor’s angular speed and parameter d representing the

drag coefficient. The products of inertia are ommitted due to the symmetry of the

13



Chapter 2. Quadrotors

quadrotor. The updated Euler equation is then as follows.

Ixṗ = Lb(Ω2
2 − Ω2

4)− qr(Iz − Iy)− JRq(Ω1 − Ω2 + Ω3 − Ω4) (2.8)

Iy q̇ = Lb(Ω2
3 − Ω2

1)− pr(Ix − Iz) + JRp(Ω1 − Ω2 + Ω3 − Ω4)

Iz ṙ = d(Ω2
1 − Ω2

2 + Ω2
3 − Ω2

4)

2.3 Quadrotor Control

For the purpose of designing an appropriate controller, the equations of motion for

the quadrotor model are linearized around the nominal hover conditions. Let the

cumulative rotors inputs be defined as follows.

ucollective = b(Ω2
1 + Ω2

2 + Ω2
3 + Ω2

4) (2.9)

uroll = b(Ω2
2 − Ω2

4)

upitch = b(Ω2
3 − Ω2

1)

uyaw = d(Ω2
1 − Ω2

2 + Ω2
3 − Ω2

4)

Hover flight is characterized by small roll and pitch angles (cosφ ≈ cos θ ≈

1, sinφ ≈ φ, sin θ ≈ θ with euler rates approximately equal to body rates (p = φ̇, q =

θ̇, r = ψ̇). The initial quadrotor hover position is x = x0 with heading ψ = ψ0. A

new collective input is defined as ûcollective = ucollective −mg such that the required

collective control to hover is already accounted for and ûcollective then specifies up

and down movement from the hover position. In near hover conditions, both the

gyroscopic effect due to rigid body rotation and the gyroscopic effect caused by

changing rotor speeds are negated as they are insignificant relative to the control

moment generated by the actuators. Additionally, small terms are are dropped from
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Figure 2.2: Quadrotor control loops.

the xW and yW dynamics. The linearized Newton-Euler equations are then as follows.

ẍW = g(φ sinψ0 + θ cosψ0) (2.10)

ÿW = g(θ sinψ0 − φ cosψ0)

z̈W =
1

m
ûcollective

ṗ =
L

Ix
uroll

q̇ =
L

Iy
upitch

ṙ =
1

Iz
uyaw

Onboard the quadrotor, the attitude controller implements three independent PD

control loops, one for each orientation angle [20]. Measurements from the quadro-

tor’s gyroscopes are used as inputs to the controller in addition to the desired angle

commands output by the extremum-seeking controller. When the direct thrust input

is set to neutral, the height controller serves as an accumulator which attempts to

maintain a constant height (i.e., zero acceleration in the zW axis) based on mea-

surements from the quadrotor’s accelerometers. Otherwise, the height controller is

simply a pass through for manual thrust control. As the quadrotor’s design and con-

trollers allow it to move in any direction, the extremum-seeking controller can thus
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Chapter 2. Quadrotors

treat the quadrotor as a holonomic system in the horizontal plane while the height

controller maintains position in the vertical plane.

A position controller can be implemented if an external position system is avail-

able (i.e., GPS, motion capture system, etc.). However, since the motivation in this

thesis is for a communications relay robot in an unknown indoor environment, it’s

assumed that such a system is unaccessible. Therefore, the quadrotor will tend to

drift due to measurement noise and discrete integration. Collision avoidance sensing

via cameras or range finders (ultrasonic or laser) is necessary in order to maintain a

safe distance between the quadrotor and any obstacles. The remainder of this thesis

discusses the development and implementation of the extremum-seeking controller

which includes the collision avoidance algorithm.
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Chapter 3

Technical Background

3.1 Antenna Diversity

The primary impairment wireless communications channels are susceptible to is fad-

ing — the deviation in interference of a propogating signal. Fading is caused by

multipath propogation which is the reception of multiple copies of a signal due to

scattering by objects in the RF environment. These signal copies can undergo dif-

ferent attenuations, distortions, delays, and phase shifts, resulting in random fluc-

tuations of the signal level at the receiver. Particularly in NLOS indoor or urban

environments, an RF signal can be reflected along multiple paths before finally being

received [21, 22].

Fading may occur at specific times, frequencies, or locations. Deep fades occur

when the signal degredation is so severe that the signal is unusable, if even detected.

The most effective way to combat multipath propogation is with increased transmit-

ter power but this is not always an option due to size, weight, and power limitations.

Diversity schemes attempt to improve message reliability without increased power

by employing mulitple communications channels in order to combating fading. Fre-
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Chapter 3. Technical Background

quency diversity sends the same signal on multiple carrier frequencies whereas time

diversity sends multiple copies of the signal at different time instances. Space diver-

sity transmits the signal over multiple propogation paths by using multiple transmit-

ting and/or receiving antennas; thus it’s also known by the name antenna diversity.

Antenna diversity uses two or more antennas to improve wireless links and is

especially effective at mitigating multipath. Multiple antennas provide the advantage

that while one receiving antenna may be in a deep fade or experiencing interference,

it’s probable that another antenna has a sufficient signal. Movements as little as

a 1/2 wavelength may be enough to escape a deep fade. The SPAWAR systems

discussed in Subsection 1.2.2 didn’t employ antenna diversity and were thus subject

to premature deployment of relay nodes as local RF nulls were encountered.

3.1.1 Shannon-Hartley Theorem

As messages are passed between radios in a wireless networks, each message received

by a radio typically contains a measure of the signal quality called signal-to-noise

ratio (SNR), S
N

. SNR provides an indication of how much a signal has been corrupted

by noise. SNR is calculated by

S

N
= Psignal − Pnoise (3.1)

where Psignal is the incoming power and Pnoise is the background noise, both param-

eters expressed in dB.

The goal of the communications relay is to maximize the channel capacity, C, the

theoretical maximum error-free data rate for a communications link. The Shannon-

Hartley theorem states that the maximum channel capacity that can be achieved by

a given SNR where B is the bandwidth of the channel is given by,

C = B log2

(
1 +

S

N

)
. (3.2)
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Hence, maximizing the SNR is equivalent to maximizing the channel’s throughput.

SNR measurements will serve as the input to the communications relay controller

which will presented in Chapter 4.

3.2 Extremum-Seeking Control

Extremum-seeking control is an adaptive, model-free strategy for finding an un-

known, optimal input to a nonlinear system. It’s useful for applications where the

nonlinear system behaves as a reference-to-output map — the goal is to maximize the

output but the mapping is unknown. The traditional methodology involves probing

the system with sinuisoidal inputs (i.e., a dither signal) which in turn creates vari-

ations in the output and from these perturbations, the input can thus be tuned in

the direction that maximizes the output [23].

The extremum-seeking algorithm is essentially a modified formulation of the well-

known gradient descent algorithm (also called steepest descent). Gradient descent

is an optimization algorith for finding the local minimum of a function. It’s simple

computationally and guaranteed to find the minimum through numerous iterations

[24]. Typical applications of gradient descent include solving complex integrals or,

in signal processing, finding filter coefficients for a least mean square (LMS) filter

[25]. Extremum-seeking follows the same gradient descent methodology, but unlike

the gradient descent algorithm, the function is unknown.

An extremum-seeking controller attempts to solve the real-time optimization

problem

θ∗(t) = arg max
θ∈R

J(t, θ) (3.3)

where J is an unknown, possibly time-varying, smooth cost function and θ is the

input parameter. At the optimal input, θ∗, the first derivative of J equals zero
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Figure 3.1: Notional extremum seeking controller.

(i.e., J ′(t, θ∗) = 0) and the second derivative is less than zero, (i.e., J ′′(t, θ∗) < 0),

indicating a local maximum has been reached.

Figure 3.1 shows a typical extremum-seeking algorithm. The algorithm works

by generating a measure of the local gradient of the mapping J(θ) by injecting a

perturbation signal directly into the plant. The perturbation signal is the estimate

of the optimal input, θ̂, modulated with a carrier signal, α cos(ωt). The plant behaves

a static map and produces an output that is also a sinusoidal signal. A high-pass

filter removes the DC offset and the signal is then demodulated and low-pass filtered

to obtain the gradient estimate, ∇J . The integral of the gradient is then used to

update θ̂. See [26, 27] for stability proofs and further details.

3.2.1 Extremum-Seeking Applications

Extremum-seeking controllers have been developed for numerous applications: maxi-

mizing biomass production in bioreactors [28]; reducing instabilities and maximizing

pressure rise in axial flow compressors in jet engines [29]; formation flight of aircraft
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Figure 3.2: Extremum-seeking by robot motion.

[30]; improving a pneumatic anti-lock braking system (ABS) [31]; automatic tuning

of proportional-integral-derivative (PID) controller gains [32].

Extremum-seeking was employed in the fixed-wing UAV scenario discussed in

Section 1.2. In two-dimensions, the extremum-seeking controller’s sinusoidal per-

turbation appears circular. Instead of a generated sinusoidal input, the UAV orbits

around a center-point to produce the cyclic motion. The extremum-seeking con-

troller then updates the position of the center-point based on SNR measurements

taken as the UAV flies [33].

Similarly, in [34], a robot performed a sequence of quick motions to serve as

the required dither signal. The vehicle stops momentarily at six locations to take

sensor measurements as shown in Figure 3.2. The use of six measurements allows

estimation of the Hessian matrix and thus Newton’s method can be used instead of

the standard gradient descent algorithm. The Newton gradient climbing algorithm

should, theoretically, converge faster.

Extremum-seeking control was used in [35] to steer a formation of autonomous

underwater vehicles (AUVs), specificially a group of Slocum Gliders, shown in Figure

3.3. The AUVs are kept in formation by artificial potential fields. Using GPS,
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Figure 3.3: Extremum-seeking by multiple AUVs.

the algorithm treats the AUVs as point masses which attract neighboring gliders if

they’re too far apart and repel them if they’re too close. The entire formation then

moves as one, following the gradient estimated from sensor measurements obtained

from each vehicle (e.g., temperature measurements).
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Extremum-Seeking via Directional

Antenna Diversity

4.1 Extremum-Seeking Algorithm

The goal of the extremum seeking controller is to achieve the maximum throughput

for the communications channel being relayed by driving the quadrotor to an optimal

location in an unknown RF field. Antenna diversity is used to generate the required

dither signal for the quadrotor communications relay. The layout of the antennas

provides a psuedo circular motion — antennas are located at each of the quadrotor’s

four rotors as in Figure 4.1 and Figure 4.2. The use of multiple antennas allows the

quadrotor to survey the communications field and find the direction to move so that

communications are improved.

Directional antennas are used in the proposed antenna diversity scheme because

they radiate greater power in a specific direction as opposed to omnidirectional anten-

nas which attempt to radiate power uniformly. This allows the directional antennas

to sense the RF environment and hence, direction of improved communications per-

23



Chapter 4. Extremum-Seeking via Directional Antenna Diversity

formance. Directional antennas provide additional advantages as well. The authors

in [36] showed that when the radiation is focused towards the receiver, directional

antennas typically outperform omnidirectional antennas in NLOS indoor environ-

ments. Furthermore, omni antennas are prone to introducing interference as well as

wasting power.

The algorithm uses antenna selection diversity — the incoming signal is received

by all four antennas but only the signal taken from the antenna with the highest

SNR is used. A more complex antenna diversity scheme (i.e., multiple output with

signal combining [37]) could be implemented, but with directional antennas in use,

the benefit would be marginal while the requisite hardware and software would be

significantly more complex.

As the quadrotor relays messages between the two end nodes, eight SNR mea-

surements are obtained — two from each of the four antennas. After obtaining the

SNR measurements, the first step in the algorithm is to select the two antennas to

use for relaying by choosing the antenna with the highest SNR measurement from

the four measurements available per node. Using this information, the controller

performs two independent tasks simultaneously in order to maximize the channel

capacity: (1) maximize the SNR measurements of the two antennas in use, and (2)

balance the two SNRs.

4.1.1 Peak-Seeking and Balancing

The peak-seeking and the balancing components of the algorithm can be performed

independently because the respective forces they produce will be enacted orthogonal

to each other. The balancing force acts upon the line between the two selected anten-

nas whereas the peak-seeking force works in the axis perpendiclar to this line. Given

the two antennas selected, there are two possible formulations for the maximiza-
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tion component of the algorithm. It’s assumed the RF field can be characterized

by an unknown smooth function F (x, y) : R2 → R. Thus, if opposing antennas

are selected, as in Figure 4.1 where the two antennas along the x-axis are chosen,

the peak-seeking gradient, ∇F (y), can be estimated with the SNR measurements

obtained by employing the central finite difference method [38]

Gp(y) := ∇F (y) ≈ F (y + εej)− F (y − εej)
2ε

(4.1)

where ε denotes the finite difference dither size and ej is the jth unit vector. The

dither size will be constant as it’s the distance between the quadrotor center-point

and any of the four antennas located at their respective rotor. For the second case

where adjacent antennas are selected, such as in Figure 4.2 where the two antennas

along the x′-axis are chosen, a modified version of the central finite difference method

is used to estimate Gp(y
′). The gradients Gp(y

′ + εej′) and Gp(y
′ − εej′) can be

obtained from

Gp(y
′ + εej′) =

F (y′ + εej′ + εei′)− F (y′ + εej′ − εei′)
2ε

(4.2)

and

Gp(y
′ − εej′) =

F (y′ − εej′ + εei′)− F (y′ − εej′ − εei′)
2ε

(4.3)

where ei′ is the i′th unit vector, ej′ is the j′th unit vector, ε is the finite difference

dither size which, due to the symmetry of the quadrotor, is the same in both the i′th

and j′th directions. The gradient Gp(y
′) is then obtained by the mean

Gp(y
′) =

1

2
(Gp(y

′ + εej′) +Gp(y
′ − εej′)). (4.4)

To orient the gradient to the body-reference axes, Gp(y
′) can then be rotated counter-

clockwise by the rotation matrix

R(45◦) =

cos(45◦) − sin(45◦)

sin(45◦) cos(45◦)

 (4.5)
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Figure 4.1: Extremum-seeking algorithm — opposing antennas selected.

such that

Gp(y) = Gp(y
′)R(45◦). (4.6)

The quadrotor can then simply follow the peak-seeking gradient Gp to maximize its

received SNR values.

The balancing component of the extremum seeking algorithm is simple in its

construction as only the max SNRs of the two antennas in use are needed. If the

chosen antennas are opposite, the balancing gradient, ∇F (x), can be approximated

by

Gb(x) := ∇Fb(x) ≈ δ |F (x+ εei)− F (x− εei)| = δ

∣∣∣∣ SN max1
− S

N max2

∣∣∣∣ (4.7)
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Figure 4.2: Extremum-seeking algorithm — adjacent antennas selected.

or if the chosen antennas are adjacent

Gb(x
′) : = ∇Fb(x′) ≈ δ |F (x′ + εei′)− F (x′ − εei′)| = δ

∣∣∣∣ SN max1
− S

N max2

∣∣∣∣
Gb(x) = Gb(x

′)R(45◦). (4.8)

where δ takes the value of 1 or −1 in order to orient the gradient vector appropriately

(e.g. in Figure 4.2, if end node 1’s strongest antenna is the bottom antenna and end

node 2’s strongest antenna is the right antenna, δ would equal −1 such that the

gradient is oriented along the x′-axis). The quadrotor can then follow the negative

of the balancing gradient, −Gb, so as to equate the two maximum SNR values.

4.1.2 Collision Avoidance

In order to provide collision avoidance capabilities, an artificial potential field is

constructed so as to drive the quadrotor away from any obstacles. In other words,
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a force field is created around the vehicle. The artificial potential, Uca(x), depends

on the distance, D(x), to the object — if the object is farther away than a specified

distance, D∗, then the object is considered to be sufficiently far enough away from

the quadrotor and can thus be ignored. In practice, this can be considered as the

obstacle being out of the sensor’s range. The gradient of the artifical potential field

is defined as follows [39].

Gca(x) := ∇Uca(x) =


(

D(x)
||D(x)||2

)
if D(x) ≤ D∗

0 if D(x) > D∗
(4.9)

4.2 Quadrotor Dynamics

As discussed in Section 2.3, the quadrotor can be considered a holonomic kinematic

system and is thus treated as a point mass with the position of the vehicle represented

in the horizontal plane by x ∈ R2 (i.e., x =
[
x y

]
). The quadrotor dynamics can

be represented by

ẋ = KpGp(x)−KbGb(x)−KcaGca(x) (4.10)

where the gains Kp and Kb increase/decrease the resultant velocity and scale the rate

of convergence of the peak-seeking versus the balancing controllers; Kca is set so as

to prevent colliding with obstacles. Appropriate values for the gains were determined

by trial and error using the simulations discussed in Section 5.3.

The optimization motion will persist until the quadrotor converges to within the

neighbord of a minima (i.e., Gp(x) ≈ Gb(x) ≈ Gca(x) ≈ 0). At this point, the SNR

measurements of the quadrotor’s two communications links will be approximately

maximized and balanced. The quadrotor may remain in a hover at this location

as long as the SNR of each link remains above a specified threshold, S
N
≥ S

N thresh
.

If one or both of the SNRs drop below the threshold (i.e., min ( S
N max1

, S
N max2

) <
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S
N thresh

), the algorithm will begin anew. The algorithm may converge to a local

minimum instead of a global minimum, however, this is not considered a shortfall

of the algorithm as its still provides a more optimal motion planning strategy for

communications than can be achieved by traditional position-based methods.
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Simulations

5.1 Overview

Simulations of the extremum-seeking controller, developed in MATLAB, are pre-

sented in this section. In these simulations, the quadrotor flies in a two-dimensional

environment serving as a communications relay between two fixed end nodes (i.e.,

the groundstation and robot in the scenario presented in Section 1.1). Equipped

with a laser, the quadrotor moves autonomously, avoiding obstructions and opti-

mizing the communications links despite the presence of noise sources. Simulations

are conducted in varying environments ranging from open outdoor environments to

indoor environments with multiple noise emitters in and around a building. Addi-

tional simulations demonstrate the potential of expanding the proposed algorithm

to multiple quadrotors.
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5.2 Simulation Design

The quadrotor communications relay is modeled as per Equation 4.10. Height is

neglected as it’s assumed to be held constant. The quadrotor travels in a black and

white bitmap image where black represents obstacles and white represents freespace.

A laser emanates from the quadrotor at every 90◦, simulating having a range finder

located at each of the four rotors. The simulation looks at all points in the bitmap

that are in the path of each laser beam and within the sensor’s defined range — a

black pixel detected along the path signifies a hit. The distance between the simu-

lated range finder and the detected hit serves as the input to the collision avoidance

gradient function, Equation 4.9.

SNR measurements, the inputs for the peak-seeking and balancing gradient func-

tions, are simulated to account for attenuation and interference in an indoor or dense

urban environment [40, 41]. Power measurements are calculated by the log-distance

path loss model

PRx = PTx − PL (5.1)

where PRx is the received power and PTx is the transmitted power, both expressed

in dBm. The path loss, PL, is calculated by

PL = PL0 + γ10 log10

(
d

d0

)
(5.2)

where d is the distance between the transmitter and receiver. The path loss exponent,

γ, takes on values ranging from 2 for free space up to 4 for a very noisy, lossy

environment. The reference path loss, PL0, is calculated at a reference distance d0

by the Friis transmission equation

PL0 = 10 log10

(
1

GTxGRx

(
4πd0
λ

)2
)

(5.3)
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where λ is the wavelength of the transmitted signal. For the antenna gains, GTx is

taken to be unity and GRx takes on a value ≤ 1 to account for the directivty of the

quadrotor’s antennas.

The constant noise power is calculated, in dBm, by the addition of the thermal

noise power, Pthermal, and the noise figure, NF .

PnoiseConstant = Pthermal +NF (5.4)

Thermal noise is calculated per the Johson-Nyquist formula at room temperature

Pthermal = −174 + 10 log 10(B) (5.5)

where B is the radio’s bandwidth. ZigBee radios, discussed in Section 6.2, have a

bandwidth of 5 MHz and a noise figure of approximately 2.

Noise sources may be placed throughout the environment, increasing the back-

ground noise which in turn decreases the SNR. The power radiating from the cen-

ter of a noise source, PnoiseSource, is calculated by a similar log-distance path loss

model as Equation 5.1. At each antenna, the summation of the dissipated power

from the various noise emitters is then added to the constant noise power such that

Pnoise = PnoiseConstant +
∑
PnoiseSource. SNR is calculated for each of the four an-

tennas as per Equation (3.1) with Psignal = PRx. The peak-seeking and balancing

gradients can then be calculated as discussed in Subsection 4.1.1.

The quadrotor velocity is calculated as per Equation 4.10. In the simulation, the

algorithm is executed in discrete time with a stepsize α as follows.

x(0) = x(0)

k = 0

loop

G(k) = KpGp(x(k))−KbGb(x(k))−KcaGca(x(k))

if G(k) > η then
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x(k + 1) = x(k) + αG(k)

else

x(k + 1) = x(k)

end if

k = k + 1

end loop

If the gradient is sufficiently small (i.e., G ≤ η) then the quadrotor is in the neigh-

borhood of the optimal position and will remain in a hover.

Typical gradient descent algorithms employ a line search to find an optimal step-

size in order to minimize the gradient function G. Given the everchanging nature of

the communications field and the movement of the end nodes, the quadrotor should

be close to an optimal position but does not need not be in the exact perfect po-

sition as that position will likely continually change. As discussed in Section 3.1,

small movements are often adequate to resolve issues with a communications chan-

nel. Thus α is chosen as a fixed-step size so the quadrotor should not move beyond

the range of its collision avoidance sensors but shouldn’t make such small movements

as to require excessive time to execute the algorithm. As will be seen in Chapter 6,

the fixed-step size works the same with real hardware — after taking measurements

and calculating the gradient, the quadrotor moves for a fixed amount of time before

slowing to a hover and taking new measurements.

5.3 Simulation Results

Figure 5.1 shows the case where the quadrotor is in free space, the end nodes

have identical communication performance, and there are no obstacles or extraneous

noises. Under these conditions, the quadrotor converges to the the position equidis-
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Figure 5.1: Simulation — free space environment.

tant between the two end nodes, as would happen if a position-based algorithm were

implemented. The blue cross indicates the quadrotor’s starting position with the

blue dashed line indicating the quadrotor’s path to it’s final position. The red con-

centric circles emanating from the end nodes display the received power at those

locals. The accompanying graph shows the SNRs achieved by the two links — the

quadrotor movement causes the two links to converge to the maximum achievable

throughput in the RF environment.

A localized noise source is added to the environment for the simulation show

in Figure 5.2. The interfering noise power is illustrated by green concentric circles

originating from the noise source. As is often the case with real RF environments,

the optimal location for the communication relay is not the location that would be

given by a position-based algorithm. While the throughput of an ideal, noiseless

environment such as the previous simulation cannot be achieved, the link SNRs are

maximized for the given noisy environment.

In Figure 5.3, the quadrotor is in a complex indoor environment. As discussed in

Section 5.2, a simulated laser range finder detects obstacles and allows the quadrotor
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Figure 5.2: Simulation — noise source in environment.

to avoid collisions. The quadrotor moves to the best location possible in the RF

field while still maintaining seperation from the walls. While the quadrotor is able

to achieve a minima, the graph shows that, due to the presence of obstacles, the

algorithm is able to approximately but not perfectly balance the SNRs of the two

end nodes.
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Figure 5.3: Simulation — noise source and obstacles in environment.
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While the focus has been on a single quadrotor, the algorithm can be extended

to work with multiple quadrotors. Figure 5.4 shows three quadrotors now form-

ing a communications chain. Section 7.2 discusses some of the issues that need to

be addressed in order to effectively implement the algorithm with more than one

communications relay in the loop.
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Experimental Results

6.1 Goals

Experiments with hardware have been conducted to prove the viability of using

antenna diversity to source the proposed extremum-seeking controller. In these ex-

periments, the quadrotor is electronically leashed to a telemetry station. The two

systems communicate periodically with eachother with the quadrotor taking SNR

measurements as messages are received. The goals of the experiments were to [1]

characterize and demonstrate the ability of the antennas to produce a sufficient con-

trol input, and [2] and demonstrate the algorithm in action, with real hardware.

6.2 Hardware

The AscTec Hummingbird quadrotor from Ascending Technologies GmbH [42, 20]

serves as the platform for these experiments. The Hummingbird is small enough to

fly indoors (wingspan of 55cm, height of 8cm, weight of 500g with a battery), yet
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Figure 6.1: Quadrotor architecture.

versatile enough to fly for 20+ minutes with a 200g payload. The quadrotor is also

durable enough to survive most crashes — the rotor blades are made of soft, flexible

plastic which will not damage anything the Hummingbird may run into and allows

for easy repair.

As discussed in Section 2.3, the Hummingbird’s low-level flight controls are taken

care of by the attitude and height controllers running at a 1kHz update rate on an

ARM processor (see Figure 6.1. A second ARM microcontroller executes the higher-

level extremum-seeking controller code which is discussed in the ensuing section

detailing the experimental software.

ZigBee transceivers are used as the communications link between the Humming-

bird and the telemetry station. The radios were chosen for their small size, low cost,

and low power. Additionally, the chosen Digi XBee 802.15.4 OEM RF modules have

digital I/O which is used for controlling the RF switch. Onboard the quadrotor, an

XBee radio is attached to a UART on the high-level ARM processor with the cor-
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Figure 6.2: Hardware — AscTec Hummingbird quadrotor.

responding XBee radio attached the telemetry monitor via USB. While the ZigBee

radios can be used as a transparent serial channel, for these experiments, the radios

are used in application programming interface (API) mode. This allows the digital

I/O states to be changed quickly and provides access to detailed packet information,

specifically signal strength measurements as will be discussed in Section 6.3.

A single-pole four-throw RF switch connects the quadrotor’s radio to one of its

four antennas at a time. The RF switch is controlled by two TTL voltage level inputs

which are driven from the ZigBee radio’s digital outputs.

While the desire is to have a true spatial antenna diversity system (see discussion

in Chapter 7), due to cost considerations and hardware availability, the RF switch
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Figure 6.3: Hardware — XBee ZigBee RF module.

Figure 6.4: Hardware — RF switch.

serves as an ample substitute. The quadrotor’s radio transceiver will be able to con-

nect to one of the four directional antennas at a time. Although only one antenna

is connected to the radio at a time with this hardware implementation, the mea-

surements can be obtained rather quickly by switching between received packets; the

switch can change antennas in about two microseconds. For these experiments, the

same data is sent in every packet so as to remove that as a variable. Cycling through

all four antennas allows SNR measurements to be obtained for each antenna which

are then used as inputs into the extremum-seeking controller.

Two types of antennas, patch antennas and log-perioidic (’logi’) antennas, were
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Figure 6.5: Hardware — patch antenna.

Figure 6.6: Hardware — log-periodic antenna.

considered for the flight experiments — antenna test results are presented in Section

6.4. The antennas were chosen for use on the quadrotor because of their light weight

and highly directional gain pattern. The patch antennas were built by hand from

sheet metal while the logi antennas are off-the-shelf printed circuit board (PCB)

construction.

A PC running custom telemetry software serves as the ground node to which the

quadrotor is tethered via the ZigBee radios. As is typically the case on UGVs, human

personnel, and other communication end nodes, the telemetry monitor’s ZigBee radio

has an omnidirectional antenna. For these experiments, the telemetry monitor is

moved around so as to simulate an end node and demonstrate the tethering abilities
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Figure 6.7: Hardware — ground station.

of the quadrotor communications relay.

6.3 Software

The quadrotor code for executing the control loops and for sending and receiving

messages to/from the telemetry monitor is written in C. The communications code

was originally written on a Linux box for ease of troubleshooting and for the purposes

of running the antenna tests discussed in Section 6.4 before porting the code to the

ARM processor. The telemetry monitor software is written in Processing — an open

source data visualization programming language based on Java.

The extremum-seeking algorithm is implemented by passing messages from the

telemetry monitor to the quadrotor and vice-versa. Contained in each received mes-

sage is a received signal strength (RSS) value, a measurement of the power of received
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signal. It’s assumed that the noise floor is constant over the hardware and RSS is then

just an additive constant difference from SNR. Hence, maximizing RSS is equivalent

to maximizing SNR.

The telemetry monitor software constructs and transmits XBee API frames pe-

riodically to the quadrotor (i.e., pseudo data from an end node). Once a full packet

is received by the quadrotor, the RSS measurement is parsed from the packet and

stored. If a packet fails the checksum or is not received within a specified time pe-

riod, the worst-case RSS (i.e., lowest value) is assumed for that antenna. XBee API

AT Commands (Hayes command set) are sent from the quadrotor to its ZigBee radio

to change the digital out state on the RF switch control lines, thereby switching to

the next antenna. Subsequently, an XBee API frame containing telemetry informa-

tion is downlinked to the telemetry monitor. Packets are parsed as they’re received

from the quadrotor and the telemetry monitor application then displays the data

including the current status of the extremum-seeking algorithm, the current RSS

measurements for each antenna, and the resultant gradient vector.

After cycling through all four antennas, if the maximum RSS is greater than

a defined threshold, the quadrotor remains in a hover at its current position with

its strongest antenna continuing to communicate with the ground node. This state

persists as long the chosen antenna remains above the threshold. If the maximum

RSS is less than the threshold, the central difference gradient can be calculated

per Equation 4.1 using the four RSS measurements. The resultant gradient vector

provides the direction of travel which maximizes the RSS and hence, the throughput

of the communications link.

On the ARM processor, a lookup table is used to translate the gradient vector

into corresponding roll and pitch commands for the Hummingbird. The quadrotor

will move autonomously in one of eight directions so as to maximize the RSS of

strongest antenna. The roll and pitch commands and the duration of the movements

43



Chapter 6. Experimental Results

Figure 6.8: Software — telemetry monitor application.

were determined in MATLAB simulations using the model developed in Section 2.2

and refined in experimentation in order to prevent the quadrotor from moving too

quickly or too far and colliding into obstacles are becoming unstable.

6.4 Antenna Tests

The purpose of the antenna tests were to demonstrate that the antennas and the RSS

values obtained from received messages provided a suitable input to the extremum-

seeking algorithm and that the antenna diversity control concept is indeed viable.

In order to produce an acceptable input control, it’s necessary for the antennas to

have virtually identical performance to each other. Secondly, the antennas should

be directional enough so as to have significantly stronger RSS when pointed towards

the receiver as opposed to when pointed away.

Each patch and log-periodic antenna were tested by looking at the RSS values

for each antenna individually. As discussed in Section 6.3, the Linux box served as a
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Figure 6.9: Quadrotor orientation for antenna tests.

surrogate quadrotor. For these experiments, the RF switch was not used as instead

the antennas were directly connected to the ZigBee transceiver. The antennas were

situated at a set distance from the ground station’s omnidirectional antenna. Test-

ing was conducted indoors with an attenuator placed on the transmitting antenna.

Time-averaged measurements were taken at 90◦ orientations with the antenna facing

towards and away from the telemetry monitor and perpendicular to each side as

shown in Figure 6.9.

Tables 6.1 and 6.2 show the results for the patch antenna and logi antenna tests,

respectively. Both antennas met the design objectives as the antennas showed rel-

atively consistant performance and directivity. Informal observations showed the

patch antenna to be marginally more efficient. This comes at a cost, though, as the

patch antennas are considerably larger than the logi antennas and thus, more difficult

to integrate into the quadrotor in a usable and neat manner. Antenna improvement

options will be discussed in Chapter 7.
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Table 6.1: Patch antenna performance.

Orientation
1 2 3 4

Antenna 1 RSS -51 dBm -67 dBm -64 dBm -60 dBm
Antenna 2 RSS -52 dBm -60 dBm -67 dBm -63 dBm
Antenna 3 RSS -50 dBm -63 dBm -60 dBm -59 dBm
Antenna 4 RSS -50 dBm -66 dBm -62 dBm -63 dBm

Table 6.2: Logi antenna performance.

Orientation
1 2 3 4

Antenna 1 RSS -54 dBm -68 dBm -69 dBm -67 dBm
Antenna 2 RSS -56 dBm -69 dBm -68 dBm -67 dBm
Antenna 3 RSS -53 dBm -67 dBm -64 dBm -64 dBm
Antenna 4 RSS -50 dBm -66 dBm -63 dBm -66 dBm

6.5 Flight Tests

Initial flights were conducted indoors on a tether system. For the first flights, all

the actual hardware was installed onboard the quadrotor but the communications

were still being controlled by the Linux box as shown in Figure 6.10. These tests

demonstrated that, first of all, the quadrotor could fly even with the additional

weight of the antennas, radios, RF switch, and cabling. Secondly, they showed that

the additions of the RF switch and the quadrotor’s electronics and motors didn’t

seemingly affect the communications capabilities.

Additional indoor flight test were to be performed with the Hummingbird’s pro-

cessors now in control instead of the Linux box. The use of the tether allowed

experimentation, development of vehicle controls (e.g., the lookup table discussed

in Section 6.3), and refinement of communications parameters (e.g., when to switch
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Figure 6.10: Antenna test setup.

antennas and how much time to allow) without the risk of crashing the quadrotor.

Outdoor flight tests were to be conducted with the Hummingbird so as to see the

extremum-seeking algorithm autonomously flying the UAV. The intended scenario

was to have the quadrotor wirelessly tethered to the ground station. The ground

station would be mobile — either handheld and moved by a human operator or, as

depicted in Figure 6.11, be attached to a ground robot. As the operator or UGV

moves away from the quadrotor, the RSS of the antenna in use would fall below the

defined threshold. The extremum-seeking algorithm would then commence, causing

the quadrotor to fly autonomously to improve the communications link and contin-

uing this method until an acceptable RSS is achieved. Unfortunately, due to time

restrictions and asset availability, these last experiments were not realized.

As the simulations demonstrated that the alogirthm itself is viable, the flight

tests presented here showed that the extremum-seeking controller can be practically
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Figure 6.11: Flight tests.

implemented with real hardware and software. The next chapter, Chapter 7, dis-

cusses the next steps that are necessary to implement a fully capable, autonomous

quadrotor communications relay.
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Conclusions

7.1 Accomplishments

This thesis presented a quadrotor serving as a communications relay using a novel

motion planning algorithm consisting of an extremum-seeking controller for opti-

mizing the communications chain combined with collision avoidance provided by

artificial potential fields. The goal of the algorithm is to maximize throughput which

is achieved by maximizing the SNR of the two communications links for which the

quadrotor is serving as a relay. The input to the controller is based on antenna di-

versity where multiple antennas receive incoming signals and each antenna can then

provide SNR measurements of the RF environment. Based on these measurements,

the quadrotor will utilize the best peforming antennas and fly autonomously so as

to optimize the communications chain. Simulations as well as flight tests with real

hardware were conducted to prove the feasibility of the method.

49



Chapter 7. Conclusions

7.2 Future Work

The ideal communications relay should operate without user intervention or even

knowledge — it should be a hybrid system that switches in and out of operation

as necessary (i.e., use the direct link between two end nodes when link quality is

sufficient and then switch in the relay when necessary), should optimize the commu-

nication link, and should perform recovery autonomously (i.e., return to base station,

mobile robot, etc.). The optimization goal can be achieved by the motion planning

algorithm presented within this thesis, but this is just the first step is designing a

viable quadrotor communications relay.

If this work is continued, the immediate focus would be on (1) flying the quadrotor

indoors, and (2) improving the communications hardware implementation.

7.2.1 Quadrotor Improvements

To achieve indoor flight, the addition of collision avoidance sensors as well as an

improved altitude hold controller is necessary. Infrared proximity sensors mounted at

each rotor or a single laser range finder mounted at the center of the quadrotor would

be sufficient for collision avoidance. A controller using a simple downward-pointing

ultrasonic range finder would provide a significant improvement over the current

altitude hold controller which relies on the vehicle’s vertically-mounted accelerometer

and drifts considerably.

A shortcoming of the quadrotor communications relay is its limited operation

time (approximately 20 minutes). Battery life can be extended by reducing weight,

which will be required anyways with the addition of the collision avoidance and

height sensors. The quadrotor should be customized or redesigned to remove unnec-

essary components (e.g., GPS antenna and receiver) and lighten excessively heavy
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components (e.g., RF switch). Another potential solution that should be investi-

gated is to add perch and stare capabilities to the quadrotor. In a perch and stare

scenario, the UAV, after optimizing it’s position, could simply land, power down it’s

motors and other unneeded components, and remaining on the ground serving as a

communications relay and conserving battery power.

Finally, additional work is ongoing currently to replace the quadrotor’s simple lin-

ear control loops with better performing multivariable and/or nonlinear controllers.

7.2.2 Communications Hardware Improvements

For the quadrotor to truly function as a communications relay instead of the tethered

system presented in the experiments, suitable hardware must be actualized. The first

step to be taken in order to improve the communications system is to replace the

RF switch used in the hardware experimentation with a true multi-output antenna

selection system. Experiments could then be conducted with a true antenna diver-

sity system instead of the present pseudo antenna diversity system which features a

bit of time diversity. Additionally, as most robots and ground stations employ om-

nidirectional antennas, research will be required to determine the best method for

transmitting data from the communications relay (i.e., from one antenna or simul-

taneously from all four (multi-input)). While multiple transmitters are frequently

employed in antenna diversity schemes in order to combat multipath fading, if the

receiver is not specifically designed for the reception of multiple copies of the signal,

as would be the case with most off-the-shelf robot systems, multipath fading may

actually be worsened.

Furthermore, analysis and testing will be required to determine a suitable solution

for relaying data between the two end nodes. Can a single radio exchange data

between two communication’s links in an adequate manner or is a two radio solution
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(i.e., one radio for each communications link) preferable and/or required?

7.3 Publications

The work presented in this thesis has been published in the 2010 Proceedings of

SPIE Defense, Security, and Sensing [43] and is to be published in an upcoming issue

of the Journal of Defense Modeling and Simulation [44].
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