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## ABSTRACT

# A STUDY OF JOINPOINT MODELS FOR LONGITUDINAL DATA 

by

Libo Zhou<br>Dr. Kaushik Ghosh, Examination Committee Chair<br>Associate Professor, Biostatistics<br>University of Nevada, Las Vegas, USA

In many medical studies, data are collected simultaneously on multiple biomarkers from each individual. Levels of these biomarkers are measured periodically over certain time duration, giving rise to longitudinal trajectories. The subjects under study may also be subject to dropout due to several competing causes, the likelihood of which may be affected by the levels of these biomarkers.

In this dissertation, we investigate flexible Bayesian modeling of such data, taking into account any available covariate information as well as possible censoring of the drop-out times. We propose joint models for multiple biomarkers with multiple causes of dropout. Our proposed models allow the trajectories to have multiple joinpoints, the locations of which are estimated from the data. We explore two ways of modeling longitudinal data incorporating the dropout information. Dirichlet process priors are used to make the models robust to misspecification. The Dirichlet process also leads to a natural clustering of subjects with similar trajectories, which can be of importance in efficiently estimating the joinpoints.

Efficient Markov chain Monte Carlo algorithms are developed for fitting the proposed models. The performance of all the methods is investigated through simulation
studies. One of the proposed models is seen to give rise to improved estimates of individual trajectories. Data from ACTG 398 study is used to illustrate the applicability of that model.
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## CHAPTER 1

## INTRODUCTION

### 1.1 Introduction

In many medical studies, both longitudinal biomarker and survival data are collected on each subject. These observed biomarker series are important health indicators that represent the progression of a disease. Such data will typically have additional features and complications associated with them, including the presence of treatment group indicators and baseline covariates, measurement error in the biomarkers, and right censoring of the event time with the possibility of dependent censoring. The goals for studies with data of these types can be quite variable. The goal might be assessing how the biomarker changes with time and how this is influenced by the baseline covariates; it might be determining how the risk of the event is influenced by the biomarker and the covariates; it could be determining whether the biomarker can be used as a surrogate endpoint or as an auxiliary variable in a clinical trial, or whether it could be used to make individual predictions of future event times for patients who are censored.

Joint models are frequently used in survival analysis to assess the relationship between time-to-event data and some time-independent and time-dependent covariates that are measured longitudinally but often with error. A common framework consists of using the Cox regression model for the survival time data and a linear mixed-effects
model for the longitudinal observations. This dissertation investigates joint models with multiple biomarkers and multiple causes of dropout. Our proposed model will allow the trajectories to have multiple joinpoints or changepoints, the locations of which will be estimated from the data. Dirichlet process priors will be used to model the distribution of the individual random effects. That will lead to a natural clustering of subjects with similar trajectories, which can be of importance in efficiently estimating the changepoints.

### 1.2 Past work

Methods for jointly modeling longitudinal and survival data are recently becoming more popular. Tsiatis et al. (1995) used the Cox proportional hazards regression model to study the relationship between CD4 counts as a time-dependent covariate and survival. A two-stage procedure by plugging the estimates for modeling the longitudinal data was proposed. Although their model reduces bias compared to using the raw covariate data directly in a Cox model, a likelihood approach based on specification of a joint likelihood may make more efficient use of data. This joint likelihood is constructed by assuming conditional independence of the longitudinal and survival data, given the longitudinal trajectory. The trajectory function represents the true latent longitudinal measures derived. They also considered methods to account for missing data patterns. Wulfsohn and Tsiatis (1997) implemented an EM algorithm to fit a proportional hazards model for survival, conditional on the latent trajectory function. Faucett and Thomas (1996) adopted a Bayesian Markov chain Monte Carlo
(MCMC) technique to do the estimation for this model. Kiuchi et al. (1995) presented a changepoint model to estimate the distribution of the time before AIDS when rapid decline begins. They proposed both empirical and hierarchical Bayes changepoint models using the EM algorithm and Markov chain Monte Carlo technique to estimate the parameters. Henderson et al. (2000) introduced a stationary Gaussian process allowing the trajectory to vary with time. They developed a flexible methodology for handling combined longitudinal and event history data, incorporating the most commonly used first-choice assumptions from both subject areas. A latent bivariate Gaussian process $W(t)=\left\{W_{1}(t), W_{2}(t)\right\}$ was postulated assuming that the measurement and event process are conditionally independent given $W(t)$ and covariates. Linear random effects models and EM estimations were used to estimate the parameters. Wang and Taylor (2001) used a mixed effects model but proposed an integrated Ornstein-Uhlenbeck (IOU) process for longitudinal CD4 count data in a joint model. Using random intercepts and fixed slope, they used IOU process to allow the path of an individual's biomarker, also known as the trajectory, to fluctuate around a straight line. It is an improvement in the fit of the longitudinal markers, but we need models that can provide more flexibility than this model.

Tsiatis and Davidian (2001) specified a nonparametric distribution for the random effects from a frequentist perspective. They assumed that the survival is related to covariate through a proportional hazards relationship with the underlying random effects. They developed a simple method for inference that does not put any restrictions on the distribution of random effects by exploring the conditional score approach of Stefanski \& Carroll (1987). Brown and Ibrahim (2003) specified a nonparametric
distribution for the random effects from a Bayesian perspective. A new semiparametric Bayesian hierarchical model for the joint modeling for longitudinal and survival data was proposed. A Dirichlet process prior on the parameters defining the longitudinal model was used to relax the distributional assumptions for the longitudinal model. This makes the posterior distribution of the longitudinal parameters free of parametric constraints which results in more robust estimates. Lin et al. (2002) developed a latent class model that allowed the polynomial trajectory to depend on class membership. These approaches do allow for more flexibility for modeling the longitudinal data. However, they still impose parametric assumptions on the path of an individual's longitudinal marker.

Xu and Zeger (2001), Song et al. (2002) and Ibrahim et al. (2004) all extended the longitudinal model to the multivariate case. Sinha et al. (2001) provide a detailed discussion of joint modeling. Xu and Zeger (2001) proposed a joint model for a time to clinical event and for repeated measures over time on multiple biomarkers that are potential surrogates. Two complementary measures of the relative benefit of multiple surrogates were proposed as opposed to a single one. Song et al. (2002) proposed a semiparametric likelihood approach for a joint model for survival and longitudinal data in which parametric assumptions on the distribution of random effects may be relaxed to that of a smooth density. An important feature of the procedure is that it makes possible the study of robustness to parametric assumptions on the random effects in joint models. Ibrahim et al. (2004) developed a Bayesian joint model for multivariate longitudinal and survival data. A model assessment tool called the multivariate L measure was presented which allowed them to formally compare different
models.
Brown et al. (2005) proposed a joint longitudinal and survival model that has a nonparametric model for the longitudinal biomarkers. Cubic B-splines were used to specify the longitudinal model and a proportional hazards model to link the longitudinal measure to the hazards. They also used the Conditional Predictive Ordinate (CPO) and the Deviance Information Criterion (DIC) to select the number of knots for the cubic B-spline model. The method was applied to examine the link between viral load, CD4 counts, and time to event in data from an AIDS clinical trial. The longitudinal cubic B-spline model for a single longitudinal outcome was extended to the Bayesian settings. The univariate Bayesian B-spline model was generalized to accommodate a multivariate outcome. They also showed how to incorporate this multivariate B-spline model in a joint longitudinal and survival.

Let $Y_{i j}$ be the $i$ th subject's set of observed biomarkers at time $t_{i j}$, the longitudinal cubic B-spline model was extended to the multivariate case as follows:

$$
Y_{i j}=\psi_{\alpha, \beta}\left(t_{i j}\right)+\epsilon_{i j},
$$

where

$$
\psi_{\alpha, \beta}\left(t_{i j}\right)=\sum_{k=1}^{q} \boldsymbol{\beta}_{i k} B_{k}\left(t_{i j}\right)+\boldsymbol{x}_{i}^{\prime} \boldsymbol{\alpha} .
$$

Furthermore,

$$
\boldsymbol{\beta}_{i k} \sim N_{p}\left(\boldsymbol{b}_{0 k}, \boldsymbol{V}_{0 k}\right)
$$

where $\boldsymbol{\beta}_{i k}=\left(\beta_{i k 1}, \ldots, \beta_{i k p}\right)^{\prime}, \boldsymbol{b}_{0 k}=\left(b_{0 k 1}, \ldots, b_{0 k p}\right)^{\prime}, \boldsymbol{V}_{0 k}$ is a $p \times p$ covariate matrix, $\boldsymbol{\epsilon}_{i j} \sim N_{p}(0, \Sigma)$, and $N_{p}(\boldsymbol{a}, \boldsymbol{b})$ is the $p$-dimensional multivariate normal distribution
with mean vector $\boldsymbol{a}$ and covariance matrix $\boldsymbol{b} . B_{k}\left(t_{i j}\right)$ denotes the value of the $k$ th basis function at time $t_{i j}, \boldsymbol{\alpha}$ is a vector of parameters linking the vector of baseline covariates $\boldsymbol{x}_{i}$ to the longitudinal outcome.

With $p$ being the number of longitudinal outcomes measured at a time point, the observation, trajectory, and error vectors for subject $i$ are then,

$$
\begin{aligned}
\boldsymbol{Y}_{i j} & =\left(\begin{array}{c}
Y_{i j 1} \\
\vdots \\
Y_{i j p}
\end{array}\right), \\
\boldsymbol{\psi}_{\alpha, \beta}\left(t_{i j}\right) & =\left(\begin{array}{c}
\psi_{\alpha, \beta, 1}\left(t_{i j}\right) \\
\vdots \\
\psi_{\alpha, \beta, p}\left(t_{i j}\right)
\end{array}\right) \\
& =\left(\begin{array}{c}
\sum_{k=1}^{q} \beta_{i k 1} B_{k}\left(t_{i j}\right)+x_{i}^{\prime} \alpha_{1} \\
\vdots \\
\sum_{k=1}^{q} \beta_{i k p} B_{k}\left(t_{i j}\right)+x_{i}^{\prime} \alpha_{p}
\end{array}\right) \\
\text { and } \quad \boldsymbol{\epsilon}_{i j} & =\left(\begin{array}{c}
\epsilon_{i j 1} \\
\vdots \\
\epsilon_{i j p}
\end{array}\right) .
\end{aligned}
$$

The hazard function was expressed as

$$
h(t \mid Y)=\lambda(t) \exp \left(\boldsymbol{\gamma}^{\prime} \psi_{\beta}(t)+\boldsymbol{z}^{\prime} \boldsymbol{\zeta}\right)
$$

where $\psi_{\beta}(t)=\psi_{\alpha=0, \beta}(t), \gamma=\left(\gamma_{1}, \ldots, \gamma_{p}\right)^{\prime}$ is a vector of parameters linking the trajectory to the hazard function, $\lambda(t)$ is the baseline hazard, and $\boldsymbol{\zeta}$ is the parameter vector linking a vector $\boldsymbol{z}$ of baseline covariates to the failure time. The contribution to likelihood for an individual's time to event, $s_{i}$ is given by

$$
\begin{aligned}
f\left(s_{i}, \nu_{i} \mid \boldsymbol{Y}_{i}\right)=\lambda\left(s_{i}\right)^{\nu_{i}} & \exp \left\{\nu_{i}\left(\boldsymbol{\gamma}^{\prime} \psi_{\beta}\left(s_{i}\right)+\boldsymbol{z}_{i}^{\prime} \boldsymbol{\zeta}\right)\right\} \\
& \times \exp \left\{-\int_{0}^{s_{i}} \lambda(u) e^{\boldsymbol{\gamma}^{\prime} \psi_{\beta}(u)+\boldsymbol{z}_{i}^{\prime} \boldsymbol{\zeta}} \mathrm{d} u\right\},
\end{aligned}
$$

where $\nu_{i}$ is the censoring indicator for subject $i$.
Assuming a piecewise constant baseline hazard function

$$
\lambda(u)=\lambda_{j}, \quad u_{j-1}<u<u_{j}, \quad j=1, \ldots, J,
$$

we get

$$
\begin{aligned}
f\left(s_{i}, \nu_{i} \mid \boldsymbol{Y}_{i}\right)=\lambda\left(s_{i}\right)^{\nu_{i}} & \exp \left\{\nu_{i}\left(\boldsymbol{\gamma}^{\prime} \psi_{\beta}\left(s_{i}\right)+\boldsymbol{z}_{i}^{\prime} \boldsymbol{\zeta}\right)\right\} \\
& \times \exp \left\{-e^{z_{i}^{\prime} \boldsymbol{\zeta}} \sum_{j=1}^{J} H_{i j}(\beta, \boldsymbol{\gamma}, \lambda)\right\},
\end{aligned}
$$

where

$$
H_{i j}(\beta, \gamma, \lambda)=I_{\left\{s_{i} \geq u_{j-1}\right\}} \int_{u_{j-1}}^{u_{j} \wedge s_{i}} e^{\gamma^{\prime} \psi_{\beta}(u)+z_{i}^{\prime} \zeta^{\mathrm{d}}} \mathrm{~d} u
$$

Chi and Ibrahim (2006) proposed a likelihood-based approach to extend both longitudinal and survival components. A multivariate mixed effects model was presented to explicitly capture two different sources of dependence among longitudinal measures over time as well as dependence between different variables. For the survival component of the joint model, they introduced a shared frailty, which is assumed to have a positive stable distribution, to induce correlation between failure times. The proposed marginal univariate survival model, which accommodates both zero and nonzero cure fractions for the time to event, was applied to each marginal survival function. The proposed multivariate survival model had a proportional hazards structure for the population hazard, conditionally as well as marginally, when the baseline covariates were entered biologically through the mean function of the Poisson process. The model was capable of dealing with survival functions with different cure rate structures and thus accommodated a mixture of proper and improper survival functions.

The model was computationally feasible with the incorporation of longitudinal data. They developed MCMC algorithms to sample from the joint posterior by introducing latent variables. With the use of the modified version of the collapsed Gibbs technique, the computational development facilitated an efficient Gibbs sampling scheme for the posterior distribution. A new bivariate survival model was discussed and the simulation study was conducted to examine the feasibility as well as properties of the proposed multivariate survival model.

Ghosh et al. (2009) developed a joint model of longitudinal data and informative dropout time in the presence of multiple changepoints. A multiple-joinpoint model was proposed for the longitudinal response and a Cox proportional hazards model was used to connect the longitudinal part to the dropout part, giving rise to unbiased estimates of the underlying parameters. The model has multiple known changepoints with univariate biomarker and univariate dropout cause. Dirichlet process (DP) priors are used to model the distribution of the individual random effects and error distribution. This allowed for clustering of trajectories, which can help in identifying patients with similar trajectories and thus pool information to get better estimates. The baseline hazard for the survival model was assumed to have a piecewise constant structure.

The joinpoint model was assumed to have the following form:

$$
y_{i j}=\psi_{i}\left(t_{i j}\right)+e_{i j}
$$

where the random errors were assumed to have independent zero-mean normal distributions as follows:

$$
e_{i j} \left\lvert\,\left(\sigma_{e}^{2}, \eta_{i}\right) \stackrel{i i d}{\sim} N\left(0, \frac{\sigma_{e}^{2}}{\eta_{i}}\right)\right., \quad i=1, \ldots, N, \quad j=1, \ldots, n_{i}
$$

The trajectory function was assumed as the following form:

$$
\psi_{i}(t)=x_{i 1} \alpha_{1}+\cdots+x_{i c} \alpha_{c}+\delta_{i 0}+\delta_{i 1} t+\sum_{l=1}^{L} \beta_{i l}\left(t-\tau_{l}\right)_{+}
$$

where $\tau_{1}<\cdots<\tau_{L}$ are completely known joinpoints and $\alpha_{1}, \ldots, \alpha_{c}$ are the fixed effects of the $c$ covariates. The notation $u_{+}$is used to define a spline:

$$
u_{+}= \begin{cases}u & \text { if } u>0 \\ 0 & \text { otherwise } .\end{cases}
$$

The baseline hazard function was assumed piecewise constant as

$$
\lambda_{0}(u)=\lambda_{0 j}, \quad u_{j-1}<u<u_{j}, \quad j=1, \ldots, J,
$$

where the number of steps $J$ and the endpoints $u_{j}$ are pre-specified with $u_{0} \equiv 0$ and $u_{J} \equiv \infty$.

The contribution to the likelihood from survival part of $i$ th subject was then,

$$
\begin{aligned}
f\left(s_{i}, \nu_{i} \mid \psi_{i}\right)=\lambda_{0}\left(s_{i}\right)^{\nu_{i}} & \exp \left\{\nu_{i} \gamma \psi_{i}\left(s_{i}\right)\right\} \\
& \times \exp \left\{-\int_{0}^{s_{i}} \lambda_{0}(u) \exp \left(\gamma \psi_{i}(u)\right) \mathrm{d} u\right\},
\end{aligned}
$$

which was rewritten as

$$
f\left(s_{i}, \nu_{i} \mid \psi_{i}\right)=\lambda_{0}\left(s_{i}\right)^{\nu_{i}} \exp \left\{\nu_{i} \gamma \psi_{i}\left(s_{i}\right)-\sum_{j=1}^{L} \lambda_{0 j} H_{i j}(\gamma)\right\},
$$

where

$$
H_{i j}(\gamma)=I_{\left\{s_{i} \geq u_{j-1}\right\}} \int_{u_{j-1}}^{u_{j} \wedge s_{i}} \exp \left(\gamma \psi_{j}(u)\right) \mathrm{d} u
$$

Fieuws and Verbeke (2006) and Fieuws et al. (2007) had proposed an approach for modeling multivariate longitudinal data whereby all possible pairs of longitudinal data were separately modeled and were then combined in a final step. Albert and Shih (2010) proposed a regression calibration approach for jointly modeling multiple longitudinal measurements and discrete time-to-event data. A regression calibration approach which appropriately accounts for informative dropout was proposed in that article. An approach was proposed for jointly modeling multivariate longitudinal and discrete time-to-event data which easily accommodates many longitudinal biomarkers. Complete data are then simulated based on estimates from these pairwise conditional models, and regression calibration is used to estimate the relationship between longitudinal data and time-to-event data using the complete data.

Martinez-Beneito et al. (2011) introduced a reparametrization of the usual joinpoint regression model, which made it convenient as a first step to assign prior distributions. Starting from the reparametrization proposed, they introduced a longitudinal modeling proposal with an unknown number of joinpoints. That proposal was carried out as a variable selection process, and prior distributions was discussed in detail in order to get reasonable results from the previous model selection problem.

The model proposed was the following:

$$
Y_{i} \sim \operatorname{Poisson}\left(\mu_{i}\right), \quad i=1, \ldots, n
$$

with

$$
\log \left(\mu_{i}\right)=\log \left(P_{i}\right)+\alpha+\beta_{0}\left(t_{i}-\bar{t}\right)+\sum_{j=1}^{J^{*}} \delta_{j} \beta_{j} B_{\tau_{j}}\left(t_{i}\right)
$$

where

$$
B_{\tau_{j}}(t)= \begin{cases}a_{0 j}+b_{0 j} t, & t \leq 0 \\ a_{1 j}+b_{1 j} t, & t>0\end{cases}
$$

where Pi is the population under study during year i. The quantity of $B_{\tau_{j}}(t)$ was restricted using a number of conditions, which made it unambiguously determined. Rizopoulos (2012) provided an overview of the theory and application of joint models for longitudinal and survival data. The focus was on random effects joint model that uses latent variables to capture the association between the two outcomes and several extensions were also presented. All the analyses included in the book were implemented in the R software for statistical computing and graphics, using the freely available package JM written by the author.

### 1.3 Organization

The organization of this dissertation is as follows: In Chapter 2, we present a longitudinal model formulation and do the estimation of the parameters. In Chapter 3, we combine the longitudinal model with the dropout part and do the estimation of the parameters. In Chapter 4, we present an alternative reparametrization of the longitudinal model and do the estimation of the parameters. In Chapter 5, we combine the alternative parametrization model with the dropout part and do the estimation of the parameters. The performance of all the methods is investigated through simulation studies. In Chapter 6, we analyze part of the ACTG 398 data and the results of the analysis are presented. In Chapter 7, we present the conclusions of our studies.

## CHAPTER 2

## LONGITUDINAL MODEL FOR MULTIPLE BIOMARKERS

In this chapter, we present a longitudinal model for multiple biomarkers, each with multiple joinpoints. Each subject is modeled using random spline coefficients that are normally distributed around a common population mean. Dirichlet process priors are used to make the models robust to misspecification.

### 2.1 Longitudinal model with multiple joinpoints

Consider a scenario in which there are several subjects, with each subject being measured on multiple biomarkers repeatedly over time. On each subject, we also measure certain covariates, which we expect to influence the biomarker levels. Additionally, the biomarker trajectories are assumed to have several joinpoints.

Let $y_{i j k}$ denote the $k$ th biomarker response of subject $i$ measured at time $t_{i j},(i=$ $\left.1, \ldots, N ; \quad j=1, \ldots, n_{i} ; \quad k=1, \ldots, K.\right)$. We assume a model of the following form:

$$
y_{i j k}=\psi_{i k}\left(t_{i j}\right)+e_{i j k},
$$

where $\psi_{i k}(\cdot)$ is the trajectory function for the $k$ th biomarker response of the $i$ th individual and $e_{i j k}$ is the associated random error.

Let there be $C$ covariates measured on each subject, with those for subject $i$ being denoted by $\boldsymbol{x}_{i}=\left(x_{i 1}, \ldots, x_{i C}\right)^{\prime}$. Additionally, let there be $L$ joinpoints for each
biomarker trajectory, with those for biomarker $k$ being $\tau_{k 1}, \ldots, \tau_{k L}$ and $\tau_{k 1}<\ldots<$ $\tau_{k L}$. We assume a trajectory function of the following form:

$$
\psi_{i k}(t)=\boldsymbol{\alpha}_{k}^{\prime} \boldsymbol{x}_{i}+\delta_{i 0 k}+\delta_{i 1 k} t+\sum_{l=1}^{L} \beta_{i k l}\left(t-\tau_{k l}\right)_{+},
$$

where the notation $u_{+}$is used to define:

$$
u_{+}= \begin{cases}u & \text { if } u>0 \\ 0 & \text { otherwise } .\end{cases}
$$

Here, $\boldsymbol{\alpha}_{k}=\left(\alpha_{k 1}, \ldots, \alpha_{k C}\right)^{\prime}$ are the effects of the $C$ covariates on the $k$ th biomarker. For subject $i$ and biomarker $k, \delta_{i 0 k}$ can be interpreted as the random intercept, $\delta_{i 1 k}$ as the random slope and $\beta_{i k l}$ as the random change in slope at the potential joinpoint $\tau_{k l}$.

The previous model can be rewritten as:

$$
\begin{aligned}
\left(\begin{array}{c}
y_{i j 1} \\
y_{i j 2} \\
\vdots \\
y_{i j K}
\end{array}\right)= & \left(\begin{array}{c}
\boldsymbol{\alpha}_{1}^{\prime} \\
\boldsymbol{\alpha}_{2}^{\prime} \\
\vdots \\
\boldsymbol{\alpha}_{K}^{\prime}
\end{array}\right) \boldsymbol{x}_{i}+\left(\begin{array}{cc}
\delta_{i 01} & \delta_{i 11} \\
\delta_{i 02} & \delta_{i 12} \\
\vdots & \vdots \\
\delta_{i 0 K} & \delta_{i 1 K}
\end{array}\right)\binom{1}{t_{i j}} \\
& \left(\begin{array}{c}
\sum_{l=1}^{L} \beta_{i 1 l}\left(t_{i j}-\tau_{1 l}\right)_{+} \\
\sum_{l=1}^{L} \beta_{i 2 l}\left(t_{i j}-\tau_{2 l}\right)_{+} \\
\vdots \\
\sum_{l=1}^{L} \beta_{i K l}\left(t_{i j}-\tau_{K l}\right)_{+}
\end{array}\right)+\left(\begin{array}{c}
e_{i j 1} \\
e_{i j 2} \\
\vdots \\
e_{i j K}
\end{array}\right)
\end{aligned}
$$

where

$$
\boldsymbol{x}_{i}=\left(\begin{array}{c}
x_{i 1} \\
x_{i 2} \\
\vdots \\
x_{i C}
\end{array}\right), \quad i=1, \ldots, N \quad \text { and } \quad \boldsymbol{\alpha}_{k}=\left(\begin{array}{c}
\alpha_{k 1} \\
\alpha_{k 2} \\
\vdots \\
\alpha_{k C}
\end{array}\right), \quad k=1, \ldots, K
$$

Note that if $\beta_{i k l}=0$, there is no change in slope of the trajectory at the location $\tau_{k l}$, implying that the corresponding location is not a joinpoint after all. Hence, the
above model allows for the possibility of having different number of joinpoints across subjects and biomarkers.

The random error $\boldsymbol{e}_{i j}$ is assumed to have independent zero-mean multivariate normal distributions as follows:

$$
\boldsymbol{e}_{i j} \sim \boldsymbol{N}_{K}(\mathbf{0}, \boldsymbol{\Sigma})
$$

where $\boldsymbol{\Sigma}$ is a $K \times K$ covariance matrix.
Define $\boldsymbol{Y}_{i}=\left(\boldsymbol{Y}_{i 1}, \boldsymbol{Y}_{i 2}, \ldots, \boldsymbol{Y}_{i, n_{i}}\right)^{\prime}$ to be the observations on the $i$ th subject, with $\boldsymbol{Y}_{i j}=\left(y_{i j 1}, \ldots, y_{i j K}\right)^{\prime}$. Also define $\boldsymbol{\phi}_{i}=\left(\boldsymbol{\phi}_{i 1}, \ldots, \boldsymbol{\phi}_{i n_{i}}\right)^{\prime}, \boldsymbol{\phi}_{i j}=\left(\psi_{i 1}\left(t_{i j}\right), \ldots, \psi_{i K}\left(t_{i j}\right)\right)^{\prime}$. The contribution of the $i$ th subject to the likelihood is then:

$$
f\left(\boldsymbol{Y}_{i} \mid \boldsymbol{\phi}_{i}, \boldsymbol{\Sigma}\right) \propto \frac{1}{|\boldsymbol{\Sigma}|^{\frac{n_{i}}{2}}} \exp \left\{-\frac{1}{2} \sum_{j=1}^{n_{i}}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)^{\prime} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)\right\}
$$

### 2.2 Prior distributions

Joinpoint problems often give rise to irregular likelihoods, making them difficult to handle using the standard maximum-likelihood setup. A natural choice to handle complex models as above is to use a Bayesian approach, which is what we use throughout this dissertation. Specifications of prior distributions of the model parameters are provided in this section.

Let the parameters corresponding to the first biomarker of the $i$ th subject be denoted by $\boldsymbol{\theta}_{i, 1}=\left(\delta_{i 01}, \delta_{i 11}, \beta_{i 11}, \beta_{i 12}, \ldots, \beta_{i 1 L}\right)^{\prime}$. We will use a Dirichlet process prior for the common underlying distribution of the parameters $\boldsymbol{\theta}_{i, 1}$. The natural clustering property for Dirichlet Process will be helpful in ascertaining clusters of subjects that have the same mean trajectory. Another advantage of Dirichlet Process prior choice
is the availability of a rich class of algorithms for drawing posterior samples. It also gives rise to flexible models robust to misspecification.

We model the prior distribution of $\boldsymbol{\theta}_{i, 1}$ as follows:

$$
\begin{gathered}
\boldsymbol{\theta}_{i, 1} \stackrel{i i d}{\sim} G \\
G \sim D P\left(M_{\theta}, G_{0}\right) \\
G_{0} \equiv \boldsymbol{N}_{L+2}\left(\boldsymbol{\mu}_{\theta}, \boldsymbol{\Sigma}_{\theta}\right),
\end{gathered}
$$

where, $\boldsymbol{\mu}_{\theta} \sim \boldsymbol{N}\left(\boldsymbol{\mu}_{\theta 0}, \boldsymbol{\Sigma}_{\theta 0}\right)$ and $\boldsymbol{\Sigma}_{\theta} \sim \boldsymbol{I} \boldsymbol{W}\left(\nu_{\theta 0}, \boldsymbol{S}_{\theta 0}\right)$.
Let the parameters corresponding to the rest of the biomarkers (other than the first) for the $i$ th subject be denoted by

$$
\begin{aligned}
\boldsymbol{\theta}_{i,-1} & =\left(\delta_{i 02}, \delta_{i 12}, \beta_{i 21}, \beta_{i 22}, \ldots, \beta_{i 2 L}, \ldots, \delta_{i 0 K}, \delta_{i 1 K}, \beta_{i K 1}, \beta_{i K 2}, \ldots, \beta_{i K L}\right)^{\prime} \\
& \equiv\left(\boldsymbol{\theta}_{i, 2}, \ldots, \boldsymbol{\theta}_{i, K}\right)^{\prime} \quad \text { (say) } .
\end{aligned}
$$

We assume

$$
\boldsymbol{\theta}_{i, 2}, \ldots, \boldsymbol{\theta}_{i, K} \stackrel{i i d}{\sim} \boldsymbol{N}_{(L+2)}\left(\boldsymbol{\mu}_{\theta}, \boldsymbol{\Sigma}_{\theta}\right)
$$

where, as before

$$
\begin{aligned}
\boldsymbol{\mu}_{\theta} & \sim \boldsymbol{N}\left(\boldsymbol{\mu}_{\theta 0}, \boldsymbol{\Sigma}_{\theta 0}\right), \\
\text { and } \quad \boldsymbol{\Sigma}_{\theta} & \sim \boldsymbol{I} \boldsymbol{W}\left(\nu_{\theta 0}, \boldsymbol{S}_{\theta 0}\right) .
\end{aligned}
$$

Additionally we assume that the error covariance $\boldsymbol{\Sigma}$ has the prior $\boldsymbol{\Sigma} \sim \boldsymbol{I} \boldsymbol{W}\left(\nu_{\Sigma 0}, \boldsymbol{S}_{\Sigma 0}\right)$ and the covariate effects $\boldsymbol{\alpha}_{k}$ have the prior $\boldsymbol{\alpha}_{k} \stackrel{i i d}{\sim} \boldsymbol{N}\left(\boldsymbol{\mu}_{\alpha}, \boldsymbol{\Sigma}_{\alpha}\right) \quad k=1, \ldots, K$.

Let the joinpoints of the trajectory for the $k$ th biomarker be $\tau_{k 1}, \tau_{k 2}, \ldots, \tau_{k L}, k=$
$1,2, \ldots, K$ with $0<\tau_{k 1}<\tau_{k 2}<\cdots<\tau_{k L}<T^{*}$, where $T^{*}$ is specified. Let the time intervals between the joinpoints be $D_{k 1}, D_{k 2}, \ldots, D_{k L}, D_{k, L+1}$. That is

$$
\begin{aligned}
D_{k 1} & =\tau_{k 1}-0, \\
D_{k 2} & =\tau_{k 2}-\tau_{k 1}, \\
& \vdots \\
D_{k L} & =\tau_{k L}-\tau_{k, L-1}, \\
\text { and } \quad D_{k, L+1} & =T^{*}-\tau_{k L} .
\end{aligned}
$$

Note that

$$
D_{k l}>0 \quad \text { and } \quad \sum_{l=1}^{L+1} D_{k l}=T^{*}
$$

Let

$$
\begin{aligned}
\boldsymbol{D}_{1} & =\left(D_{11}, D_{12}, \ldots, D_{1, L+1}\right)^{\prime} \\
\boldsymbol{D}_{2} & =\left(D_{21}, D_{22}, \ldots, D_{2, L+1}\right)^{\prime} \\
& \vdots
\end{aligned}
$$

$$
\text { and } \quad \boldsymbol{D}_{K}=\left(D_{K 1}, D_{K 2}, \ldots, D_{K, L+1}\right)^{\prime}
$$

Potentially for each biomarker if we put $\boldsymbol{\tau}_{k} \mathrm{~S}$ with some distribution we can not estimate them. The clustering of $\boldsymbol{D}_{k}^{*} \mathrm{~s}$ will translate of clustering of $\boldsymbol{\tau}_{k} \mathrm{~s}$. Clustering of $\boldsymbol{\tau}_{k}$ with $\boldsymbol{\tau}_{k^{\prime}}$ means the corresponding biomarkers have the same changepoints. Let $\boldsymbol{D}_{k}^{*}=\boldsymbol{D}_{k} / T^{*}, \quad k=1, \ldots, K$. We assume

$$
\boldsymbol{D}_{1}^{*}, \boldsymbol{D}_{2}^{*}, \ldots, \boldsymbol{D}_{K}^{*} \stackrel{i i d}{\sim} G
$$

where

$$
\begin{aligned}
G & \sim D P\left(\alpha_{0}, G_{0}\right) \\
\text { and } \quad G_{0} & \equiv \operatorname{Dirichlet}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{L+1}\right) .
\end{aligned}
$$

### 2.3 The full conditional of $\boldsymbol{\theta}_{i, 1} \mid$.

The above semiparametric Bayesian model does not give rise to a closed-form expression of the posterior distribution. We will use Markov chain Monte Carlo approach to approximate samples from the posterior. Fortunately, the conditional distributions are easy to sample from and we implement the Gibbs sampler. Since we have a conjugate baseline prior, we can use the Algorithm 2 from Neal (2000) to sample $\boldsymbol{\theta}_{i, 1}$ from its posterior. Details of Algorithm 2 are in Appendix where the following conditional is obtained:

$$
\boldsymbol{\theta}_{i, 1} \mid \boldsymbol{\theta}_{-i, 1}, \boldsymbol{Y}_{i} \sim \sum_{j^{\prime} \neq i} q_{i, j^{\prime}} \delta_{\boldsymbol{\theta}_{j^{\prime}}}+r_{i} \boldsymbol{H}_{i} .
$$

Here $\boldsymbol{H}_{i}$ is the posterior distribution for $\boldsymbol{\theta}_{i, 1}$ based on the prior $G_{0}$ and observation $\boldsymbol{Y}_{i}$, with likelihood $L\left(\boldsymbol{\theta}_{i, 1} \mid \boldsymbol{Y}_{i}\right)$. The values of the $q_{i, j^{\prime}}$ and $r_{i}$ are defined by

$$
\begin{gathered}
q_{i, j^{\prime}}=b L\left(\boldsymbol{\theta}_{j^{\prime}, 1} \mid \boldsymbol{Y}_{i}\right), \\
r_{i}=b M_{\theta} \int L\left(\boldsymbol{\theta}_{i, 1} \mid \boldsymbol{Y}_{i}\right) \mathrm{d} G_{0}\left(\boldsymbol{\theta}_{i, 1}\right),
\end{gathered}
$$

where $b$ is such that $\sum_{j^{\prime} \neq i} q_{i, j^{\prime}}+r_{i}=1$.
Note that

$$
\boldsymbol{\phi}_{i j}\left(t_{i j}\right)=\left(\begin{array}{c}
\psi_{i 1}\left(t_{i j}\right) \\
\psi_{i 2}\left(t_{i j}\right) \\
\vdots \\
\psi_{i K}\left(t_{i j}\right)
\end{array}\right)=\left(\begin{array}{c}
\boldsymbol{\alpha}_{1}^{\prime} \\
\boldsymbol{\alpha}_{2}^{\prime} \\
\vdots \\
\boldsymbol{\alpha}_{K}^{\prime}
\end{array}\right) \boldsymbol{x}_{i}+\left(\begin{array}{ccc}
\boldsymbol{Z}_{i j 1}^{\prime} & \cdots \\
\vdots & \ddots & \vdots \\
& \cdots & \boldsymbol{Z}_{i j K}^{\prime}
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{\theta}_{i, 1} \\
\boldsymbol{\theta}_{i, 2} \\
\vdots \\
\boldsymbol{\theta}_{i, K}
\end{array}\right),
$$

where

$$
\boldsymbol{\theta}_{i, k}=\left(\begin{array}{c}
\delta_{i 0 k} \\
\delta_{i 1 k} \\
\beta_{i k 1} \\
\beta_{i k 2} \\
\cdots \\
\beta_{i k L}
\end{array}\right) \quad \text { and } \quad \boldsymbol{Z}_{i j k}=\left(\begin{array}{c}
1 \\
t_{i j} \\
\left(t_{i j}-\tau_{k 1}\right)_{+} \\
\left(t_{i j}-\tau_{k 2}\right)_{+} \\
\vdots \\
\left(t_{i j}-\tau_{k L}\right)_{+}
\end{array}\right) .
$$

Let $\sigma^{\left(k, k^{\prime}\right)}$ be the $\left(k, k^{\prime}\right)$ th element of $\boldsymbol{\Sigma}^{-1}$ and the likelihood of $\boldsymbol{\theta}_{i, 1}$ be denoted by $L\left(\boldsymbol{\theta}_{i, 1} \mid \boldsymbol{Y}_{i}\right)$. Define $\psi_{i j k}=\psi_{i k}\left(t_{i j}\right)$. Then

$$
\begin{aligned}
L\left(\boldsymbol{\theta}_{i, 1} \mid \boldsymbol{Y}_{i}\right)= & f\left(\boldsymbol{Y}_{i} \mid \boldsymbol{\phi}_{i}, \boldsymbol{\Sigma}\right) \\
\propto & \exp \left\{-\frac{1}{2} \sum_{j=1}^{n_{i}}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)^{\prime} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)\right\} \\
= & \exp \left\{-\frac{1}{2} \sum_{j=1}^{n_{i}}\left(y_{i j 1}-\psi_{i j 1}, \ldots, y_{i j K}-\psi_{i j K}\right) \Sigma^{-1}\left(\begin{array}{c}
y_{i j 1}-\psi_{i j 1} \\
\vdots \\
y_{i j K}-\psi_{i j K}
\end{array}\right)\right\} \\
= & \exp \left\{-\frac{1}{2} \sum_{j=1}^{n_{i}} \sum_{k=1}^{K} \sum_{k^{\prime}=1}^{K}\left(\psi_{i j k}-y_{i j k}\right) \sigma^{\left(k, k^{\prime}\right)}\left(\psi_{i j k^{\prime}}-y_{i j k^{\prime}}\right)\right\} \\
= & \exp \left\{-\frac{1}{2} \sum_{j=1}^{n_{i}} \sum_{k=1}^{K} \sum_{k^{\prime}=1}^{K}\left(\boldsymbol{\alpha}_{k}^{\prime} \boldsymbol{x}_{i}+\boldsymbol{\theta}_{i, k}^{\prime} \boldsymbol{Z}_{i j k}-y_{i j k}\right) \sigma^{\left(k, k^{\prime}\right)}\right. \\
= & \left.\left(\boldsymbol{\alpha}_{k^{\prime}}^{\prime} \boldsymbol{x}_{i}+\boldsymbol{\theta}_{i, k^{\prime}}^{\prime} \boldsymbol{Z}_{i j k^{\prime}}-y_{i j k^{\prime}}\right)\right\} \\
& \exp \left\{-\frac{1}{2} \sum_{j=1}^{n_{i}} \sum_{k^{\prime}=1}^{K}\left(\boldsymbol{\theta}_{i, 1}^{\prime} \boldsymbol{Z}_{i j 1}+\boldsymbol{\alpha}_{1}^{\prime} \boldsymbol{x}_{i}-y_{i j 1}\right) \sigma^{\left(1, k^{\prime}\right)}\right. \\
& \left(\boldsymbol{\theta}_{i, k^{\prime}}^{\prime}, \boldsymbol{Z}_{i j k^{\prime}}+\boldsymbol{\alpha}_{k^{\prime}}^{\prime} \boldsymbol{x}_{i}-y_{i j k^{\prime}}\right)-\frac{1}{2} \sum_{j=1}^{n_{i}} \sum_{k=2}^{K}\left(\boldsymbol{\theta}_{i, k}^{\prime} \boldsymbol{Z}_{i j k}+\boldsymbol{\alpha}_{k}^{\prime} \boldsymbol{x}_{i}-y_{i j k}\right) \\
& \left.\sigma^{(k, 1)}\left(\boldsymbol{\theta}_{i, 1}^{\prime} \boldsymbol{Z}_{i j 1}+\boldsymbol{\alpha}_{1}^{\prime} \boldsymbol{x}_{i}-y_{i j 1}\right)\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \propto \exp \left\{-\frac{1}{2} \sum_{j=1}^{n_{i}} \sum_{k^{\prime}=1}^{K}\left[\boldsymbol{\theta}_{i, 1}^{\prime} \boldsymbol{Z}_{i j 1} \sigma^{\left(1, k^{\prime}\right)} \boldsymbol{Z}_{i j k^{\prime}}^{\prime} \boldsymbol{\theta}_{i, k^{\prime}}+\boldsymbol{\theta}_{i, 1}^{\prime} \boldsymbol{Z}_{i j 1} \sigma^{\left(1, k^{\prime}\right)}\right.\right. \\
& \left.\left(\boldsymbol{\alpha}_{k^{\prime}}^{\prime} \boldsymbol{x}_{i}-y_{i j k^{\prime}}\right)+\boldsymbol{\theta}_{i, k^{\prime}}^{\prime} \boldsymbol{Z}_{i j k^{\prime}} \sigma^{\left(1, k^{\prime}\right)}\left(\boldsymbol{\alpha}_{1}^{\prime} \boldsymbol{x}_{i}-y_{i j 1}\right)\right] \\
& \left.-\frac{1}{2} \sum_{j=1}^{n_{i}} \sum_{k=2}^{K}\left[\boldsymbol{\theta}_{i, 1}^{\prime} \boldsymbol{Z}_{i j 1} \sigma^{(k, 1)} \boldsymbol{Z}_{i j k}^{\prime} \boldsymbol{\theta}_{i, k}+\boldsymbol{\theta}_{i, 1}^{\prime} \boldsymbol{Z}_{i j 1} \sigma^{(k, 1)}\left(\boldsymbol{\alpha}_{k}^{\prime} \boldsymbol{x}_{i}-y_{i j k}\right)\right]\right\} \\
& =\exp \left\{-\frac{1}{2}\left[\boldsymbol{\theta}_{i, 1}^{\prime} \sum_{j=1}^{n_{i}} \boldsymbol{Z}_{i j 1} \sigma^{(1,1)} \boldsymbol{Z}_{i j 1}^{\prime} \boldsymbol{\theta}_{i, 1}+\boldsymbol{\theta}_{i, 1}^{\prime} \sum_{j=1}^{n_{i}} \sum_{k^{\prime}=2}^{K} \boldsymbol{Z}_{i j 1} \sigma^{\left(1, k^{\prime}\right)} \boldsymbol{Z}_{i j k^{\prime}}^{\prime} \boldsymbol{\theta}_{i, k^{\prime}}\right.\right. \\
& +\boldsymbol{\theta}_{i, 1}^{\prime} \sum_{j=1}^{n_{i}} \sum_{k^{\prime}=1}^{K} \boldsymbol{Z}_{i j 1} \sigma^{\left(1, k^{\prime}\right)}\left(\boldsymbol{\alpha}_{k^{\prime}}^{\prime} \boldsymbol{x}_{i}-y_{i j k^{\prime}}\right) \\
& +\boldsymbol{\theta}_{i, 1}^{\prime} \sum_{j=1}^{n_{i}} \boldsymbol{Z}_{i j 1} \sigma^{(1,1)}\left(\boldsymbol{\alpha}_{1}^{\prime} \boldsymbol{x}_{i}-y_{i j 1}\right) \\
& +\boldsymbol{\theta}_{i, 1}^{\prime} \sum_{j=1}^{n_{i}} \sum_{k=2}^{K} \boldsymbol{Z}_{i j 1} \sigma^{(k, 1)} \boldsymbol{Z}_{i j k}^{\prime} \boldsymbol{\theta}_{i, k} \\
& \left.\left.+\boldsymbol{\theta}_{i, 1}^{\prime} \sum_{j=1}^{n_{i}} \sum_{k=2}^{K} \boldsymbol{Z}_{i j 1} \sigma^{(k, 1)}\left(\boldsymbol{\alpha}_{k}^{\prime} \boldsymbol{x}_{i}-y_{i j k}\right)\right]\right\} \\
& =\exp \left\{-\frac{1}{2} \boldsymbol{\theta}_{i, 1}^{\prime}\left[\sum_{j=1}^{n_{i}} \boldsymbol{Z}_{i j 1} \sigma^{(1,1)} \boldsymbol{Z}_{i j 1}^{\prime}\right] \boldsymbol{\theta}_{i, 1}+\boldsymbol{\theta}_{i, 1}^{\prime}\left(-\frac{1}{2}\right)\left[\sum_{j=1}^{n_{i}} \sum_{k^{\prime}=2}^{K} \boldsymbol{Z}_{i j 1} \sigma^{\left(1, k^{\prime}\right)} \boldsymbol{Z}_{i j k^{\prime}}^{\prime} \boldsymbol{\theta}_{i, k^{\prime}}\right.\right. \\
& +\sum_{j=1}^{n_{i}} \sum_{k^{\prime}=1}^{K} \boldsymbol{Z}_{i j 1} \sigma^{\left(1, k^{\prime}\right)}\left(\boldsymbol{\alpha}_{k^{\prime}}^{\prime} \boldsymbol{x}_{i}-y_{i j k^{\prime}}\right) \\
& +\sum_{j=1}^{n_{i}} \boldsymbol{Z}_{i j 1} \sigma^{(1,1)}\left(\boldsymbol{\alpha}_{1}^{\prime} \boldsymbol{x}_{i}-y_{i j 1}\right) \\
& +\sum_{j=1}^{n_{i}} \sum_{k=2}^{K} \boldsymbol{Z}_{i j 1} \sigma^{(k, 1)} \boldsymbol{Z}_{i j k}^{\prime} \boldsymbol{\theta}_{i, k} \\
& \left.\left.+\sum_{j=1}^{n_{i}} \sum_{k=2}^{K} \boldsymbol{Z}_{i j 1} \sigma^{(k, 1)}\left(\boldsymbol{\alpha}_{k}^{\prime} \boldsymbol{x}_{i}-y_{i j k}\right)\right]\right\} \\
& =\exp \left\{-\frac{1}{2} \boldsymbol{\theta}_{i, 1}^{\prime} \boldsymbol{B}_{1} \boldsymbol{\theta}_{i, 1}+\boldsymbol{\theta}_{i, 1}^{\prime} \boldsymbol{A}_{1}\right\},
\end{aligned}
$$

where

$$
\boldsymbol{B}_{1}=\sum_{j=1}^{n_{i}} \boldsymbol{Z}_{i j 1} \sigma^{(1,1)} \boldsymbol{Z}_{i j 1}^{\prime},
$$

and

$$
\begin{aligned}
\boldsymbol{A}_{1}=(- & \left.\frac{1}{2}\right)\left[\sum_{j=1}^{n_{i}} \sum_{k^{\prime}=2}^{K} \boldsymbol{Z}_{i j 1} \sigma^{\left(1, k^{\prime}\right)} \boldsymbol{Z}_{i j k^{\prime}}^{\prime} \boldsymbol{\theta}_{i, k^{\prime}}+\sum_{j=1}^{n_{i}} \sum_{k^{\prime}=1}^{K} \boldsymbol{Z}_{i j 1} \sigma^{\left(1, k^{\prime}\right)}\left(\boldsymbol{\alpha}_{k^{\prime}}^{\prime} \boldsymbol{x}_{i}-y_{i j k^{\prime}}\right)\right. \\
& +\sum_{j=1}^{n_{i}} \boldsymbol{Z}_{i j 1} \sigma^{(1,1)}\left(\boldsymbol{\alpha}_{1}^{\prime} \boldsymbol{x}_{i}-y_{i j 1}\right)+\sum_{j=1}^{n_{i}} \sum_{k=2}^{K} \boldsymbol{Z}_{i j 1} \sigma^{(k, 1)} \boldsymbol{Z}_{i j k}^{\prime} \boldsymbol{\theta}_{i, k} \\
& \left.+\sum_{j=1}^{n_{i}} \sum_{k=2}^{K} \boldsymbol{Z}_{i j 1} \sigma^{(k, 1)}\left(\boldsymbol{\alpha}_{k}^{\prime} \boldsymbol{x}_{i}-y_{i j k}\right)\right] .
\end{aligned}
$$

The baseline posterior of $\boldsymbol{\theta}_{i, 1}$ is

$$
H_{i} \propto L\left(\boldsymbol{\theta}_{i, 1} \mid \boldsymbol{Y}_{i}\right) \pi\left(\boldsymbol{\theta}_{i, 1}\right)
$$

which gives

$$
H_{i} \sim \boldsymbol{N}\left(\boldsymbol{\mu}_{H 1}, \boldsymbol{\Lambda}_{H 1}\right),
$$

where

$$
\begin{aligned}
\boldsymbol{\Lambda}_{H 1} & =\left(\boldsymbol{\Sigma}_{\theta}^{-1}+\boldsymbol{B}_{1}\right)^{-1} \\
\text { and } \quad \boldsymbol{\mu}_{H 1} & =\left(\boldsymbol{\Sigma}_{\theta}^{-1}+\boldsymbol{B}_{1}\right)^{-1}\left(\boldsymbol{\Sigma}_{\theta}^{-1} \boldsymbol{\mu}_{\theta}+\boldsymbol{A}_{1}\right) .
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
& \int L\left(\boldsymbol{\theta}_{i, 1} \mid \boldsymbol{Y}_{i}\right) \mathrm{d} G_{0}\left(\boldsymbol{\theta}_{i, 1}\right) \\
& \times \frac{1}{(2 \pi)^{\frac{L+2}{2}}\left|\boldsymbol{\Sigma}_{\boldsymbol{\theta}}\right|^{\frac{1}{2}}} \int \exp \left\{-\frac{1}{2} \boldsymbol{\theta}_{i, 1}^{\prime} \boldsymbol{B}_{1} \boldsymbol{\theta}_{i, 1}+\boldsymbol{\theta}_{i, 1}^{\prime} \boldsymbol{A}_{1}\right\} \\
& \times \exp \left\{-\frac{1}{2}\left(\boldsymbol{\theta}_{i, 1}-\boldsymbol{\mu}_{\theta}\right)^{\prime} \boldsymbol{\Sigma}_{\theta}^{-1}\left(\boldsymbol{\theta}_{i, 1}-\boldsymbol{\mu}_{\theta}\right)\right\} \mathrm{d}\left(\boldsymbol{\theta}_{i, 1}\right) \\
&= \frac{1}{(2 \pi)^{\frac{L+2}{2}}\left|\boldsymbol{\Sigma}_{\boldsymbol{\theta}}\right|^{\frac{1}{2}}} \int \exp \left\{-\frac{1}{2} \boldsymbol{\theta}_{i, 1}^{\prime}\left(\boldsymbol{B}_{1}+\boldsymbol{\Sigma}_{\theta}^{-1}\right) \boldsymbol{\theta}_{i, 1}+\boldsymbol{\theta}_{i, 1}^{\prime}\left(\boldsymbol{A}_{1}+\boldsymbol{\Sigma}_{\theta}^{-1} \boldsymbol{\mu}_{\theta}\right)\right\} \mathrm{d}\left(\boldsymbol{\theta}_{i, 1}\right) \\
& \times \exp \left\{-\frac{1}{2} \boldsymbol{\mu}_{\theta}^{\prime} \boldsymbol{\Sigma}_{\theta}^{-1} \boldsymbol{\mu}_{\theta}\right\} \\
&= \frac{1}{(2 \pi)^{\frac{L+2}{2}}\left|\boldsymbol{\Sigma}_{\boldsymbol{\theta}}\right|^{\frac{1}{2}}} \int \exp \left\{-\frac{1}{2} \boldsymbol{\theta}_{i, 1}^{\prime} \boldsymbol{B}^{*} \boldsymbol{\theta}_{i, 1}+\boldsymbol{\theta}_{i, 1}^{\prime} \boldsymbol{A}^{*}\right\} \mathrm{d}\left(\boldsymbol{\theta}_{i, 1}\right) \exp \left\{-\frac{1}{2} \boldsymbol{\mu}_{\theta}^{\prime} \boldsymbol{\Sigma}_{\theta}^{-1} \boldsymbol{\mu}_{\theta}\right\} \\
&=\frac{1}{(2 \pi)^{\frac{L+2}{2}}\left|\boldsymbol{\Sigma}_{\boldsymbol{\theta}}\right|^{\frac{1}{2}}} \int \exp \left\{-\frac{1}{2}\left(\boldsymbol{\theta}_{i, 1}-\boldsymbol{\mu}_{1}\right)^{\prime} \boldsymbol{B}^{*}\left(\boldsymbol{\theta}_{i, 1}-\boldsymbol{\mu}_{1}\right)\right\} \mathrm{d}\left(\boldsymbol{\theta}_{i, 1}\right) \\
& \times \exp \left\{-\frac{1}{2} \boldsymbol{\mu}_{\theta}^{\prime} \boldsymbol{\Sigma}_{\theta}^{-1} \boldsymbol{\mu}_{\theta}\right\} \exp \left\{\frac{1}{2} \boldsymbol{\mu}_{1}^{\prime} \boldsymbol{B}^{*} \boldsymbol{\mu}_{1}\right\} \\
&= \frac{1}{\left|\mathbf{B}^{*}\right|^{\frac{1}{2}}\left|\boldsymbol{\Sigma}_{\boldsymbol{\theta}}\right|^{\frac{1}{2}}} \exp \left\{\frac{1}{2}\left(\boldsymbol{\mu}_{1}^{\prime} \boldsymbol{B}^{*} \boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{\theta}^{\prime} \boldsymbol{\Sigma}_{\theta}^{-1} \boldsymbol{\mu}_{\theta}\right)\right\},
\end{aligned}
$$

where

$$
\begin{aligned}
& \boldsymbol{B}^{*} \\
& \boldsymbol{A}_{1}+\boldsymbol{\Sigma}_{\theta}^{-1}, \\
& \text { and } \quad \boldsymbol{A}_{1}+\boldsymbol{\Sigma}_{\theta}^{-1} \boldsymbol{\mu}_{\theta}, \\
& \boldsymbol{\mu}_{1}=\left(\boldsymbol{B}^{*}\right)^{-1} \boldsymbol{A}^{*} .
\end{aligned}
$$

Hence, using

$$
r_{i}=b \cdot M_{\theta} \frac{1}{\left|\mathbf{B}^{*}\right|^{\frac{1}{2}} \cdot\left|\boldsymbol{\Sigma}_{\boldsymbol{\theta}}\right|^{\frac{1}{2}}} \exp \left\{\frac{1}{2}\left(\boldsymbol{\mu}_{1}^{\prime} \boldsymbol{B}^{*} \boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{\theta}^{\prime} \boldsymbol{\Sigma}_{\theta}^{-1} \boldsymbol{\mu}_{\theta}\right)\right\}
$$

and

$$
q_{i, j^{\prime}}=b \cdot \exp \left\{-\frac{1}{2} \boldsymbol{\theta}_{j^{\prime}, 1}^{\prime} \boldsymbol{B}_{1} \boldsymbol{\theta}_{j^{\prime}, 1}+\boldsymbol{\theta}_{j^{\prime}, 1}^{\prime} \boldsymbol{A}_{1}\right\}
$$

we can use Algorithm 2 to update $\boldsymbol{\theta}_{i, 1} \mid \cdot$.

### 2.4 The full conditional of $\boldsymbol{\theta}_{i,-1} \mid$.

The derivation of the conditionals of $\boldsymbol{\theta}_{i, k}(k=2, \ldots, K)$ follows similar to the last section. The posterior of $\boldsymbol{\theta}_{i, k}$ is given by:

$$
\boldsymbol{\theta}_{i, k} \mid \boldsymbol{Y}_{i} \sim \boldsymbol{N}\left(\boldsymbol{\mu}_{H k}, \boldsymbol{\Lambda}_{H k}\right),
$$

where

$$
\begin{aligned}
& \boldsymbol{\Lambda}_{H k}=\left(\boldsymbol{\Sigma}_{\theta}^{-1}+\boldsymbol{B}_{k}\right)^{-1} \\
& \boldsymbol{\mu}_{H k}=\left(\boldsymbol{\Sigma}_{\theta}^{-1}+\boldsymbol{B}_{k}\right)^{-1}\left(\boldsymbol{\Sigma}_{\theta}^{-1} \boldsymbol{\mu}_{\theta}+\boldsymbol{A}_{k}\right)
\end{aligned}
$$

with

$$
\boldsymbol{B}_{k}=\sum_{j=1}^{n_{i}} \boldsymbol{Z}_{i, k} \sigma^{(k, k)} \boldsymbol{Z}_{i, k}^{\prime},
$$

and

$$
\begin{aligned}
\boldsymbol{A}_{k}=(- & \left.\frac{1}{2}\right)\left[\sum_{j=1}^{n_{i}} \sum_{k^{\prime} \neq k} \boldsymbol{Z}_{i, k} \sigma^{\left(k, k^{\prime}\right)} \boldsymbol{Z}_{i, k^{\prime}}^{\prime} \boldsymbol{\theta}_{i, k^{\prime}}+\sum_{j=1}^{n_{i}} \sum_{k^{\prime}=1}^{K} \boldsymbol{Z}_{i, k} \sigma^{\left(k, k^{\prime}\right)}\left(\boldsymbol{\alpha}_{k^{\prime}}^{\prime} \boldsymbol{x}_{i}-y_{i j k^{\prime}}\right)\right. \\
& +\sum_{j=1}^{n_{i}} \boldsymbol{Z}_{i, k} \sigma^{(k, k)}\left(\boldsymbol{\alpha}_{k}^{\prime} \boldsymbol{x}_{i}-y_{i j k}\right)+\sum_{j=1}^{n_{i}} \sum_{k^{\prime} \neq k} \boldsymbol{Z}_{i, k} \sigma^{\left(k^{\prime}, k\right)} \boldsymbol{Z}_{i, k^{\prime}}^{\prime} \boldsymbol{\theta}_{i, k^{\prime}} \\
& \left.+\sum_{j=1}^{n_{i}} \sum_{k^{\prime} \neq k} \boldsymbol{Z}_{i, k} \sigma^{\left(k^{\prime}, k\right)}\left(\boldsymbol{\alpha}_{k^{\prime}}^{\prime} \boldsymbol{x}_{i}-y_{i j k^{\prime}}\right)\right] .
\end{aligned}
$$

### 2.5 The full conditionals of $\mu_{\theta} \mid$ and $\Sigma_{\theta} \mid$.

Let the distinct values of $\boldsymbol{\theta}_{i, 1}$ be $\boldsymbol{\theta}_{11}^{*}, \boldsymbol{\theta}_{12}^{*}, \ldots, \boldsymbol{\theta}_{1 N_{1}^{*}}^{*}$ and the corresponding counts be $k_{11}, k_{12}, \ldots, k_{1 N_{1}^{*}}$ respectively, with $k_{11}+k_{12}+\ldots+k_{1 N_{1}^{*}}=N$. We assume

$$
\boldsymbol{\theta}_{11}^{*}, \boldsymbol{\theta}_{12}^{*}, \ldots, \boldsymbol{\theta}_{1 N_{1}^{*}}^{*} \stackrel{i i d}{\sim} \boldsymbol{N}_{(L+2)}\left(\boldsymbol{\mu}_{\theta}, \boldsymbol{\Sigma}_{\theta}\right)
$$

Then

$$
\begin{aligned}
\pi\left(\boldsymbol{\mu}_{\theta} \mid \cdot\right) & \propto L(\boldsymbol{\theta}) \cdot \pi\left(\boldsymbol{\mu}_{\theta}\right) \\
& \propto \exp \left\{-\frac{1}{2} \sum_{l=1}^{N_{1}^{*}}\left[k_{1 l}\left(\boldsymbol{\theta}_{1 l}^{*}-\boldsymbol{\mu}_{\theta}\right)^{\prime} \boldsymbol{\Sigma}_{\theta}^{-1}\left(\boldsymbol{\theta}_{1 l}^{*}-\boldsymbol{\mu}_{\theta}\right)\right]\right\} \\
& \times \exp \left\{-\frac{1}{2} \sum_{i=1}^{N} \sum_{k=2}^{K}\left(\boldsymbol{\theta}_{i, k}-\boldsymbol{\mu}_{\theta}\right)^{\prime} \boldsymbol{\Sigma}_{\theta}^{-1}\left(\boldsymbol{\theta}_{i, k}-\boldsymbol{\mu}_{\theta}\right)\right\} \\
& \times \exp \left\{-\frac{1}{2}\left(\boldsymbol{\mu}_{\theta}-\boldsymbol{\mu}_{\theta 0}\right)^{\prime} \boldsymbol{\Sigma}_{\theta 0}^{-1}\left(\boldsymbol{\mu}_{\theta}-\boldsymbol{\mu}_{\theta 0}\right)\right\}
\end{aligned}
$$

After a little algebra, we get

$$
\boldsymbol{\mu}_{\theta} \mid \cdot \sim \boldsymbol{N}_{(L+2)}\left(\boldsymbol{\mu}_{n \theta}, \boldsymbol{\Lambda}_{n \theta}\right)
$$

where

$$
\begin{gathered}
\boldsymbol{\Lambda}_{n \theta}=\left(\boldsymbol{\Sigma}_{\theta 0}^{-1}+K N \cdot \boldsymbol{\Sigma}_{\theta}^{-1}\right)^{-1} \\
\boldsymbol{\mu}_{n \theta}=\left(\boldsymbol{\Sigma}_{\theta 0}^{-1}+K N \cdot \boldsymbol{\Sigma}_{\theta}^{-1}\right)^{-1}\left(\boldsymbol{\Sigma}_{\theta 0}^{-1} \boldsymbol{\mu}_{\theta 0}+\boldsymbol{\Sigma}_{\theta}^{-1} \boldsymbol{\theta}\right),
\end{gathered}
$$

with

$$
\boldsymbol{\theta}=k_{11} \boldsymbol{\theta}_{11}^{*}+k_{12} \boldsymbol{\theta}_{12}^{*}+\cdots+k_{1 N_{1}^{*}} \boldsymbol{\theta}_{1 N_{1}^{*}}^{*}+\sum_{i=1}^{N} \boldsymbol{\theta}_{i, 2}+\cdots+\sum_{i=1}^{N} \boldsymbol{\theta}_{i, K} .
$$

Similarly, we can show that

$$
\boldsymbol{\Sigma}_{\theta} \mid \cdot \sim \operatorname{IW}\left(\nu_{\theta 0}+K N, \boldsymbol{S}_{\theta 0}+\boldsymbol{S}_{\theta}\right)
$$

where

$$
\boldsymbol{S}_{\theta}=\sum_{l=1}^{N_{1}^{*}}\left[k_{1 l}\left(\boldsymbol{\theta}_{1 l}^{*}-\boldsymbol{\mu}_{\theta}\right)^{\prime} \boldsymbol{\Sigma}_{\theta}^{-1}\left(\boldsymbol{\theta}_{1 l}^{*}-\boldsymbol{\mu}_{\theta}\right)\right]+\sum_{i=1}^{N} \sum_{k=2}^{K}\left(\boldsymbol{\theta}_{i, k}-\boldsymbol{\mu}_{\theta}\right)^{\prime} \boldsymbol{\Sigma}_{\theta}^{-1}\left(\boldsymbol{\theta}_{i, k}-\boldsymbol{\mu}_{\theta}\right)
$$

### 2.6 The full conditional of $\Sigma \mid$.

The posterior of $\boldsymbol{\Sigma} \mid$ - is given by

$$
\pi(\boldsymbol{\Sigma} \mid \cdot) \propto \prod_{i=1}^{N} f\left(\boldsymbol{Y}_{i} \mid \boldsymbol{\phi}_{i}, \boldsymbol{\Sigma}\right) \cdot \pi\left(\boldsymbol{\Sigma} \mid \nu_{\Sigma 0}, \boldsymbol{S}_{\Sigma 0}\right)
$$

from which we get

$$
\boldsymbol{\Sigma} \mid \cdot \sim \boldsymbol{I} \boldsymbol{W}\left(\nu_{\Sigma 0}+N, \boldsymbol{S}_{\Sigma 0}+\boldsymbol{S}_{\Sigma}\right)
$$

where

$$
\boldsymbol{S}_{\Sigma}=\sum_{i=1}^{N} \sum_{j=1}^{n_{i}}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)^{\prime}
$$

### 2.7 The full conditional of $\alpha_{k} \mid$.

The full conditional of $\boldsymbol{\alpha}_{k} \mid \cdot$ is obtained using

$$
\begin{aligned}
\pi\left(\boldsymbol{\alpha}_{k} \mid \cdot\right) \propto & \prod_{i=1}^{N} f\left(\boldsymbol{Y}_{i} \mid \boldsymbol{\phi}_{i}, \boldsymbol{\Sigma}\right) \cdot \pi\left(\boldsymbol{\alpha}_{k} \mid \boldsymbol{\mu}_{\alpha}, \boldsymbol{\Sigma}_{\alpha}\right) \\
\propto & \exp \left\{-\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{n_{i}}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)^{\prime} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)\right\} \\
& \times \exp \left\{-\frac{1}{2}\left(\boldsymbol{\alpha}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{\prime} \boldsymbol{\Sigma}_{\alpha}^{-1}\left(\boldsymbol{\alpha}_{k}-\boldsymbol{\mu}_{\alpha}\right)\right\} \\
\propto & \exp \left\{-\frac{1}{2} \boldsymbol{\alpha}_{k}^{\prime}\left(\sum_{i=1}^{N} \sum_{j=1}^{n_{i}} \boldsymbol{x}_{i} \boldsymbol{\Sigma}^{-1} \boldsymbol{x}_{i}^{\prime}+\boldsymbol{\Sigma}_{\alpha}^{-1}\right) \boldsymbol{\alpha}_{k}\right. \\
& \left.+\boldsymbol{\alpha}_{k}^{\prime}\left(\sum_{i=1}^{N} \sum_{j=1}^{n_{i}} \boldsymbol{x}_{i} \boldsymbol{\Sigma}^{-1} \boldsymbol{A}^{*}+\boldsymbol{\Sigma}_{\alpha}^{-1} \boldsymbol{\mu}_{\alpha}\right)\right\}
\end{aligned}
$$

where

$$
\boldsymbol{A}^{*}=\boldsymbol{Y}_{i j}-\delta_{i 0 k}-\delta_{i 1 k} t-\sum_{l=1}^{L} \beta_{i k l}\left(t-\tau_{k l}\right)_{+}
$$

Hence

$$
\boldsymbol{\alpha}_{k} \mid \cdot \sim \boldsymbol{N}\left(\boldsymbol{\mu}_{\alpha k}, \boldsymbol{\Lambda}_{\alpha k}\right)
$$

where

$$
\begin{aligned}
\boldsymbol{\Lambda}_{\alpha k} & =\left(\sum_{i=1}^{N} \sum_{j=1}^{n_{i}} \boldsymbol{x}_{i} \boldsymbol{\Sigma}^{-1} \boldsymbol{x}_{i}^{\prime}+\boldsymbol{\Sigma}_{\alpha}^{-1}\right)^{-1} \\
\boldsymbol{\mu}_{\alpha k} & =\left(\sum_{i=1}^{N} \sum_{j=1}^{n_{i}} \boldsymbol{x}_{i} \boldsymbol{\Sigma}^{-1} \boldsymbol{x}_{i}^{\prime}+\boldsymbol{\Sigma}_{\alpha}^{-1}\right)^{-1}\left(\sum_{i=1}^{N} \sum_{j=1}^{n_{i}} \boldsymbol{x}_{i} \boldsymbol{\Sigma}^{-1} \boldsymbol{A}^{*}+\boldsymbol{\Sigma}_{\alpha}^{-1} \boldsymbol{\mu}_{\alpha}\right)
\end{aligned}
$$

### 2.8 Estimating the joinpoints

The baseline prior distribution of $\boldsymbol{D}_{k}^{*}$ is:

$$
\begin{aligned}
\pi\left(\boldsymbol{D}_{k}^{*}\right) & =f\left(D_{k 1}^{*}, D_{k 2}^{*}, \ldots, D_{k, L+1}^{*}\right) \\
& =\frac{\Gamma\left(\sum_{l=1}^{L+1} \alpha_{l}\right)}{\prod_{l=1}^{L+1} \Gamma\left(\alpha_{l}\right)} \prod_{l=1}^{L+1}\left(D_{k l}^{*}\right)^{\alpha_{l}-1}, \quad D_{k l}^{*} \geq 0 \quad \text { and } \quad \sum_{l=1}^{L+1} D_{k l}^{*}=1
\end{aligned}
$$

The corresponding baseline posterior of $\boldsymbol{D}_{k}^{*} \mid$. is given by

$$
\pi\left(\boldsymbol{D}_{k}^{*} \mid \cdot\right) \propto \exp \left\{-\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{n_{i}}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)^{\prime} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)\right\} \cdot \prod_{l=1}^{L+1}\left(D_{k l}^{*}\right)^{\alpha_{l}-1}
$$

where

$$
D_{k l}^{*} \geq 0 \quad \text { and } \quad \sum_{l=1}^{L+1} D_{k l}^{*}=1
$$

We set $\alpha_{1}=\alpha_{2}=\cdots=\alpha_{L+1}=1$ to denote a non-informative baseline prior. Since the prior is not conjugate we use Algorithm 8 from Neal (2000) to sample $\boldsymbol{D}_{k}^{*} \mid \cdot$. Algorithm 8 is outlined in Appendix. Once we have the $D_{k l}^{*}$ values, the joinpoints are
obtained using

$$
\begin{aligned}
\tau_{k 1} & =\left(D_{k 1}^{*}\right) \times T^{*} \\
\tau_{k 2} & =\left(D_{k 2}^{*}+D_{k 1}^{*}\right) \times T^{*} \\
& \vdots \\
\tau_{k L} & =\left(D_{k L}^{*}+D_{k, L-1}^{*}+\cdots+D_{k 1}^{*}\right) \times T^{*}
\end{aligned}
$$

### 2.9 Simulation study

Without loses of generality, we set $\boldsymbol{\alpha}$ to be zero to simplify our simulation study. We assume that the number of biomarkers $K=2$. The mean trajectory function for one biomarker is then

$$
\psi(t)=\delta_{0}+\delta_{1} t+\beta_{1}\left(t-\tau_{1}\right)_{+}+\beta_{2}\left(t-\tau_{2}\right)_{+}
$$

We set $\boldsymbol{\theta}=\left(\delta_{0}, \delta_{1}, \beta_{1}, \beta_{2}\right)^{\prime}$ and generate two groups of data using two $\boldsymbol{\theta}$ values. To make the joinpoints more prominent, we use the following $\boldsymbol{\theta}$ values:

$$
\boldsymbol{\theta}_{1}=(0.8,-20.6,50.2,-34.6)^{\prime} \quad \text { and } \quad \boldsymbol{\theta}_{2}=(2.1,10.6,-40.2,32.6)^{\prime}
$$

The joinpoints are set as $\boldsymbol{\tau}=(5,15)^{\prime}$ for both biomarkers.
Using $e_{i j} \sim(0,1)$ we generated data for the two groups, with 50 subjects each. The generated data is shown in Figure 2.1. We ran $50,000 \mathrm{MCMC}$ scans with 20,000 burn-in and thinning of 10 .

To get the cluster graph, we calculated an $N \times N$ matrix whose $(i, j)$ th element gives us proportion times that $\boldsymbol{\theta}_{i, 1}$ and $\boldsymbol{\theta}_{j, 1}$ are equal (i.e. $i$ th and $j$ th individuals cluster
together.) The elements of this matrix are plotted in Figure 2.2. Higher propensity to cluster together is indicated by deeper red color. We have a faint cluster of $\boldsymbol{\theta}_{i, 1}$ in Figure 2.2. Hence the true cluster structure is not recovered. Nevertheless, based on the true cluster structure, we decided to examine trace plots of the parameters corresponding to first and fifty first individual. They are in Figures 2.3 and 2.4.

Figures 2.5 and 2.6 are the trace plots of joinpoints for the first and the second biomarkers. We see that the estimated values are nowhere close to the true values.


Figure 2.1. Longitudinal trajectories for the generated data.


Figure 2.2. Plot of the heatmap of the clustering probabilities of individuals based on $\boldsymbol{\theta}_{i, 1}$ values. Higher propensity to cluster together is indicated by deeper red color.


Figure 2.3. Trace plot of the parameters associated with the first individual.


Figure 2.4. Trace plot of the parameters associated with the fifty first individual.



Figure 2.5. Trace plot of joinpoints for the first biomarker.



Figure 2.6. Trace plot of joinpoints for the second biomarker.

Table 2.1 gives the results of $\boldsymbol{\theta} \mathrm{s}$ and $\hat{\boldsymbol{\theta}}_{\mathrm{s}}$, where $\boldsymbol{\theta} \mathrm{s}$ are the parameters used to generate data and $\hat{\boldsymbol{\theta}}_{\mathrm{s}}$ are the estimated values.

Table 2.1. Results of parameter estimation

|  |  |  |  |
| :---: | :---: | :---: | :---: |
| $\boldsymbol{\theta}_{1}$ | $\hat{\boldsymbol{\theta}}_{1}$ | $\boldsymbol{\theta}_{2}$ | $\hat{\boldsymbol{\theta}}_{2}$ |
| 0.8 | -0.01 | 2.1 | -0.01 |
| -20.6 | -0.27 | 10.6 | -0.32 |
| 50.2 | -0.13 | -40.2 | 0.14 |
| -34.6 | 0.62 | 32.6 | 0.53 |

Table 2.2 gives the results of $\boldsymbol{\tau} \mathrm{s}$ and $\hat{\boldsymbol{\tau}} \mathrm{s}$, where $\boldsymbol{\tau} \mathrm{s}$ are the parameters used to generate data and $\hat{\boldsymbol{\tau}}$ s are the estimated values.

Table 2.2. Results of joinpoint estimation

|  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $\tau_{1}$ | $\hat{\tau}_{1}$ | $\tau_{2}$ | $\hat{\tau}_{2}$ |
| First biomarker | 5 | 38.9 | 15 | 49.4 |
| Second biomarker | 5 | 38.7 | 15 | 49.3 |

The proposed model was then failed to give the true cluster structure and the close estimates of the parameters for the generated data.

## CHAPTER 3

## JOINT MODEL FOR MULTIPLE BIOMARKERS AND MULTIPLE DROPOUT

In addition to longitudinal trajectories, information is available on dropout. Dropout occurs when a subject drop out of study because of some causes. For example, in ACTG 398 study, if toxicity level is too high the individuals drop out of study. To correctly account for the possibly informative censoring in the data due to dropout from the treatment or patients lost to follow up, in this chapter we jointly model the longitudinal trajectory and a dropout process. We construct the joint likelihood as the product of the time-to-event (dropout) likelihood conditional on the longitudinal marker, multipled by the likelihood of the longitudinal trajectory.

### 3.1 Longitudinal model with multiple joinpoints

We model the longitudinal part in a similar manner as in Chapter 2. The contribution of the $i$ th subject to the likelihood is:

$$
f\left(\boldsymbol{Y}_{i} \mid \boldsymbol{\phi}_{i}, \boldsymbol{\Sigma}\right) \propto \frac{1}{|\boldsymbol{\Sigma}|^{\frac{n_{i}^{2}}{2}}} \exp \left\{-\frac{1}{2} \sum_{j=1}^{n_{i}}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)^{\prime} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)\right\}
$$

### 3.2 Modeling dropout

We assume there are $M$ causes of dropout and the hazard of dropout due to cause $m$ is a function of trajectory levels of the $K$ biomarkers at time $t$ using a Cox
proportional model of the form:

$$
\lambda_{m}(t \mid \psi)=\lambda_{0 m}(t) \exp \left\{\sum_{k=1}^{K} \gamma_{m k} \psi_{k}(t)\right\}, \quad m=1,2, \ldots M .
$$

Here $\psi_{k}(t)$ is the trajectory for the $k$ th biomarker of a generic subject, and for a particular subject $i$ it will be just $\psi_{i k}(t)$. Note that $\gamma_{m k}=0$ implies that the $k$ th biomarker has no effect on the dropout due to cause m. When $\gamma_{m k}>0$ implies that higher dropout rates will be associated with higher trajectory levels of the $k$ th biomarker and vice-versa.

For each $m$, the baseline hazard function $\lambda_{0 m}(\cdot)$ is assumed to be piecewise constant, given by

$$
\lambda_{0 m}(u)=\lambda_{0 m j}, \quad u_{j-1} \leq u<u_{j} \quad j=1, \ldots, J,
$$

where the number of steps $J$ and the endpoints $u_{j}$ are pre-specified with $u_{0} \equiv 0$, and $u_{J} \equiv \infty$.

Let $\boldsymbol{\delta}_{i}=\left(\delta_{i 1}, \delta_{i 2}, \ldots, \delta_{i M}\right)$ denote the vector of indicators of the $M$ dropout causes for subject $i$, where

$$
\delta_{i m}= \begin{cases}1 & \text { if dropout is due to cause } m \\ 0 & \text { otherwise }\end{cases}
$$

For a subject $i$ experiencing dropout, let $\pi_{i m}$ be the probability that dropout is due to cause $m$. We assume that this probability is a function of the covariates in the following manner:

$$
\pi_{i m}=\pi_{i m}\left(\boldsymbol{x}_{i}\right)=\frac{\exp \left\{\alpha_{0 m}+\boldsymbol{\beta}_{0 m}^{\prime} \boldsymbol{x}_{i}\right\}}{1+\sum_{m=1}^{M-1} \exp \left\{\alpha_{0 m}+\boldsymbol{\beta}_{0 m}^{\prime} \boldsymbol{x}_{i}\right\}}, \quad m=1, \ldots, M-1
$$

where $\alpha_{0 m}$ and $\boldsymbol{\beta}_{0 m}$ are unknown coefficients. The contribution to the likelihood from the survival part of the $i$ th subject is then

$$
\prod_{m=1}^{M}\left[\pi_{i m} \lambda_{m}\left(s_{i}\right) S\left(s_{i}\right)\right]^{\delta_{i m}} S\left(s_{i}\right)^{1-\sum_{m=1}^{M} \delta_{i m}}=\prod_{m=1}^{M}\left[\pi_{i m} \lambda_{m}\left(s_{i}\right)\right]^{\delta_{i m}} S\left(s_{i}\right)
$$

An individual is exposed to $M$ mutually exclusive causes of failure and when a dropout occurs, we observe the time $T$ of dropout and the cause $L$ of dropout. The cause specific hazard function for dropout due to cause $m$ is given by

$$
\lambda_{m}(t)=\lim _{\Delta t \rightarrow 0} \frac{\operatorname{Pr}\{t \leq T \leq t+\Delta t, L=m \mid T \geq t\}}{\Delta t}
$$

The overall hazard function for dropout at time $t$ is then

$$
\tilde{\lambda}(t)=\sum_{m=1}^{M}\left[\pi_{i m} \lambda_{m}(t)\right]
$$

Then the corresponding cumulative hazard is

$$
H(t)=\int_{0}^{t} \tilde{\lambda}(u) \mathrm{d} u=\int_{0}^{t} \sum_{m=1}^{M}\left[\pi_{i m} \lambda_{m}(u)\right] \mathrm{d} u=\sum_{m=1}^{M} \int_{0}^{t}\left[\pi_{i m} \lambda_{m}(u)\right] \mathrm{d} u
$$

The survival function is then

$$
\begin{aligned}
S(t) & =\exp \{-H(t)\} \\
& =\exp \left\{-\sum_{m=1}^{M} \int_{0}^{t}\left[\pi_{i m} \lambda_{m}(u)\right] \mathrm{d} u\right\}
\end{aligned}
$$

Hence,

$$
S\left(s_{i}\right)=\exp \left\{-\sum_{m=1}^{M} \int_{0}^{s_{i}} \pi_{i m} \lambda_{0 m}(u) \exp \left[\sum_{k=1}^{K} \gamma_{m k} \psi_{i k}(u)\right] \mathrm{d} u\right\}
$$

The contribution to the likelihood from the survival part of $i$ th subject is then

$$
\begin{aligned}
f\left(s_{i}, \boldsymbol{\delta}_{i} \mid \boldsymbol{\psi}_{i}\right)= & \prod_{m=1}^{M}\left\{\pi_{i m} \lambda_{0 m}\left(s_{i}\right) \exp \left[\sum_{k=1}^{K} \gamma_{m k} \psi_{i k}\left(s_{i}\right)\right]\right\}^{\delta_{i m}} \\
& \times \exp \left\{-\sum_{m=1}^{M} \int_{0}^{s_{i}} \pi_{i m} \lambda_{0 m}(u) \exp \left[\sum_{k=1}^{K} \gamma_{m k} \psi_{i k}(u)\right] \mathrm{d} u\right\}
\end{aligned}
$$

which can be written as

$$
\begin{aligned}
f\left(s_{i}, \boldsymbol{\delta}_{i} \mid \boldsymbol{\psi}_{i}\right)= & \prod_{m=1}^{M}\left[\pi_{i m} \lambda_{0 m}\left(s_{i}\right)\right]^{\delta_{i m}} \exp \left\{\sum_{m=1}^{M}\left[\delta_{i m} \sum_{k=1}^{K} \gamma_{m k} \psi_{i k}\left(s_{i}\right)\right]\right\} \\
& \times \exp \left\{-\sum_{m=1}^{M} \int_{0}^{s_{i}} \pi_{i m} \lambda_{0 m}(u) \exp \left[\sum_{k=1}^{K} \gamma_{m k} \psi_{i k}(u)\right] \mathrm{d} u\right\} \\
= & \prod_{m=1}^{M}\left[\pi_{i m} \lambda_{0 m}\left(s_{i}\right)\right]^{\delta_{i m}} \exp \left\{\sum_{m=1}^{M}\left[\delta_{i m} \sum_{k=1}^{K} \gamma_{m k} \psi_{i k}\left(s_{i}\right)\right]\right. \\
& \left.-\sum_{m=1}^{M} \int_{0}^{s_{i}} \pi_{i m} \lambda_{0 m}(u) \exp \left[\sum_{k=1}^{K} \gamma_{m k} \psi_{i k}(u)\right] \mathrm{d} u\right\} \\
= & \prod_{m=1}^{M}\left[\pi_{i m} \lambda_{0 m}\left(s_{i}\right)\right]^{\delta_{i m}} \exp \left\{\sum_{m=1}^{M}\left[\delta_{i m} \sum_{k=1}^{K} \gamma_{m k} \psi_{i k}\left(s_{i}\right)\right]\right. \\
& \left.-\sum_{m=1}^{M} \sum_{j=1}^{J} \pi_{i m} \lambda_{0 m j} H_{i j m}\right\}
\end{aligned}
$$

where

$$
H_{i j m}=I\left(s_{i} \geq u_{j-1}\right) \int_{u_{j-1}}^{u_{j} \wedge s_{i}} \exp \left\{\sum_{k=1}^{K} \gamma_{m k} \psi_{i k}(u)\right\} \mathrm{d} u .
$$

The full likelihood is thus proportional to:

$$
\begin{aligned}
& \prod_{m=1}^{M} \prod_{i=1}^{N}\left[\pi_{i m}\right]^{\delta_{i m}} \prod_{m=1}^{M} \prod_{j=1}^{J} \lambda_{0 m j}^{\sum_{i=1}^{N} \delta_{i m} I\left(u_{j-1} \leq s_{i} \leq u_{j}\right)} \frac{1}{|\boldsymbol{\Sigma}|^{\sum_{i=1}^{N} \frac{n_{i}}{2}}} \\
& \times \exp \left\{-\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{n_{i}}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)^{\prime} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)\right. \\
& \left.\quad+\sum_{i=1}^{N} \sum_{m=1}^{M} \delta_{i m} \sum_{k=1}^{K} \gamma_{m k} \psi_{i k}\left(s_{i}\right)-\sum_{i=1}^{N} \sum_{m=1}^{M} \sum_{j=1}^{J} \pi_{i m} \lambda_{0 m j} H_{i j m}\right\}
\end{aligned}
$$

### 3.3 Prior distributions

The parameters $\boldsymbol{\theta}_{i}, \boldsymbol{\mu}_{\theta}, \boldsymbol{\Sigma}_{\theta}, \boldsymbol{\Sigma}, \boldsymbol{\alpha}_{k}, D_{k}^{*}$ are assigned to the same priors as in Section 2.2.

We assume the following priors for the other parameters:

$$
\begin{aligned}
& \lambda_{0 m j} \stackrel{i i d}{\sim} G\left(a_{m j}, b_{m j}\right), \quad m=1, \ldots, M, \quad j=1, \ldots, J, \\
& \gamma_{m k} \stackrel{i i d}{\sim} N\left(\mu_{\gamma}, \sigma_{\gamma}^{2}\right), \quad m=1, \ldots, M, \quad k=1, \ldots, K \\
& \alpha_{0 m} \sim N\left(0, \sigma_{\alpha m}^{2}\right), \quad m=1, \ldots, M \\
& \boldsymbol{\beta}_{0 m} \sim N\left(\mathbf{0}, \boldsymbol{\Sigma}_{\beta m}\right), \quad m=1, \ldots, M
\end{aligned}
$$

where $a_{m j}, b_{m j}, \mu_{\gamma}, \sigma_{\gamma}^{2}, \sigma_{\alpha m}^{2}, \boldsymbol{\Sigma}_{\beta m}$ are known values.

### 3.4 The full conditional of $\theta_{1, p}^{*} \mid$.

As before, let $\boldsymbol{\theta}_{1, p}^{*}=\left(\delta_{01 p}^{*}, \delta_{11 p}^{*}, \beta_{11 p}^{*}, \beta_{12 p}^{*}, \ldots, \beta_{1 L p}^{*}\right)^{\prime}$ be the $p$ th distinct value of the random effect vector for the first biomarker $\left(p=1, \ldots, k_{\theta}\right)$ With the dropout added, the baseline prior is not conjugate to the sampling distribution. The configuration structure $\boldsymbol{c}^{\theta}=\left(c_{1}^{\theta}, c_{2}^{\theta}, \ldots, c_{N}^{\theta}\right)$ of the random effects is updated using Algorithm 8 in Neal (2000).

We get

$$
\begin{aligned}
& f\left(\boldsymbol{\theta}_{1, p}^{*} \mid \cdot\right) \propto L(\boldsymbol{\theta}) \cdot \pi\left(\boldsymbol{\theta}_{1, p}^{*} \mid \boldsymbol{\mu}_{\theta}, \boldsymbol{\Sigma}_{\theta}\right) \\
& \quad \propto \exp \left\{-\frac{1}{2}\left(\boldsymbol{\theta}_{1, p}^{*}-\boldsymbol{\mu}_{\theta}\right)^{\prime} \boldsymbol{\Sigma}_{\theta}^{-1}\left(\boldsymbol{\theta}_{1, p}^{*}-\boldsymbol{\mu}_{\theta}\right)\right\} \\
& \quad \times \exp \left\{-\frac{1}{2} \sum_{i: c_{i}^{\theta}=p} \sum_{j=1}^{n_{i}}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)^{\prime} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)\right. \\
& \left.\quad+\sum_{i: c_{i}^{\theta}=p} \sum_{m=1}^{M} \delta_{i m} \sum_{k=1}^{K} \gamma_{m k} \psi_{i k}\left(s_{i}\right)-\sum_{i: c_{i}^{\theta}=p} \sum_{m=1}^{M} \sum_{j=1}^{J} \pi_{i m} \lambda_{0 m j} H_{i j m}\right\},
\end{aligned}
$$

which can be updated by using Metropolis-Hastings algorithm.

### 3.5 The full conditional of $\theta_{i,-1} \mid$.

For the remaining biomarkers (except the first one) of the $i$ th subject, let

$$
\begin{aligned}
\boldsymbol{\theta}_{i,-1} & =\left(\delta_{i 02}, \delta_{i 12}, \beta_{i 21}, \beta_{i 22}, \ldots, \beta_{i 2 L}, \ldots, \delta_{i 0 K}, \delta_{i 1 K}, \beta_{i K 1}, \beta_{i K 2}, \ldots, \beta_{i K L}\right)^{\prime} \\
& =\left(\boldsymbol{\theta}_{i, 2}, \ldots, \boldsymbol{\theta}_{i, K}\right)^{\prime}
\end{aligned}
$$

As before, we assume

$$
\boldsymbol{\theta}_{i, 2}, \ldots, \boldsymbol{\theta}_{i, K} \stackrel{i i d}{\sim} \boldsymbol{N}_{(L+2)}\left(\boldsymbol{\mu}_{\theta}, \boldsymbol{\Sigma}_{\theta}\right)
$$

Let $\boldsymbol{\theta}_{i, k}$ be the random effect vector for the $k$ th biomarker of the $i$ th subject. Then the posterior conditional of $\boldsymbol{\theta}_{i, k}$ is given by

$$
\begin{aligned}
f\left(\boldsymbol{\theta}_{i, k} \mid \cdot\right) & \propto L(\boldsymbol{\theta}) \cdot \pi\left(\boldsymbol{\theta}_{i, k} \mid \boldsymbol{\mu}_{\theta}, \boldsymbol{\Sigma}_{\theta}\right) \\
& \propto \exp \left\{-\frac{1}{2}\left(\boldsymbol{\theta}_{i, k}-\boldsymbol{\mu}_{\theta}\right)^{\prime} \boldsymbol{\Sigma}_{\theta}^{-1}\left(\boldsymbol{\theta}_{i, k}-\boldsymbol{\mu}_{\theta}\right)\right\} \\
& \times \exp \left\{-\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{n_{i}}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)^{\prime} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)\right. \\
& \left.+\sum_{i=1}^{N} \sum_{m=1}^{M} \delta_{i m} \sum_{k=1}^{K} \gamma_{m k} \psi_{i k}\left(s_{i}\right)-\sum_{i=1}^{N} \sum_{m=1}^{M} \sum_{j=1}^{J} \pi_{i m} \lambda_{0 m j} H_{i j m}\right\},
\end{aligned}
$$

which can be updated by using Metropolis-Hastings algorithm.

### 3.6 The full conditionals of $\mu_{\theta}\left|\cdot, \Sigma_{\theta}\right| \cdot$ and $\Sigma \mid \cdot$

The full conditionals of $\boldsymbol{\mu}_{\theta}\left|\cdot, \boldsymbol{\Sigma}_{\theta}\right| \cdot$ and $\boldsymbol{\Sigma} \mid \cdot$ are the same as in Chapter 2.

### 3.7 The full conditional of $\alpha_{k} \mid$.

The full conditional of $\boldsymbol{\alpha}_{k} \mid$. is obtained as

$$
\begin{aligned}
f\left(\boldsymbol{\alpha}_{k} \mid \cdot\right) \propto & \prod_{i=1}^{N} f\left(\boldsymbol{Y}_{i} \mid \boldsymbol{\phi}_{i}, \boldsymbol{\Sigma}\right) \cdot \pi\left(\boldsymbol{\alpha}_{k} \mid \boldsymbol{\mu}_{\alpha}, \boldsymbol{\Sigma}_{\alpha}\right) \\
& \propto \exp \left\{-\frac{1}{2}\left(\boldsymbol{\alpha}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{\prime} \boldsymbol{\Sigma}_{\alpha}^{-1}\left(\boldsymbol{\alpha}_{k}-\boldsymbol{\mu}_{\alpha}\right)\right\} \\
& \cdot \exp \left\{-\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{n_{i}}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)^{\prime} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)\right. \\
& \left.\quad+\sum_{i=1}^{N} \sum_{m=1}^{M} \delta_{i m} \gamma_{m k} \psi_{i k}\left(s_{i}\right)-\sum_{i=1}^{N} \sum_{m=1}^{M} \sum_{j=1}^{J} \pi_{i m} \lambda_{0 m j} H_{i j m}\right\}
\end{aligned}
$$

### 3.8 The full conditional of $\lambda_{0 m j} \mid$.

The full conditional of $\lambda_{0 m j} \mid \cdot$ is obtained using

$$
\begin{aligned}
\pi\left(\lambda_{0 m j} \mid \cdot\right) \propto & \lambda_{0 m j}^{\sum_{i=1}^{N} \delta_{i m} I\left(u_{j-1} \leq s_{i} \leq u_{j}\right)} \exp \left\{-\sum_{i=1}^{N} \pi_{i m} \lambda_{0 m j} H_{i j m}\right\} \\
& \times \lambda_{0 m j}{ }^{a_{m j}-1} \exp \left\{-b_{m j} \lambda_{0 m j}\right\}, \quad \lambda_{0 m j}>0
\end{aligned}
$$

which results in

$$
\lambda_{0 m j} \mid \cdot \sim G\left(a_{m j}+\sum_{A_{j}} \delta_{i m}, \quad b_{m j}+\sum_{i=1}^{N} \pi_{i m} H_{i j m}\right)
$$

where

$$
A_{j}=\left\{i: s_{i} \in\left[u_{j-1}, u_{j}\right]\right\}
$$

### 3.9 The full conditional of $\gamma_{m k} \mid$.

The full conditional of $\gamma_{m k} \mid$ is given by

$$
\begin{aligned}
\log f(\gamma \mid \cdot)= & \text { const. }-\sum_{m=1}^{M} \sum_{k=1}^{K} \frac{\gamma_{m k}^{2}-2 \mu_{\gamma} \gamma_{m k}}{2 \sigma_{\gamma}^{2}}+\sum_{m=1}^{M} \sum_{k=1}^{K} \sum_{i=1}^{N} \delta_{i m} \gamma_{m k} \psi_{i k}\left(s_{i}\right) \\
& -\sum_{m=1}^{M} \sum_{i=1}^{N} \sum_{j=1}^{J} \pi_{i m} \lambda_{0 m j} H_{i j m},
\end{aligned}
$$

where

$$
\boldsymbol{\gamma}=\left(\begin{array}{cc}
\gamma_{11} \ldots \gamma_{1 K} \\
\vdots & \vdots \\
\gamma_{M 1} \ldots \gamma_{M K}
\end{array}\right)
$$

### 3.10 The full conditional of $\alpha_{0} \mid$.

Define

$$
\boldsymbol{\alpha}_{0}=\left(\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{M}
\end{array}\right)
$$

The full conditional of $\boldsymbol{\alpha}_{0} \mid$. is

$$
\begin{aligned}
\log f\left(\boldsymbol{\alpha}_{\mathbf{0}} \mid \cdot\right)= & \text { const. }+\log \left[\prod_{m=1}^{M} \prod_{i=1}^{N}\left(\pi_{i m}\right)^{\delta_{i m}}\right]-\sum_{m=1}^{M} \sum_{i=1}^{N} \sum_{j=1}^{J} \pi_{i m} \lambda_{0 m j} H_{i j m} \\
& -\frac{1}{2 \sigma_{\alpha m}^{2}} \sum_{m=1}^{M} \alpha_{0 m}^{2} .
\end{aligned}
$$

3.11 The full conditional of $\boldsymbol{\beta}_{0} \mid$.

Define

$$
\boldsymbol{\beta}_{0 m}=\left(\begin{array}{c}
\beta_{m 1} \\
\vdots \\
\beta_{m C}
\end{array}\right), \quad \text { and } \quad \boldsymbol{\beta}_{0}=\left(\begin{array}{cc}
\beta_{11} \ldots \beta_{1 C} \\
\vdots & \vdots \\
\beta_{M 1} \ldots \beta_{M C}
\end{array}\right)
$$

The full conditional of $\boldsymbol{\beta}_{0} \mid$ is

$$
\begin{aligned}
\log f\left(\boldsymbol{\beta}_{\mathbf{0}} \mid \cdot\right)= & \text { const. }+\log \left[\prod_{m=1}^{M} \prod_{i=1}^{N}\left(\pi_{i m}\right)^{\delta_{i m}}\right]-\sum_{m=1}^{M} \sum_{i=1}^{N} \sum_{j=1}^{J} \pi_{i m} \lambda_{0 m j} H_{i j m} \\
& -\frac{1}{2} \sum_{m=1}^{M} \boldsymbol{\beta}_{0 m}^{\prime} \boldsymbol{\Sigma}_{\beta m}^{-1} \boldsymbol{\beta}_{0 m} .
\end{aligned}
$$

### 3.12 Estimating the changepoints

Similarly to Section 2.8 , with the dropout part added, the posterior conditional of $\boldsymbol{D}_{k}^{*} \mid \cdot$ will be

$$
\begin{aligned}
\pi\left(\boldsymbol{D}_{k}^{*} \mid \cdot\right)= & \exp \left\{-\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{n_{i}}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)^{\prime} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{Y}_{i j}-\boldsymbol{\phi}_{i j}\right)\right. \\
& \left.+\sum_{i=1}^{N} \sum_{m=1}^{M} \delta_{i m} \sum_{k=1}^{K} \gamma_{m k} \psi_{i k}\left(s_{i}\right)-\sum_{i=1}^{N} \sum_{m=1}^{M} \sum_{j=1}^{J} \pi_{i m} \lambda_{0 m j} H_{i j m}\right\} \\
& \cdot \prod_{l=1}^{L+1}\left(D^{*}\right)_{k l}^{\alpha_{l}-1}, \quad D_{k l}^{*} \geq 0 \quad \text { and } \quad \sum_{l=1}^{L+1} D_{k l}^{*}=1
\end{aligned}
$$

which can be updated by using Metropolis-Hastings algorithm.

### 3.13 Calculation of $H_{i j m}$

Below, we present calculation of

$$
H_{i j m}=I\left(s_{i} \geq u_{j-1}\right) \int_{u_{j-1}}^{u_{j} \wedge s_{i}} \exp \left\{\sum_{k=1}^{K} \gamma_{m k} \psi_{i k}(u)\right\} \mathrm{d} u .
$$

Let $\tau_{(1)}<\tau_{(2)}<\ldots<\tau_{(K L)}$ be the ordered values of $\tau_{k l}, k=1, \ldots, K$ and $l=1, \ldots, L$ ( note that $\tau_{(j)}=\tau_{k l}$ for some $k, l$. ) If $\tau_{(j)}=\tau_{k l}$, denote $\beta_{i j}^{*}=\beta_{i k l}$ and $\gamma_{m j}^{*}=\gamma_{m k}$.

Hence

$$
\begin{aligned}
\sum_{k=1}^{K} \gamma_{m k} \psi_{i k}(u) & =\sum_{k=1}^{K} \gamma_{m k}\left\{\boldsymbol{\alpha}_{k}^{\prime} \boldsymbol{x}_{i}+\delta_{i 0 k}+\delta_{i 1 k} u+\sum_{l=1}^{L} \beta_{i k l}\left(u-\tau_{k l}\right)_{+}\right\} \\
& =\sum_{k=1}^{K} \gamma_{m k}\left\{\boldsymbol{\alpha}_{k}^{\prime} \boldsymbol{x}_{i}+\delta_{i 0 k}\right\}+\sum_{k=1}^{K} \gamma_{m k} \delta_{i 1 k} u+\sum_{k=1}^{K} \sum_{l=1}^{L} \gamma_{m k} \beta_{i k l}\left(u-\tau_{k l}\right)_{+} \\
& =\left\{\begin{array}{c}
a_{i 0}+a_{i 1} u \quad \text { if } \quad u \leq \tau_{(1)} \\
a_{i 0}+a_{i 1} u+\gamma_{m 1}^{*} \beta_{i 1}^{*}\left(u-\tau_{(1)}\right) \quad \text { if } \quad \tau_{(1)}<u \leq \tau_{(2)} \\
a_{i 0}+a_{i 1} u+\gamma_{m 1}^{*} \beta_{i 1}^{*}\left(u-\tau_{(1)}\right)+\gamma_{m 2}^{*} \beta_{i 2}^{*}\left(u-\tau_{(2)}\right) \\
\quad \text { if } \tau_{(2)}<u \leq \tau_{(3)} \\
a_{i 0}+a_{i 1} u+\gamma_{m 1}^{*} \beta_{i 1}^{*}\left(u-\tau_{(1)}\right)+\gamma_{m 2}^{*} \beta_{i 2}^{*}\left(u-\tau_{(2)}\right) \\
\left.+\cdots \gamma_{m K}^{*} \beta_{i, K L}^{*} u-\tau_{(K L)}\right) \text { if } u>\tau_{(K L)}
\end{array}\right. \\
& =\sum_{l=0}^{K L}\left(a_{i l}+\rho_{i l} u\right) \cdot 1(u)_{\left\{\tau_{(l)}, \tau_{(l+1)}\right\}},
\end{aligned}
$$

where

$$
\begin{aligned}
a_{i 0} & =\sum_{k=1}^{K} \gamma_{m k}\left\{\boldsymbol{\alpha}_{k}^{\prime} \boldsymbol{x}_{i}+\delta_{i 0 k}\right\}, \\
a_{i l} & =a_{i, l-1}-\gamma_{m j}^{*} \beta_{i l}^{*} \tau_{(l)}, \quad l=1,2, \ldots, K L, \quad \tau_{(j)}=\tau_{k l}, \\
\rho_{i 0} & =a_{i 1}=\sum_{k=1}^{K} \gamma_{m k} \delta_{i 1 k}, \\
\rho_{i l} & =\rho_{i, l-1}+\gamma_{m j}^{*} \beta_{i l}^{*}, \quad l=1,2, \ldots, K L, \quad \tau_{(j)}=\tau_{k l}, \\
\tau_{(0)} & =0 \quad \text { and } \quad \tau_{(K L+1)}=T^{*} .
\end{aligned}
$$

Then

$$
\exp \left\{\sum_{k=1}^{K} \gamma_{m k} \psi_{i k}(u)\right\}=\sum_{l=0}^{K L} \exp \left\{\left(a_{i l}+\rho_{i l} u\right)\right\} \cdot 1(u)_{\left(\tau_{(l)}, \tau_{(l+1)}\right)}
$$

Hence

$$
\begin{aligned}
& \int_{0}^{x} \exp \left\{\sum_{k=1}^{K} \gamma_{m k} \psi_{i k}(u)\right\} \mathrm{d} u \\
= & \sum_{l=0}^{K L} \int_{\tau_{(l)} \wedge x}^{\tau_{(l+1)} \wedge x} \exp \left\{\left(a_{i l}+\rho_{i l} u\right)\right\} \mathrm{d} u \\
= & \begin{cases}x \text { if } \gamma_{m k}=0 \quad \text { for all } m, k \\
\sum_{l=0}^{K L} \exp \left\{a_{i l}\right\}\left[\left(\left(\exp \left\{\rho_{i l}\left(\tau_{(l+1)} \wedge x\right)\right\}-\exp \left\{\rho_{i l}\left(\tau_{(l)} \wedge x\right)\right\}\right) / \rho_{i l}\right)\right. \\
\left.\cdot 1_{\left\{\rho_{i l} \neq 0\right\}}+\left(\tau_{(l+1)} \wedge x-\tau_{(l)} \wedge x\right) \cdot 1_{\left(\rho_{i l}=0\right)}\right] \quad \text { if } \quad \gamma_{m k} \neq 0, \quad \text { for some } m, k .\end{cases}
\end{aligned}
$$

Then

$$
\begin{aligned}
& \int_{x_{1}}^{x_{2}} \exp \left\{\sum_{k=1}^{K} \gamma_{m k} \psi_{i k}(u)\right\} \mathrm{d} u \\
= & \int_{0}^{x_{2}} \exp \left\{\sum_{k=1}^{K} \gamma_{m k} \psi_{i k}(u)\right\} \mathrm{d} u-\int_{0}^{x_{1}} \exp \left\{\sum_{k=1}^{K} \gamma_{m k} \psi_{i k}(u)\right\} \mathrm{d} u \\
= & \sum_{l=0}^{K L} \int_{\tau_{(l)} \wedge x_{2}}^{\tau_{(l+1)} \wedge x_{2}} \exp \left\{\left(a_{i l}+\rho_{i l} u\right)\right\} \mathrm{d} u-\sum_{l=0}^{K L} \int_{\tau_{(l)} \wedge x_{1}}^{\tau_{(l+1)} \wedge x_{1}} \exp \left\{\left(a_{i l}+\rho_{i l} u\right)\right\} \mathrm{d} u \\
= & \left\{\begin{array}{l}
x_{l=0}^{K L} x_{1} \text { if } \gamma_{m k}=0 \text { for all } m, k \\
\left.\left.\left.\left.\sum_{l}^{K L} \exp \left\{a_{i l}\right\}\left[\left(\left(\left(\exp \left\{\rho_{i l}\left[\rho_{(l+1)} \wedge x_{1}\right)\right\}-\exp \left\{\rho_{(l+1)} \wedge x_{2}\right)\right\}-\exp \left\{\tau_{(l)} \wedge x_{1}\right)\right\}\right)\right) / \rho_{i l}\right) \cdot 1_{\left(\rho_{i l} \neq 0\right)} \wedge x_{2}\right)\right\}\right) \\
+\left(\left(\tau_{(l+1)} \wedge x_{2}-\tau_{(l)} \wedge x_{2}\right)-\left(\tau_{(l+1)} \wedge x_{1}-\tau_{(l)} \wedge x_{1}\right)\right) \\
\left.\cdot 1_{\left(\rho_{i l}=0\right)}\right] \quad \text { if } \gamma_{m k} \neq 0, \quad \text { for some } m, k .
\end{array}\right.
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
& H_{i j m}=I\left(s_{i} \geq u_{j-1}\right) \int_{u_{j-1}}^{u_{j} \wedge s_{i}} \exp \left\{\sum_{k=1}^{K} \gamma_{m k} \psi_{i k}(u)\right\} \mathrm{d} u \\
& =\left\{\begin{array}{l}
I\left(s_{i} \geq u_{j-1}\right)\left(u_{j} \wedge s_{i}-u_{j-1}\right) \quad \text { if } \quad \gamma_{m k}=0 \quad \text { for all } m, k \\
\sum_{l=0}^{K L} \exp \left\{a_{i l}\right\}\left[\left(\left(\left(\exp \left\{\rho_{i l}\left(\tau_{(l+1)} \wedge u_{j} \wedge s_{i}\right)\right\}\right.\right.\right.\right. \\
\left.-\exp \left\{\rho_{i l}\left(\tau_{(l)} \wedge u_{j} \wedge s_{i}\right)\right\}\right)-\left(\exp \left\{\rho_{i l}\left(\tau_{(l+1)} \wedge u_{j-1}\right)\right\}\right. \\
\left.\left.\left.-\exp \left\{\rho_{i l}\left(\tau_{(l)} \wedge u_{j-1}\right)\right\}\right)\right) / \rho_{i l}\right) \cdot 1_{\left(\rho_{i l} \neq 0\right)} \\
+\left(\left(\tau_{(l+1)} \wedge u_{j} \wedge s_{i}-\tau_{(l)} \wedge u_{j} \wedge s_{i}\right)\right. \\
\left.\left.-\left(\tau_{(l+1)} \wedge u_{j-1}-\tau_{(l)} \wedge u_{j-1}\right)\right) \cdot 1_{\left(\rho_{i l}=0\right)}\right] \quad \text { if } \quad \gamma_{m k} \neq 0, \quad \text { for some } m, k
\end{array}\right.
\end{aligned}
$$

### 3.14 Simulation study

The generation of the data for the longitudinal part is the same as that in Chapter 2 . We generate the dropout data according to the structure of data of plasma HIV RNA from the AIDS Clinical Trials Group (ACTG) 398 study. ACTG 398 was a randomized double-blinded placebo-controlled study comparing a single protease inhibitor (PI) with double-PI antiretroviral regimens in treating HIV-infected patients. The primary objective of the study was to compare the proportion of subjects who had virologic failure after 24 weeks on study between the double-PI arms and the single-PI arm. Four hundred and eighty-one subjects were followed for varying durations (some, as long as 72 weeks) and their viral loads were tracked.Detailed description of the data and results of primary analysis are available in Hammer et al. (2002).

In ACTG 398, individuals are assumed to drop out of study due to two competing causes-namely toxicity and other causes. We denote the time to drop out due to toxicity by TTOX and the time to drop out due to other causes by TOTHER. A third variable TOT is defined as TOT $=\min (T T O X, T O T H E R, 100)$ - it is the overall time to drop out of study. Here TOT=100 indicates that the individual never drop out.

Since the survival function takes values in the interval $(0,1)$, we first generate a value from uniform distribution and set it equal to the survival function, which is as the following:

$$
\begin{aligned}
& Y \sim U(0,1) \\
& Y=e^{-\int_{0}^{t} H(s) \mathrm{d} s} .
\end{aligned}
$$

where $H(s)$ is the cumulative hazard function in Section 3.2. For a fixed set of parameters, we can easily solve for $t$ values and we use them as the dropout times in our generated data. We first assign generated $t$ values randomly to these time for these 2 causes. We generate the same portion of 100's as in ACTG 398 data and randomly generate the same number of positions and then assign the 100's to these positions in our generated data. We also generate the off-study time (TOS) randomly according to the proportion of these times in the ACTG 398 data. Then we can easily get the individual time to event, si, according to $s i=\min (T O T, T O S)$. We assign either cause as cause 1 and the other as cause 2. Then the vector of indicators of the 2 dropout causes is easy to obtained according to $\delta_{i m}=I\left(s i=s i_{m}^{d}\right)$, where $s i_{m}^{d}$ is the dropout time.

We used two groups of generated data with 10 subjects each. We ran 50,000 scans
of MCMC with 20,000 burn-in and thinning of 100 . We have a faint cluster of $\boldsymbol{\theta}_{i, 1}$ in Figure 3.1. Hence the true cluster structure is not recovered. Nevertheless, based on the true cluster structure, we decided to examine trace plots of the parameters corresponding to 1st and 11th individual. They are in Figures 3.2 and 3.3. We see that the estimated values are nowhere close to the true values.


Figure 3.1. Plot of the heatmap of the clustering probabilities of individuals based on $\boldsymbol{\theta}_{i, 1}$ values. Higher propensity to cluster together is indicated by deeper color.


Figure 3.2. Trace plot of the parameters associated with the first individual.


Figure 3.3. Trace plot of the parameters associated with the eleventh individual.


Figure 3.4. Trace plot of joinpoints for the first biomarker.



Figure 3.5. Trace plot of joinpoints for the second biomarker.


Figure 3.6. Trace plot of $\gamma_{m k}$.


Figure 3.7. Trace plot of $\lambda_{0 m j}$ for cause $1(m=1)$.


Figure 3.8. Trace plot of $\lambda_{0 m j}$ for cause $2(m=2)$.


Figure 3.9. Trace plot of $\alpha_{0 m}$.


Figure 3.10. Trace plot of $\boldsymbol{\beta}_{0 m}$.

Table 3.1 gives the results of $\boldsymbol{\theta}$ s and $\hat{\boldsymbol{\theta}}_{\mathrm{s}}$, where $\boldsymbol{\theta} \mathrm{s}$ are the parameters used to generate the data and $\hat{\boldsymbol{\theta}}_{\mathrm{s}}$ are the corresponding estimated values.

Table 3.1. Results of parameter estimation

|  |  |  |  |
| :---: | :---: | :---: | :---: |
| $\boldsymbol{\theta}_{1}$ | $\hat{\boldsymbol{\theta}}_{1}$ | $\boldsymbol{\theta}_{2}$ | $\hat{\boldsymbol{\theta}}_{2}$ |
|  |  |  |  |
| 0.8 | -0.02 | 2.1 | -0.01 |
| -20.6 | -0.40 | 10.6 | -0.43 |
| 50.2 | -0.46 | -40.2 | -0.71 |
| -34.6 | 0.18 | 32.6 | 0.17 |

Table 3.2 gives the results of estimation of $\boldsymbol{\tau} \mathrm{s}$, with the corresponding trace plots are presented in Figures 3.4 and 3.5.

Table 3.2. Results of joinpint estimation

|  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $\tau_{1}$ | $\hat{\tau}_{1}$ | $\tau_{2}$ | $\hat{\tau}_{2}$ |
| First biomarker | 5 | 25 | 15 | 42.7 |
| Second biomarker | 5 | 24.9 | 15 | 42.4 |

Since $\gamma_{m k}$ is non-identifiable, we tried to estimate the identifiable differences of $\gamma_{21}-\gamma_{11}$ and $\gamma_{22}-\gamma_{12}$. We set $\gamma_{11}$ and $\gamma_{12}$ zero thus the positive values of $\gamma_{21}$ and $\gamma_{22}$ showed in Figure 3.6 implies that the first biomarker has higher effect in the dropout probability due to cause 2 than cause 1 . Figures 3.7 showed that the piecewise constant baseline hazard for the dropout, $\lambda_{0 m j}$, is high in the last interval, which means individuals tend to drop out in this interval with high probability. Figures 3.9
and 3.10 showed that the quantities $\alpha_{0 m}$ and $\boldsymbol{\beta}_{0 m}$ are close to zero, which implies that the probability of dropout is the same for all causes.

## CHAPTER 4

## AN ALTERNATIVE PARAMETRIZATION OF THE JOINPOINTS

Since there were difficulties in estimating the joinpoints by the model used in Chapter 2 and Chapter 3, we will try a new model with a convenient parametrization of the joinpoints. This idea is inspired by Martinez-Beneito et al. (2011). For simplicity, we use only one biomarker.

### 4.1 The longitudinal model of the joinpoints

As before, let $y_{i j}$ denote the response of the $i$ th subject measured at time $t_{i j}$, $\left(i=1, \ldots, N ; j=1, \ldots, n_{i}\right)$. Our longitudinal model assumes the following form:

$$
y_{i j}=\varphi_{i}\left(t_{i j}\right)+e_{i j}
$$

where $\varphi_{i}(\cdot)$ is the trajectory function of the $i$ th individual, $e_{i j}$ is the random error associated with the $j$ th measurement on the $i$ th individual with

$$
e_{i j} \stackrel{i i d}{\sim} N\left(0, \sigma^{2}\right) .
$$

We assume the following form of the trajectory function for the $i$ th individual:

$$
\varphi_{i}(t)=\boldsymbol{\alpha}^{\prime} \boldsymbol{x}_{i}+\delta_{i 0}+\beta_{i 0}\left(t-\bar{t}_{i}\right)+\sum_{l=1}^{L} \delta_{i l} \beta_{i l} B_{\tau_{i l}}(t)
$$

where $L$ is the maximum number of joinpoints and $B_{\tau_{i l}}(t)$ is defined as the following piecewise linear function:

$$
B_{\tau_{i l}}(t)= \begin{cases}a_{i 0 l}+b_{i 0 l} t, & t \leq \tau_{i l}, \\ a_{i 1 l}+b_{i 1 l} t, & t>\tau_{i l}\end{cases}
$$

The functions $B_{\tau_{i l}}(t)$ are restricted to a number of conditions given below:

1. $B_{\tau_{i l}}(t)$ is continuous at the joinpoints, which is expressed as $\lim _{t \rightarrow \tau_{i l}^{-}} B_{\tau_{i l}}(t)=$ $\lim _{t \rightarrow \tau_{i l}^{+}} B_{\tau_{i l}}(t), \quad l=1, \ldots, L$. This guarantee that $\varphi_{i}(t)$ is continuous all around, independently of the number of joinpoints.
2. At all the observed points, the sum of the elements of the joinpoint evaluated must be zero. This is expressed as $\sum_{l=1}^{n_{i}} B_{\tau_{i l}}\left(t_{i j}\right)=0, \quad l=1, \ldots, L$. This way, the addition of any joinpoints in the model would not alter the mean value of the regression function and it would not change the meaning and the estimation of parameter $\boldsymbol{\alpha}$ across the model.
3. To guarantee the addition of any joinpoints would not change the slope of the regression function and the meaning and the estimate of parameters $\beta_{0}$ would not be changed either, the slope of the break-points along the whole period of study should be zero. This is expressed as $\sum_{l=1}^{n_{i}} B_{\tau_{i l}}\left(t_{i j}\right) \cdot t_{i j}=0, \quad l=1, \ldots, L$.
4. To make the parameter $\beta_{j}$ take the role of measuring the magnitude of the breakpoint in the location where the change takes place, we need to have $B_{\tau_{i l}}\left(\tau_{i l}\right)=1, \quad l=$ $1, \ldots, L$. This makes the value of $\beta_{j}$ identifiable.

The above conditions can be translated to the following 8 equations (for the case of
$L=2$ ):

$$
\left\{\begin{array}{l}
a_{i 01}+b_{i 01} \cdot \tau_{i 1}=a_{i 11}+b_{i 11} \cdot \tau_{i 1} \\
a_{i 02}+b_{i 02} \cdot \tau_{i 2}=a_{i 12}+b_{i 12} \cdot \tau_{i 2} \\
n_{i 1} a_{i 01}+b_{i 01} \sum_{t_{i j}<\tau_{i 1}} t_{i j}+a_{i 11}\left(n_{i}-n_{i 1}\right)+b_{i 11} \sum_{t_{i j}>\tau_{i 1}} t_{i j}=0 \\
n_{i 2} a_{i 02}+b_{i 02} \sum_{t_{i j}<\tau_{i 2}} t_{i j}+a_{i 12}\left(n_{i}-n_{i 2}\right)+b_{i 12} \sum_{t_{i j}>\tau_{i 2}} t_{i j}=0 \\
a_{i 01} \sum_{t_{i j}<\tau_{i 1}} t_{i j}+b_{i 01} \sum_{t_{i j}<\tau_{i 1}} t_{i i}^{2}+a_{i 11} \sum_{t_{i j}>\tau_{i 1}} t_{i j}+b_{i 11} \sum_{i j}^{2}=0 \\
a_{i 02} \sum_{i j} t_{i j}+b_{i 02} \sum_{i j} t_{i j}^{2}+a_{i 12} \sum_{t_{i j}>\tau_{i 2}} t_{i j}+b_{i 11} \sum_{t_{i j}>\tau_{i 2}}^{2}=0 \\
t_{i j}=\tau_{i 2} \\
a_{i 01}+b_{i 01} \cdot \tau_{i 1}=1 \\
a_{i 02}+b_{i 02} \cdot \tau_{i 2}=1
\end{array}\right.
$$

where $n_{i}$ is the number of time points for the $i$ th subject. $n_{i 1}$ is the number of time points smaller or equal to $\tau_{i 1}$ and $n_{i 2}$ is the number of time points smaller or equal to $\tau_{i 2}$. Hence, for given value of $\tau_{i 1}$ and $\tau_{i 2}$ there is a unique set of values $a_{i 01}, a_{i 02}, a_{i 11}, a_{i 12}, b_{i 01}, b_{i 02}, b_{i 11}, b_{i 12}$ that can be solved from the above equations.

The contribution of the $i$ th subject to the likelihood is then:

$$
f\left(\boldsymbol{Y}_{i} \mid \varphi_{i}, \sigma^{2}\right)=\frac{1}{\left(\sqrt{2 \pi \sigma^{2}}\right)^{n_{i}}} \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i}\left(t_{i j}\right)\right)^{2}\right\}
$$

### 4.2 Prior distributions

For the $i$ th subject, let $\boldsymbol{\theta}_{i}=\left(\delta_{i 1}, \ldots, \delta_{i L}, \delta_{i 0}, \beta_{i 0}, \beta_{i 1}, \ldots, \beta_{i L}, \tau_{i 1}, \ldots, \tau_{i L}\right)^{\prime}$ denote the associated parameters. We model the prior distribution of $\boldsymbol{\theta}_{i}$ as follows:

$$
\boldsymbol{\theta}_{i} \stackrel{i i d}{\sim} G
$$

where

$$
G \sim D P\left(M_{\theta}, G_{0}\right) .
$$

This prior choice of $\boldsymbol{\theta}_{i}$ make it robust to missepecification, as well as allows for clustering of subject trajectories.

The baseline prior $G_{0}$ for $\boldsymbol{\delta}_{i}, \boldsymbol{\eta}_{i}, \boldsymbol{\beta}_{i}$ is specified below:
Define

$$
\begin{aligned}
\boldsymbol{\delta}_{i} & =\left(\delta_{i 1}, \ldots, \delta_{i L}\right)^{\prime} \\
\boldsymbol{\eta}_{i} & =\left(\delta_{i 0}, \beta_{i 0}\right)^{\prime} \\
\text { and } \quad \boldsymbol{\beta}_{i} & =\left(\beta_{i 1}, \ldots, \beta_{i L}\right)^{\prime}
\end{aligned}
$$

We assume

$$
\pi\left(\boldsymbol{\delta}_{i}\right)=(L)^{-L}(L-1)^{L-\sum_{l=1}^{L} \delta_{i l}}, \quad \text { where } \quad \delta_{i l}=0,1, \quad l=1, \ldots, L
$$

In particular, for $L=2$, this becomes

$$
\pi\left(\delta_{i 1}=u, \delta_{i 2}=v\right)=\frac{1}{4}, \quad \text { for } \quad u=0,1, \quad v=0,1
$$

We also assume

$$
\begin{aligned}
\boldsymbol{\eta}_{i} & \sim \boldsymbol{N}_{2}\left(\boldsymbol{\mu}_{\eta 0}, \boldsymbol{\Sigma}_{\eta 0}\right) \\
\text { and } \quad \boldsymbol{\beta}_{i} & \sim \boldsymbol{N}_{L}(\mathbf{0}, \gamma \boldsymbol{\Sigma})
\end{aligned}
$$

where

$$
\gamma \sim \boldsymbol{I} \boldsymbol{G}(0.5,0.5)
$$

We assume $\sigma^{2} \sim I G\left(a_{\sigma}, b_{\sigma}\right)$.
In our problem, the block (corresponding to $\boldsymbol{\beta}_{i}$ ) of the Fisher information matrix evaluated at $\boldsymbol{\beta}_{i}=\mathbf{0}$ is $L=\boldsymbol{\Delta} \boldsymbol{B}^{\prime} \boldsymbol{B} \boldsymbol{\Delta}$, where $\boldsymbol{B}=\left\{B_{\tau_{i l}}\left(t_{i j}\right)\right.$ (the matrix of covariates),
and $\boldsymbol{\Delta}=\operatorname{diag}\left(\boldsymbol{\delta}_{i}\right)$. Since $L$ is not a positive-definite matrix for every $\boldsymbol{\delta}_{i}$, it can not be used directly to define $\boldsymbol{\Sigma}$ above. Instead, we propose

$$
\boldsymbol{\Sigma}=n_{i}\left(\boldsymbol{\Delta} \boldsymbol{B}^{\prime} \boldsymbol{B} \boldsymbol{\Delta}+\operatorname{diag}\left(\boldsymbol{B}^{\prime} \boldsymbol{B}-\boldsymbol{\Delta} \boldsymbol{B}^{\prime} \boldsymbol{B} \boldsymbol{\Delta}\right)\right)^{-1}
$$

which is a positive-definite matrix for every $\boldsymbol{\delta}_{i}$ and is fixed for each subject.
To avoid identifiability problems, we impose a number of restrictions on the locations of the joinpoints. In previous chapters we found that when $\tau$ values are very close, it created calculation problems. Moreover in real life we don't expect joinpoints to occur very closely. Hence we assume a minimum separation $d$ between the corresponding joinpoints. In particular, we assume that the parameter space for $\boldsymbol{\tau}=\left(\tau_{1}, \tau_{2}, \ldots, \tau_{L}\right)$, which we call $\Omega$, is

$$
\Omega=\left\{\left(\tau_{1}, \tau_{2}, \ldots, \tau_{L}\right): t_{1}+d<\tau_{1}, \tau_{1}+d<\tau_{2}, \tau_{2}+d<\tau_{3}, \ldots, \tau_{L}+d<T^{*}\right\}
$$

We put minimum separation $d=2$ in our applications. We specify $t_{1}=0, T^{*}=56$ as in the previous chapters.

We assume a uniform prior for $\tau_{1}<\tau_{2}<\ldots<\tau_{L}$ on the set $\Omega$. Note that when $L=2$, the marginal distribution of $\tau_{1}$ becomes

$$
f_{\tau_{1}}\left(\tau_{1}\right)=\left\{\begin{aligned}
\frac{1}{1250}\left(52-\tau_{1}\right), & 2<\tau_{1}<52 \\
0, & \text { otherwise }
\end{aligned}\right.
$$

and

$$
\tau_{2} \mid \tau_{1} \sim \operatorname{Uniform}\left(\tau_{1}+2,54\right)
$$

Consequently, the cumulative distribution of $\tau_{1}$ becomes

$$
F_{\tau_{1}}(s)=\int_{2}^{s} \frac{1}{1250}\left(52-\tau_{1}\right)=\frac{1}{1250}\left(-\frac{1}{2} s^{2}+52 s-102\right)
$$

Hence the steps to sample $\tau_{1}$ and $\tau_{2}$ from the prior will be:
Step1: Generate $u \sim \operatorname{Uniform}(0,1)$,
Step2: Generate $\tau_{1}=52-50 \sqrt{1-u}$,
Step3: Generate $\tau_{2} \mid \tau_{1} \sim \operatorname{Uniform}\left(\tau_{1}+2,54\right)$.

### 4.3 Posterior Calculations

The likelihood of $\boldsymbol{\theta}_{i}$ is

$$
L\left(\boldsymbol{\theta}_{i}\right)=\frac{1}{\left(\sqrt{2 \pi \sigma^{2}}\right)^{n_{i}}} \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i j}\left(t_{i j}\right)\right)^{2}\right\}
$$

The baseline posterior of $\boldsymbol{\delta}_{i} \mid$. is then:

$$
\begin{aligned}
\pi^{*}\left(\delta_{i 1}=u, \delta_{i 2}=v \mid \cdot\right) & \propto L\left(\boldsymbol{\theta}_{i} \mid \delta_{i 1}=u, \delta_{i 2}=v, \delta_{i 0}, \beta_{i 0}, \beta_{i 1}, \beta_{i 2}, \tau_{i 1}, \tau_{i 2}\right) \\
& \times \pi\left(\delta_{i 1}=u, \delta_{i 2}=v\right) \quad \text { for } \quad u, v \in\{0,1\}
\end{aligned}
$$

Let $\boldsymbol{Q}=\left(1, t_{i j}-\bar{t}_{i}\right)^{\prime}$ and $\boldsymbol{B}=\left(\delta_{i 1} \beta_{i 1} B_{\tau_{i 1}}\left(t_{i j}\right), \delta_{i 2} \beta_{i 2} B_{\tau_{i 2}}\left(t_{i j}\right)\right)^{\prime}$, We first write the likelihood in terms of $\boldsymbol{\eta}_{i}=\left(\delta_{i 0}, \beta_{i 0}\right)^{\prime}$ as:

$$
\left.\begin{array}{rl}
L\left(\boldsymbol{\theta}_{i}\right) \propto & \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i j}\left(t_{i j}\right)\right)^{2}\right\} \\
= & \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\boldsymbol{\alpha}^{\prime} \boldsymbol{x}_{i}-\delta_{i 0}-\beta_{i 0}\left(t_{i j}-\bar{t}_{i}\right)-\sum_{l=1}^{2} \delta_{i l} \beta_{i l} B_{\tau_{i l}}\left(t_{i j}\right)\right)^{2}\right\} \\
= & \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\boldsymbol{\alpha}^{\prime} \boldsymbol{x}_{i}-\delta_{i 0}-\beta_{i 0}\left(t_{i j}-\bar{t}_{i}\right)\right.\right. \\
& \left.-\delta_{i 1} \beta_{i 1} B_{\tau_{i 1}}\left(t_{i j}\right)-\delta_{i 2} \beta_{i 2} B_{\tau_{i 2}}\left(t_{i j}\right)^{2}\right\} \\
= & \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\boldsymbol{\alpha}^{\prime} \boldsymbol{x}_{i}-\mathbf{1}^{\prime} \boldsymbol{B}-\boldsymbol{\eta}_{i}^{\prime} \boldsymbol{Q}\right)^{2}\right\}
\end{array}\right\} .
$$

Thus we have

$$
\begin{aligned}
& f\left(\boldsymbol{\eta}_{i} \mid \cdot\right) \propto L\left(\boldsymbol{\theta}_{i}\right) \cdot \exp \left\{-\frac{1}{2}\left(\boldsymbol{\eta}_{i}^{\prime}-\boldsymbol{\mu}_{\eta 0}\right)^{\prime}\left(\boldsymbol{\Sigma}_{\eta 0}\right)^{-1}\left(\boldsymbol{\eta}_{i}^{\prime}-\boldsymbol{\mu}_{\eta 0}\right)\right\} \\
& \propto L\left(\boldsymbol{\theta}_{i}\right) \cdot \exp \left\{-\frac{1}{2} \boldsymbol{\eta}_{i}^{\prime} \boldsymbol{\Sigma}_{\eta 0}^{-1} \boldsymbol{\eta}_{i}+\boldsymbol{\eta}_{i}^{\prime} \boldsymbol{\Sigma}_{\eta 0}^{-1} \boldsymbol{\mu}_{\eta 0}\right\} \\
& \propto \exp \left\{-\frac{1}{2} \boldsymbol{\eta}_{i}^{\prime}\left(\frac{1}{\sigma^{2}} \sum_{j=1}^{n_{i}} \boldsymbol{Q} \boldsymbol{Q}^{\prime}+\boldsymbol{\Sigma}_{\eta 0}^{-1}\right) \boldsymbol{\eta}_{i}\right. \\
&\left.+\boldsymbol{\eta}_{i}^{\prime}\left(\frac{1}{\sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\boldsymbol{\alpha}^{\prime} \boldsymbol{x}_{i}-\mathbf{1}^{\prime} \boldsymbol{B}\right) \boldsymbol{Q}+\boldsymbol{\Sigma}_{\eta 0}^{-1} \boldsymbol{\mu}_{\eta 0}\right)\right\} .
\end{aligned}
$$

Hence we have

$$
\boldsymbol{\eta}_{i} \mid \cdot \sim \boldsymbol{N}\left(\boldsymbol{\mu}_{\eta n}, \boldsymbol{\Sigma}_{\eta n}\right)
$$

where

$$
\boldsymbol{\Sigma}_{\eta n}=\left(\frac{1}{\sigma^{2}} \sum_{j=1}^{n_{i}} \boldsymbol{Q} \boldsymbol{Q}^{\prime}+\boldsymbol{\Sigma}_{\eta 0}^{-1}\right)^{-1}
$$

and

$$
\boldsymbol{\mu}_{\eta n}=\left(\frac{1}{\sigma^{2}} \sum_{j=1}^{n_{i}} \boldsymbol{Q} \boldsymbol{Q}^{\prime}+\boldsymbol{\Sigma}_{\eta 0}^{-1}\right)^{-1}\left(\frac{1}{\sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\boldsymbol{\alpha}^{\prime} \boldsymbol{x}_{i}-\mathbf{1}^{\prime} \boldsymbol{B}\right) \boldsymbol{Q}+\boldsymbol{\Sigma}_{\eta 0}^{-1} \boldsymbol{\mu}_{\eta 0}\right)
$$

To get the posterior of $\boldsymbol{\beta}_{i}$, we set $\boldsymbol{B}^{*}=\left(\delta_{i 1} B_{\tau_{i 1}}\left(t_{i j}\right), \delta_{i 2} B_{\tau_{i 2}}\left(t_{i j}\right)\right)^{\prime}$ and we write the likelihood in terms of $\boldsymbol{\beta}_{i}=\left(\beta_{i 1}, \beta_{i 2}\right)^{\prime}$ as:

$$
\begin{aligned}
& L\left(\boldsymbol{\theta}_{i}\right) \propto \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i j}\left(t_{i j}\right)\right)^{2}\right\} \\
&= \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\boldsymbol{\alpha}^{\prime} \boldsymbol{x}_{i}-\delta_{i 0}-\beta_{i 0}\left(t_{i j}-\bar{t}_{i}\right)-\sum_{l=1}^{2} \delta_{i l} \beta_{i l} B_{\tau_{i l}}\left(t_{i j}\right)\right)^{2}\right\} \\
&= \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\boldsymbol{\alpha}^{\prime} \boldsymbol{x}_{i}-\delta_{i 0}-\beta_{i 0}\left(t_{i j}-\bar{t}_{i}\right)\right.\right. \\
&\left.\left.-\delta_{i 1} \beta_{i 1} B_{\tau_{i 1}}\left(t_{i j}\right)-\delta_{i 2} \beta_{i 2} B_{\tau_{i 2}}\left(t_{i j}\right)\right)^{2}\right\} \\
&= \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\boldsymbol{\alpha}^{\prime} \boldsymbol{x}_{i}-\delta_{i 0}-\beta_{i 0}\left(t_{i j}-\bar{t}_{i}\right)-\boldsymbol{\beta}_{i}^{\prime} \boldsymbol{B}^{*}\right)^{2}\right\} \\
& \propto \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{j=1}^{n_{i}}\left(\boldsymbol{\beta}_{\boldsymbol{i}}^{\prime} \boldsymbol{B}^{*} \boldsymbol{B}^{*^{\prime}} \boldsymbol{\beta}_{i}-2\left(y_{i j}-\boldsymbol{\alpha}^{\prime} \boldsymbol{x}_{i}-\delta_{i 0}-\beta_{i 0}\left(t_{i j}-\bar{t}_{i}\right)\right) \boldsymbol{\beta}_{i}^{\prime} \boldsymbol{B}^{*}\right)\right\} \\
&= \exp \left\{-\frac{1}{2} \boldsymbol{\beta}_{i}^{\prime} \frac{1}{\sigma^{2}} \sum_{j=1}^{n_{i}} \boldsymbol{B}^{*} \boldsymbol{B}^{*^{\prime}} \boldsymbol{\beta}_{i}+\boldsymbol{\beta}_{i}^{\prime} \frac{1}{\sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\boldsymbol{\alpha}^{\prime} \boldsymbol{x}_{i}-\delta_{i 0}-\beta_{i 0}\left(t_{i j}-\bar{t}_{i}\right)\right) \boldsymbol{B}^{*}\right\} .
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
f\left(\boldsymbol{\beta}_{i} \mid \cdot\right) & \propto L\left(\boldsymbol{\theta}_{i}\right) \cdot \pi\left(\boldsymbol{\beta}_{i}\right) \\
& \propto L\left(\boldsymbol{\theta}_{i}\right) \cdot \pi\left(\boldsymbol{\beta}_{i} \mid \mathbf{0}, \gamma \boldsymbol{\Sigma}\right) . \\
& \propto L\left(\boldsymbol{\theta}_{i}\right) \cdot \frac{1}{|\gamma \boldsymbol{\Sigma}|^{\frac{1}{2}}} \exp \left\{-\frac{1}{2} \boldsymbol{\beta}_{i}^{\prime}(\gamma \boldsymbol{\Sigma})^{-1} \boldsymbol{\beta}_{i}\right\} \\
\propto & \exp \left\{-\frac{1}{2} \boldsymbol{\beta}_{i}^{\prime}\left(\frac{1}{\sigma^{2}} \sum_{j=1}^{n_{i}} \boldsymbol{B}^{*} \boldsymbol{B}^{*^{\prime}}+(\gamma \boldsymbol{\Sigma})^{-1}\right) \boldsymbol{\beta}_{i}\right. \\
& \quad+\boldsymbol{\beta}_{i}^{\prime}\left(\frac{1}{\sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\boldsymbol{\alpha}_{i}^{\prime} \boldsymbol{x}_{i}-\delta_{i 0}-\beta_{i 0}\left(t_{i j}-\bar{t}\right)\right) \boldsymbol{B}^{*}\right\} .
\end{aligned}
$$

Hence we have

$$
\boldsymbol{\beta}_{i} \mid \cdot \sim \boldsymbol{N}\left(\boldsymbol{\mu}_{\beta n}, \boldsymbol{\Sigma}_{\beta n}\right)
$$

where

$$
\boldsymbol{\Sigma}_{\beta n}=\left(\frac{1}{\sigma^{2}} \sum_{j=1}^{n_{i}} \boldsymbol{B}^{*} \boldsymbol{B}^{*^{\prime}}+(\gamma \boldsymbol{\Sigma})^{-1}\right)^{-1}
$$

and

$$
\boldsymbol{\mu}_{\beta n}=\left(\frac{1}{\sigma^{2}} \sum_{j=1}^{n_{i}} \boldsymbol{B}^{*} \boldsymbol{B}^{*^{\prime}}+(\gamma \boldsymbol{\Sigma})^{-1}\right)^{-1}\left(\frac{1}{\sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\boldsymbol{\alpha}_{i}^{\prime} \boldsymbol{x}_{i}-\delta_{i 0}-\beta_{i 0}\left(t_{i j}-\bar{t}\right)\right) \boldsymbol{B}^{*}\right) .
$$

Furthermore

$$
f(\gamma \mid \cdot) \propto \prod_{i=1}^{N} \frac{1}{|\gamma \boldsymbol{\Sigma}|^{\frac{1}{2}}} \exp \left\{-\frac{1}{2} \boldsymbol{\beta}_{i}^{\prime}(\gamma \boldsymbol{\Sigma})^{-1} \boldsymbol{\beta}_{i}\right\} \cdot \gamma^{-0.5-1} \exp \left\{-\frac{0.5}{\gamma}\right\}
$$

which implies

$$
\gamma \left\lvert\, \cdot \sim I G\left(0.5+\frac{N}{2}, \quad 0.5+0.5 \sum_{i=1}^{N} \boldsymbol{\beta}_{i}^{\prime} \boldsymbol{\Sigma} \boldsymbol{\beta}_{i}\right) .\right.
$$

### 4.4 The full conditional of $\alpha \mid$.

The conditional of $\boldsymbol{\alpha} \mid \cdot$ is is obtained using

$$
\begin{aligned}
& f(\boldsymbol{\alpha} \mid \cdot) \propto \prod_{i=1}^{N} f\left(\boldsymbol{Y}_{i} \mid \varphi_{i}\right) \cdot \pi\left(\boldsymbol{\alpha} \mid \boldsymbol{\mu}_{\alpha}, \boldsymbol{\Sigma}_{\alpha}\right) \\
& \propto \exp \left\{-\frac{1}{2}\left(\boldsymbol{\alpha}-\boldsymbol{\mu}_{\alpha}\right)^{\prime} \boldsymbol{\Sigma}_{\alpha}^{-1}\left(\boldsymbol{\alpha}-\boldsymbol{\mu}_{\alpha}\right)\right\} \\
& \times \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{N} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i}\left(t_{i j}\right)\right)^{2}\right\} \\
& \propto \exp \left\{-\frac{1}{2} \boldsymbol{\alpha}^{\prime}\left(\sum_{i=1}^{N} \sum_{j=1}^{n_{i}} \frac{1}{\sigma^{2}} \boldsymbol{x}_{i} \boldsymbol{\Sigma}^{-1} \boldsymbol{x}_{i}^{\prime}+\boldsymbol{\Sigma}_{\alpha}^{-1}\right) \boldsymbol{\alpha}\right. \\
&\left.+\boldsymbol{\alpha}^{\prime}\left(\sum_{i=1}^{N} \sum_{j=1}^{n_{i}} \frac{1}{\sigma^{2}} \boldsymbol{x}_{i} \boldsymbol{\Sigma}^{-1} A^{*}+\boldsymbol{\Sigma}_{\alpha}^{-1} \boldsymbol{\mu}_{\alpha}\right)\right\}
\end{aligned}
$$

where

$$
A^{*}=y_{i j}-\delta_{i 0}-\beta_{i 0}\left(t-\bar{t}_{i}\right)-\sum_{l=1}^{L} \delta_{i l} \beta_{i l} B_{\tau_{i l}}(t)
$$

Hence

$$
\boldsymbol{\alpha} \mid \cdot \sim \boldsymbol{N}\left(\boldsymbol{\mu}_{\alpha n}, \boldsymbol{\Lambda}_{\alpha n}\right)
$$

where

$$
\begin{aligned}
& \boldsymbol{\Lambda}_{\alpha n}=\left(\sum_{i=1}^{N} \sum_{j=1}^{n_{i}} \frac{1}{\sigma^{2}} \boldsymbol{x}_{i} \boldsymbol{\Sigma}^{-1} \boldsymbol{x}_{i}^{\prime}+\boldsymbol{\Sigma}_{\alpha}^{-1}\right)^{-1}, \\
& \boldsymbol{\mu}_{\alpha n}=\left(\sum_{i=1}^{N} \sum_{j=1}^{n_{i}} \frac{1}{\sigma^{2}} \boldsymbol{x}_{i} \boldsymbol{\Sigma}^{-1} \boldsymbol{x}_{i}^{\prime}+\boldsymbol{\Sigma}_{\alpha}^{-1}\right)^{-1}\left(\sum_{i=1}^{N} \sum_{j=1}^{n_{i}} \frac{1}{\sigma^{2}} \boldsymbol{x}_{i} \boldsymbol{\Sigma}^{-1} A^{*}+\boldsymbol{\Sigma}_{\alpha}^{-1} \boldsymbol{\mu}_{\alpha}\right) .
\end{aligned}
$$

### 4.5 The full conditional of $\sigma^{2} \mid$.

The conditional of $\sigma^{2} \mid$. is

$$
\begin{aligned}
f\left(\sigma^{2} \mid \cdot\right) & \propto \prod_{i=1}^{N} f\left(\boldsymbol{Y}_{i} \mid \varphi_{i}\right) \cdot \pi\left(\sigma^{2} \mid a_{\sigma}, b_{\sigma}\right) \\
& \propto \prod_{i=1}^{N} \frac{1}{\left(\sigma^{2}\right)^{\frac{n_{i}}{2}}} \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i}\left(t_{i j}\right)\right)^{2}\right\} \cdot\left(\sigma^{2}\right)^{-a_{\sigma}-1} \exp \left\{\frac{-b_{\sigma}}{\sigma^{2}}\right\} \\
& \propto \exp \left\{-\frac{1}{\sigma^{2}}\left(\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i}\left(t_{i j}\right)\right)^{2}+b_{\sigma}\right)\right\} \cdot\left(\sigma^{2}\right)^{-a_{\sigma}-\frac{\sum_{i=1}^{N} n_{i}}{2}-1}
\end{aligned}
$$

Then we have

$$
\sigma^{2} \left\lvert\, \cdot \sim I G\left(a_{\sigma}+\frac{\sum_{i=1}^{N} n_{i}}{2}, \quad \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i}\left(t_{i j}\right)\right)^{2}+b_{\sigma}\right)\right.
$$

### 4.6 Simulation study

We use the same mean trajectory functions as in Chapter 2 to generate data for our simulation studies. Note that in Chapter 2, our mean trajectory was of the form:

$$
\psi(t)=\delta_{0}+\delta_{1} t+\beta_{1}\left(t-\tau_{1}\right)_{+}+\beta_{2}\left(t-\tau_{2}\right)_{+} .
$$

Denoting $\boldsymbol{\theta}=\left(\delta_{0}, \delta_{1}, \beta_{1}, \beta_{2}\right)^{\prime}$, we used two sets of $\boldsymbol{\theta}$ values in Chapter 2:

$$
\boldsymbol{\theta}_{1}=(0.8,-20.6,50.2,-34.6)^{\prime} \quad \text { and } \quad \boldsymbol{\theta}_{2}=(2.1,10.6,-40.2,32.6)^{\prime}
$$

The mean trajectory function in this chapter is of the form:

$$
\varphi(t)=A+B(t-\bar{t})+C B_{\tau_{1}}(t)+D B_{\tau_{2}}(t)
$$

Let us denote $\tilde{\boldsymbol{\theta}}=(A, B, C, D)^{\prime}$. If $\psi(t)$ and $\varphi(t)$ are alternative representations of the same trajectory, the relation between $\boldsymbol{\theta}$ and $\tilde{\boldsymbol{\theta}}$ is given by

$$
\begin{aligned}
\delta_{0}+\delta_{1} t= & A+B\left(t-\bar{t}_{i}\right)+C\left(a_{01}+b_{01} t\right) \\
& +D\left(a_{02}+b_{02} t\right), \quad t \leq \tau_{1} \\
\delta_{0}+\delta_{1} t+\beta_{1}\left(t-\tau_{1}\right)= & A+B\left(t-\bar{t}_{i}\right)+C\left(a_{11}+b_{11} t\right) \\
& +D\left(a_{02}+b_{02} t\right), \quad \tau_{1}<t \leq \tau_{2} \\
\delta_{0}+\delta_{1} t+\beta_{1}\left(t-\tau_{1}\right)+\beta_{2}\left(t-\tau_{2}\right)= & A+B\left(t-\bar{t}_{i}\right)+C\left(a_{11}+b_{11} t\right) \\
& +D\left(a_{12}+b_{12} t\right), \quad t>\tau_{2},
\end{aligned}
$$

which leads to

$$
\begin{aligned}
C & =\frac{\beta_{1}}{b_{11}-b_{01}}, \\
D & =\frac{\beta_{2}}{b_{12}-b_{02}}, \\
B & =\delta_{1}-b_{01} C-b_{02} D, \\
\text { and } \quad A & =\delta_{0}+\bar{t}_{i} B-a_{01} C-a_{02} D .
\end{aligned}
$$

Thus, the two sets of $\boldsymbol{\theta}$ values in Chapter 2 correspond to the the following two sets of $\tilde{\boldsymbol{\theta}}$ values:

$$
\tilde{\boldsymbol{\theta}}_{1}=(72.76,0.66,-45.97,158.24)^{\prime} \quad \text { and } \quad \tilde{\boldsymbol{\theta}}_{2}=(-141.26,-2.54,36.82,-149.09)^{\prime}
$$

For each group, we generate data on 10 subjects. Since we only used one biomarker the computation speed is much faster than that for the model in Chapter 2. We ran 500,000 scans with 200,000 burn-in and thinning as 100 .

Figure 4.2 and Figure 4.3 are the trace plots of selected parameters when $\sigma^{2}$ is updat-
ed. Since the data was generated with $\sigma^{2}=1$, we thus ran with $\sigma^{2}=1$ fixed. Figure 4.4 and Figure 4.5 are the trace plots of selected parameters when $\sigma^{2}$ is fixed at 1.


Figure 4.1. Plot of the heatmap of the clustering probabilities with $\sigma^{2}$ fixed at 1. Higher propensity to cluster together is indicated by deeper red color.


Figure 4.2. Trace plot of the parameters for the first individual with $\sigma^{2}$ updated.


Figure 4.3. Trace plot of the parameters for the eleventh individual with $\sigma^{2}$ updated.


Figure 4.4. Trace plot of the parameters for the first individual with $\sigma^{2}$ fixed at 1.


Figure 4.5. Trace plot of the parameters for the eleventh individual with $\sigma^{2}$ fixed at 1.

The following tables are the results of $\tilde{\boldsymbol{\theta}}_{\mathrm{s}}$ and $\hat{\tilde{\boldsymbol{\theta}}}_{\mathrm{s}}$, where $\tilde{\boldsymbol{\theta}}_{\mathrm{s}}$ are the parameter used to generate data and $\hat{\tilde{\boldsymbol{\theta}}}$ s are the estimations. Table 4.1 gives the results with $\sigma^{2}$ updated and Table 4.2 gives the results with $\sigma^{2}$ fixed at 1 . Note that although the estimated values of $\beta_{1}$ for the first individual has a different sign from the true value, since $\delta_{1}$ is estimated to be close to zero, the effect is not significant.

Table 4.1. Results of parameter estimation with $\sigma^{2}$ updated

|  |  |  |  |
| :---: | :---: | :---: | :---: |
| $\tilde{\boldsymbol{\theta}}_{1}$ | $\hat{\boldsymbol{\theta}}_{1}$ | $\tilde{\boldsymbol{\theta}}_{2}$ | $\hat{\tilde{\boldsymbol{\theta}}}_{2}$ |
|  |  |  |  |
| 72.76 | 19.5 | -141.26 | -37.9 |
| 0.66 | 0.65 | -2.54 | -2.5 |
| -45.97 | 0.01 | 36.82 | -0.01 |
| 158.24 | 0.01 | -149.09 | 0 |

Table 4.2. Results of parameter estimation with $\sigma^{2}$ fixed at 1

|  |  |  |  |
| :---: | :---: | :---: | :---: |
| $\tilde{\boldsymbol{\theta}}_{1}$ | $\hat{\tilde{\boldsymbol{\theta}}}_{1}$ | $\tilde{\boldsymbol{\theta}}_{2}$ | $\hat{\tilde{\boldsymbol{\theta}}}_{2}$ |
|  |  |  |  |
| 72.76 | 72.7 | -141.26 | -141.2 |
| 0.66 | 0.66 | -2.54 | -2.55 |
| -45.97 | 17.5 | 36.82 | 10.1 |
| 158.24 | 69.7 | -149.09 | -55.4 |

The following tables are the results of $\boldsymbol{\tau} \mathrm{s}$ and $\hat{\boldsymbol{\tau}}_{\mathrm{s}}$, where $\boldsymbol{\tau} \mathrm{s}$ are the joinpoints used to generate data and $\hat{\boldsymbol{\tau}}$ s are the estimates. Table 4.3 gives the results with $\sigma^{2}$ updated and Table 4.4 gives the result with $\sigma^{2}$ fixed at 1.

Table 4.3. Results of joinpoint estimation with $\sigma^{2}$ updated

|  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $\tau_{1}$ | $\hat{\tau}_{1}$ | $\tau_{2}$ | $\hat{\tau}_{2}$ |
| First individual | 5 | 16.2 | 15 | 38.9 |
| Eleventh individual | 5 | 16.3 | 15 | 39 |

Table 4.4. Results of joinpoint estimation with $\sigma^{2}$ fixed at 1

|  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $\tau_{1}$ | $\hat{\tau}_{1}$ | $\tau_{2}$ | $\hat{\tau}_{2}$ |
| First individual | 5 | 13.2 | 15 | 16.2 |
| Eleventh individual | 5 | 13.7 | 15 | 16.5 |

We see that the proposed method is able to correctly cluster the data. If we update $\sigma^{2}$, the estimated values of $\boldsymbol{\theta}$ and $\boldsymbol{\tau}$ are not close to the true values. If we fix $\sigma^{2}$ at 1 , part of the estimated values of $\boldsymbol{\theta}$ are close to the true values and the estimated values of $\tau_{2}$ are close to the true values.

## CHAPTER 5

## AN ALTERNATIVE PARAMETRIZATION WITH DROPOUT

In this chapter, we we extend the model in the previous chapter to incorporate the dropout information. As in Section 4.1, the contribution of the longitudinal observations of the $i$ th subject to the likelihood is:

$$
f\left(\boldsymbol{Y}_{i} \mid \varphi_{i}, \sigma^{2}\right)=\frac{1}{\left(\sqrt{2 \pi \sigma^{2}}\right)^{n_{i}}} \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i}\left(t_{i j}\right)\right)^{2}\right\}
$$

### 5.1 Modeling dropout

Let $s_{i}^{d}$ be the dropout time for the $i$ th subject and $c_{i}$ be the corresponding censoring time. The observed survival data then consists of the pair $\left(s_{i}, \delta_{i}\right)$ where $s_{i}=\min \left(s_{i}^{d}, c_{i}\right)$ and $\delta_{i}=I\left(s_{i}=s_{i}^{d}\right)$. We assume that the hazard of dropout at time $t$ is a function of trajectory at time $t$ using a Cox proportional model of the form:

$$
\lambda(t \mid \varphi)=\lambda_{0}(t) \exp \{\gamma \varphi(t)\}
$$

Note that $\gamma=0$ implies that the survival part is not affected by the longitudinal trajectory whereas $\gamma>0$ implies that higher dropout rates will be associated with higher trajectory levels and vice-versa.

The baseline hazard function $\lambda_{0}(\cdot)$ is assumed to be piecewise constant, given by

$$
\lambda_{0}(u)=\lambda_{0 j}, \quad u_{j-1} \leq u<u_{j}, \quad j=1, \ldots, J
$$

where the number of steps $J$ and the endpoints $u_{j}$ are pre-specified with $u_{0} \equiv 0$, and $u_{J} \equiv \infty$.

The contribution to the likelihood from the survival part of $i$ th subject is then

$$
\begin{aligned}
f\left(s_{i}, \delta_{i} \mid \varphi_{i}\right)= & \lambda_{0}\left(s_{i}\right)^{\delta_{i}} \exp \left\{\delta_{i} \gamma \varphi_{i}\left(s_{i}\right)\right\} \\
& \times \exp \left\{-\int_{0}^{s_{i}} \lambda_{0}(u) \exp \left[\gamma \varphi_{i}(u)\right] \mathrm{d} u\right\},
\end{aligned}
$$

which can be written as

$$
f\left(s_{i}, \delta_{i} \mid \varphi_{i}\right)=\lambda_{0}\left(s_{i}\right)^{\delta_{i}} \exp \left\{\gamma \delta_{i} \varphi_{i}\left(s_{i}\right)-\sum_{j=1}^{J} \lambda_{0 j} H_{i j}(\gamma)\right\}
$$

where

$$
H_{i j}=I\left(s_{i} \geq u_{j-1}\right) \int_{u_{j-1}}^{u_{j} \wedge s_{i}} \exp \left\{\gamma \varphi_{i}(u)\right\} \mathrm{d} u
$$

The full likelihood is proportional to:

$$
\begin{aligned}
& \prod_{j=1}^{J} \lambda_{0 j}^{\sum_{i=1}^{N} \delta_{i} I\left(u_{j-1} \leq s_{i} \leq u_{j}\right)} \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i}\left(t_{i j}\right)\right)^{2}\right. \\
&\left.+\gamma \sum_{i=1}^{N} \delta_{i} \varphi_{i}\left(s_{i}\right)-\sum_{i=1}^{N} \sum_{j=1}^{J} \lambda_{0 j} H_{i j}(\gamma)\right\}
\end{aligned}
$$

### 5.2 Prior distributions

Parameters $\boldsymbol{\delta}_{i}, \boldsymbol{\eta}_{i}, \boldsymbol{\beta}_{i}, \gamma, \sigma^{2}$ are assigned the same priors as in Section 4.1. Priors for the other parameters are taken to be

$$
\begin{aligned}
\lambda_{0 j} & \stackrel{i i d}{\sim} G\left(a_{j}, b_{j}\right), \quad j=1, \ldots, J \\
\gamma & \sim N\left(\mu_{\gamma}, \sigma_{\gamma}^{2}\right),
\end{aligned}
$$

where $a_{j}, b_{j}, \mu_{\gamma}, \sigma_{\gamma}^{2}$ are known.

### 5.3 Posteriors of $\boldsymbol{\theta}_{p}^{*}$

Let $\boldsymbol{\theta}_{p}^{*}=\left(\delta_{1}^{*}, \delta_{2}^{*}, \delta_{0}^{*}, \beta_{0}^{*}, \beta_{1}^{*}, \beta_{2}^{*}, \tau_{1}^{*}, \tau_{2}^{*}\right)$ be the $p$ th distinct value of the random effect vector with $\left(p=1, \ldots, k_{\theta}\right.$.) With the dropout added, the baseline prior is not conjugate to the sampling distribution. The configuration structure $\boldsymbol{c}^{\theta}=\left(c_{1}^{\theta}, c_{2}^{\theta}, \ldots, c_{N}^{\theta}\right)$ of the random effects is updated using Algorithm 8 in Neal (2000).

Let $\boldsymbol{\delta}_{p}^{*}=\left(\delta_{1}^{*}, \delta_{2}^{*}\right)^{\prime}$, the posterior of $\boldsymbol{\delta}_{p}^{*} \mid \cdot$ is

$$
\begin{aligned}
& f\left(\boldsymbol{\delta}_{p}^{*} \mid \cdot\right) \propto L(\boldsymbol{\theta}) \cdot \pi(\boldsymbol{\delta}) \\
& \propto \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{i: c_{i}^{\theta}=p} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i j}\left(t_{i j}\right)\right)^{2}\right. \\
&\left.+\gamma \sum_{i: c_{i}^{\theta}=p} \delta_{i} \varphi_{i}\left(s_{i}\right)-\sum_{i: c_{i}^{\theta}=p} \sum_{j=1}^{J} \lambda_{0 j} H_{i j}(\gamma)\right\} \cdot \pi(\boldsymbol{\delta}) .
\end{aligned}
$$

Since $\pi(\boldsymbol{\delta})=\frac{1}{4}$, we then have

$$
\begin{aligned}
\log f\left(\boldsymbol{\delta}_{p}^{*} \mid \cdot\right)=\text { const. } & -\frac{1}{2 \sigma^{2}} \sum_{i: c_{i}^{\theta}=p} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i j}\left(t_{i j}\right)\right)^{2} \\
+\gamma & \sum_{i: c_{i}^{\theta}=p} \delta_{i} \varphi_{i}\left(s_{i}\right)-\sum_{i: c_{i}^{\theta}=p} \sum_{j=1}^{J} \lambda_{0 j} H_{i j}(\gamma) .
\end{aligned}
$$

Let $\boldsymbol{\eta}_{p}^{*}=\left(\delta_{0}^{*}, \beta_{0}^{*}\right)^{\prime}$, the posterior of $\boldsymbol{\eta}_{p}^{*} \mid \cdot$ is:

$$
\begin{aligned}
f\left(\boldsymbol{\eta}_{p}^{*} \mid \cdot\right) \propto & L(\boldsymbol{\theta}) \cdot \pi(\boldsymbol{\eta}) \\
\propto & \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{i: c_{i}^{\theta}=p} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i j}\left(t_{i j}\right)\right)^{2}\right. \\
& \left.+\gamma \sum_{i: c_{i}^{\theta}=p} \delta_{i} \varphi_{i}\left(s_{i}\right)-\sum_{i: c_{i}^{\theta}=p} \sum_{j=1}^{J} \lambda_{0 j} H_{i j}(\gamma)\right\} \\
& \times \exp \left\{-\frac{1}{2}\left(\boldsymbol{\eta}_{p}^{*}-\boldsymbol{\mu}_{\eta 0}\right)^{\prime} \boldsymbol{\Sigma}_{\eta 0}^{-1}\left(\boldsymbol{\eta}_{p}^{*}-\boldsymbol{\mu}_{\eta 0}\right)\right\} .
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
\log f\left(\boldsymbol{\eta}_{p}^{*} \mid \cdot\right)= & \text { const. }-\frac{1}{2 \sigma^{2}} \sum_{i: c_{i}^{\theta}=p} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i j}\left(t_{i j}\right)\right)^{2} \\
& +\gamma \sum_{i: c_{i}^{\theta}=p} \delta_{i} \varphi_{i}\left(s_{i}\right)-\sum_{i: c_{i}^{\theta}=p} \sum_{j=1}^{J} \lambda_{0 j} H_{i j}(\gamma) \\
- & \frac{1}{2}\left(\boldsymbol{\eta}_{p}^{*}-\boldsymbol{\mu}_{\eta 0}\right)^{\prime} \boldsymbol{\Sigma}_{\eta 0}^{-1}\left(\boldsymbol{\eta}_{p}^{*}-\boldsymbol{\mu}_{\eta 0}\right) .
\end{aligned}
$$

Let $\boldsymbol{\beta}_{p}^{*}=\left(\beta_{1}^{*}, \beta_{2}^{*}\right)^{\prime}$, we first need to find the prior marginal density of $\boldsymbol{\beta}$, which is given by

$$
\begin{aligned}
\pi(\boldsymbol{\beta}) & =\int_{0}^{\infty} p(\boldsymbol{\beta} \mid \boldsymbol{\gamma}) \pi(\gamma) \mathrm{d} \gamma \\
& =\int_{0}^{\infty} \frac{e^{-\frac{1}{2 \gamma}\left(\boldsymbol{\beta}^{\prime} \Sigma^{-1} \boldsymbol{\beta}\right)}}{(2 \pi)^{J^{\frac{J^{*}}{2}}|\gamma \Sigma|^{\frac{1}{2}}}} \cdot \frac{(0.5)^{0.5}}{\Gamma(0.5)} \cdot \gamma^{-0.5-1} e^{-\frac{0.5}{\gamma}} \mathrm{~d} \gamma \\
& =\frac{(0.5)^{0.5}}{(2 \pi)^{\frac{J^{*}}{2}}|\Sigma|^{\frac{1}{2}} \Gamma(0.5)} \int_{0}^{\infty} e^{-\frac{1}{\gamma}\left(\frac{\boldsymbol{\beta}^{\prime} \Sigma^{-1} \boldsymbol{\beta}+1}{2}\right)} \cdot \gamma^{-0.5-1-\frac{J^{*}}{2}} \mathrm{~d} \gamma \\
& =\frac{(0.5)^{0.5}}{(2 \pi)^{J^{\frac{J^{*}}{2}}}|\Sigma|^{\frac{1}{2}} \Gamma(0.5)} \cdot \frac{\Gamma\left(0.5+\frac{J^{*}}{2}\right)}{\left(\frac{\boldsymbol{\beta}^{\prime} \Sigma^{-1} \boldsymbol{\beta}+1}{2}\right)^{0.5+\frac{J^{*}}{2}}} .
\end{aligned}
$$

Then the posterior of $\boldsymbol{\beta}_{p}^{*} \mid$ is

$$
\begin{aligned}
f\left(\boldsymbol{\beta}_{p}^{*} \mid \cdot\right) \propto & L(\boldsymbol{\theta}) \cdot \pi(\boldsymbol{\beta}) \\
\propto & \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{i: c_{i}^{\theta}=p} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i j}\left(t_{i j}\right)\right)^{2}\right. \\
& \left.+\gamma \sum_{i: c_{i}^{\theta}=p} \delta_{i} \varphi_{i}\left(s_{i}\right)-\sum_{i: c_{i}^{\theta}=p} \sum_{j=1}^{J} \lambda_{0 j} H_{i j}(\gamma)\right\} \\
& \times \frac{1}{\left(\frac{\boldsymbol{\beta}^{*^{\prime} \Sigma^{-1} \boldsymbol{\beta}^{*}+1}}{2}\right)^{0.5+\frac{J^{*}}{2}}},
\end{aligned}
$$

resulting in

$$
\begin{aligned}
\log f\left(\boldsymbol{\beta}_{p}^{*} \mid \cdot\right)= & \text { const. }-\frac{1}{2 \sigma^{2}} \sum_{i: c_{i}^{\theta}=p} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i j}\left(t_{i j}\right)\right)^{2} \\
& +\gamma \sum_{i: c_{i}^{\theta}=p} \delta_{i} \varphi_{i}\left(s_{i}\right)-\sum_{i: c_{i}^{\theta}=p} \sum_{j=1}^{J} \lambda_{0 j} H_{i j}(\gamma) \\
+ & \log \frac{1}{\left(\frac{\boldsymbol{\beta}^{*^{\prime} \Sigma^{-1} \boldsymbol{\beta}^{*}+1}}{2}\right)^{0.5+\frac{J^{*}}{2}}} .
\end{aligned}
$$

### 5.4 The full conditional of $\alpha \mid$.

The posterior of $\boldsymbol{\alpha} \mid \cdot$ is

$$
f(\boldsymbol{\alpha} \mid \cdot) \propto L(\boldsymbol{\theta}) \cdot \pi\left(\boldsymbol{\alpha} \mid \boldsymbol{\mu}_{\alpha}, \boldsymbol{\Sigma}_{\alpha}\right)
$$

which results in

$$
\begin{aligned}
\log f(\boldsymbol{\alpha} \mid \cdot)= & \text { const. }-\frac{1}{2}\left(\boldsymbol{\alpha}-\boldsymbol{\mu}_{\alpha}\right)^{\prime} \boldsymbol{\Sigma}_{\alpha}^{-1}\left(\boldsymbol{\alpha}-\boldsymbol{\mu}_{\alpha}\right)-\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{n_{i}}\left(y_{i j}-\varphi_{i}\left(t_{i j}\right)\right)^{2} \\
& +\gamma \sum_{i=1}^{N} \delta_{i} \varphi_{i}\left(s_{i}\right)-\sum_{i=1}^{N} \sum_{j=1}^{J} \lambda_{0 j} H_{i j}(\gamma) .
\end{aligned}
$$

### 5.5 The full conditional of $\sigma^{2} \mid$.

The full conditional of $\sigma^{2} \mid \cdot$ is the sam as in Section 4.5.

### 5.6 The full conditional of $\lambda_{0 j} \mid$.

The posterior of $\lambda_{0 j} \mid$. is

$$
\begin{aligned}
f\left(\lambda_{0 j} \mid \cdot\right) \propto & \lambda_{0 j}^{\sum_{i=1}^{N} \delta_{i} I\left(u_{j-1} \leq s_{i} \leq u_{j}\right)} \exp \left\{-\sum_{i=1}^{N} \lambda_{0 j} H_{i j}(\gamma)\right\} \\
& \cdot \lambda_{0 j}{ }^{a_{j}-1} \exp \left\{-b_{j} \lambda_{0 j}\right\} .
\end{aligned}
$$

Then

$$
\lambda_{0 j} \mid \cdot \sim G\left(a_{j}+\sum_{A_{j}} \delta_{i}, \quad b_{j}+\sum_{i=1}^{N} H_{i j}(\gamma)\right)
$$

where

$$
A_{j}=\left\{i: s_{i} \in\left[u_{j-1}, u_{j}\right]\right\}
$$

### 5.7 The full conditional of $\gamma \mid$.

The posterior of $\gamma \mid \cdot$ is

$$
f(\gamma \mid \cdot) \propto L(\boldsymbol{\theta}) \cdot \pi\left(\gamma \mid \mu_{\gamma}, \sigma_{\gamma}^{2}\right),
$$

which results in

$$
\log f(\gamma \mid \cdot)=\text { const. }-\frac{\gamma^{2}-2 \mu_{\gamma} \gamma}{2 \sigma_{\gamma}^{2}}+\gamma \sum_{i=1}^{N} \delta_{i} \varphi_{i}\left(s_{i}\right)-\sum_{i=1}^{N} \sum_{j=1}^{J} \lambda_{0 j} H_{i j}(\gamma) .
$$

### 5.8 Calculation of $H_{i j}$

To calculate

$$
H_{i j}=I\left(s_{i} \geq u_{j-1}\right) \int_{u_{j-1}}^{u_{j} \wedge s_{i}} \exp \left\{\gamma \varphi_{i}(u)\right\} \mathrm{d} u
$$

we write

$$
\begin{aligned}
\varphi_{i}(u) & =\boldsymbol{\alpha}^{\prime} \boldsymbol{x}_{i}+\delta_{i 0}+\beta_{i 0}\left(u-\bar{t}_{i}\right)+\sum_{l=1}^{L} \delta_{i l} \beta_{i l} B_{\tau_{i l}}(u) \\
& =\boldsymbol{\alpha}^{\prime} \boldsymbol{x}_{i}+\delta_{i 0}-\beta_{i 0} \bar{t}_{i}+\beta_{i 0} u+\delta_{i 1} \beta_{i 1} B_{\tau_{i 1}}(u)+\cdots+\delta_{i L} \beta_{i L} B_{\tau_{i L}}(u) .
\end{aligned}
$$

Note that

$$
\begin{aligned}
& \delta_{i 1} \beta_{i 1} B_{\tau_{1}}(u)+\cdots \delta_{i L} \beta_{i L} B_{\tau_{i L}}(u) \\
& \quad=\left\{\begin{array}{l}
\delta_{i 1} \beta_{i 1}\left(a_{i 01}+b_{i 01} u\right)+\delta_{i 2} \beta_{i 2}\left(a_{i 02}+b_{i 02} u\right) \\
\quad+\cdots+\delta_{i L} \beta_{i L}\left(a_{i 0 L}+b_{i 0 L} u\right) \quad \text { if } u \leq \tau_{i 1} \\
\delta_{i 1} \beta_{i 1}\left(a_{i 11}+b_{i 11} u\right)+\delta_{i 2} \beta_{i 2}\left(a_{i 02}+b_{i 02} u\right) \\
+\cdots+\delta_{i L} \beta_{i L}\left(a_{i 0 L}+b_{i 0 L} u\right) \text { if } \tau_{i 1}<u \leq \tau_{i 2} \\
\delta_{i 1} \beta_{i 1}\left(a_{i 11}+b_{i 11} u\right)+\delta_{i 2} \beta_{i 2}\left(a_{i 12}+b_{i 12} u\right)+\delta_{i 3} \beta_{i 3}\left(a_{i 03}+b_{i 03} u\right) \\
\quad+\cdots+\delta_{i L} \beta_{i L}\left(a_{i 0 L}+b_{i 0 L} u\right) \quad \text { if } \tau_{i 2}<u \leq \tau_{i 3} \\
\vdots \\
\delta_{i 1} \beta_{i 1}\left(a_{i 11}+b_{i 11} u\right)+\delta_{i 2} \beta_{i 2}\left(a_{i 12}+b_{i 12} u\right)+\delta_{i 3} \beta_{i 3}\left(a_{i 13}+b_{i 13} u\right) \\
+\cdots+\delta_{i L} \beta_{i L}\left(a_{i 1 L}+b_{i 1 L} u\right) \quad \text { if } u>\tau_{i L} .
\end{array}\right.
\end{aligned}
$$

Hence

$$
\varphi_{i}(u)=\sum_{l=0}^{L}\left(a_{i l}+\rho_{i l} u\right) \cdot 1(u)_{\left(\tau_{l}, \tau_{l+1}\right)},
$$

where

$$
a_{i l}=\boldsymbol{\alpha}^{\prime} \boldsymbol{x}_{i}+\delta_{i 0}-\beta_{i 0} \bar{t}_{i}+\sum_{\substack{t \leq l \\ t \geq 1}} \delta_{i t} \beta_{i t} a_{i 1 t}+\sum_{\substack{t \geq l \\ t \geq 1}} \delta_{i t} \beta_{i t} a_{i 0 t}, \quad l=0,1,2, \ldots, L,
$$

and

$$
\rho_{i l}=\beta_{i 0}+\sum_{\substack{t \leq l \\ t \leq 1}} \delta_{i t} \beta_{i t} b_{i 1 t}+\sum_{\substack{t>l \\ t \geq 1}} \delta_{i t} \beta_{i t} b_{i 0 t}, \quad l=0,1,2, \ldots, L .
$$

Then

$$
\begin{aligned}
\exp \left\{\gamma \varphi_{i}(u)\right\} & =\exp \left\{\gamma \sum_{l=0}^{L}\left(a_{i l}+\rho_{i l} u\right)\right\} \cdot 1(u)_{\left(\tau_{l}, \tau_{l+1}\right)} \\
& =\sum_{l=0}^{L} \exp \left\{\gamma\left(a_{i l}+\rho_{i l} u\right)\right\} \cdot 1(u)_{\left(\tau_{l}, \tau_{l+1}\right)} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \int_{0}^{x} \exp \left\{\gamma \varphi_{i}(u)\right\} \mathrm{d} u \\
= & \sum_{l=0}^{L} \int_{\tau_{l} \wedge x}^{\tau_{l+1} \wedge x} \exp \left\{\gamma\left(a_{i l}+\rho_{i l} u\right)\right\} \mathrm{d} u \\
= & \left\{\begin{array}{l}
x \text { if } \gamma=0, \\
\sum_{l=0}^{L} \exp \left\{\gamma a_{i l}\right\}\left[\left(\left(\exp \left\{\gamma \rho_{i l}\left(\tau_{l+1} \wedge x\right)\right\}-\exp \left\{\gamma \rho_{i l}\left(\tau_{l} \wedge x\right)\right\}\right) / \gamma \rho_{i l}\right)\right. \\
\left.\cdot 1_{\left\{\rho_{i l} \neq 0\right\}}+\left(\tau_{l+1} \wedge x-\tau_{l} \wedge x\right) \cdot 1_{\left\{\rho_{i l}=0\right\}}\right] \quad \text { if } \quad \gamma \neq 0 .
\end{array}\right.
\end{aligned}
$$

Then

$$
\begin{aligned}
& \int_{x_{1}}^{x_{2}} \exp \left\{\sum_{l=0}^{L} \gamma \varphi_{i}(u)\right\} \mathrm{d} u \\
= & \int_{0}^{x_{2}} \exp \left\{\sum_{l=0}^{L} \gamma \varphi_{i}(u)\right\} \mathrm{d} u-\int_{0}^{x_{1}} \exp \left\{\sum_{l=0}^{L} \gamma \varphi_{i}(u)\right\} \mathrm{d} u \\
= & \sum_{l=0}^{L} \int_{\tau_{l} \wedge x_{2}}^{\tau_{l+1} \wedge x_{2}} \exp \left\{\gamma\left(a_{i l}+\rho_{i l} u\right)\right\} \mathrm{d} u-\sum_{l=0}^{L} \int_{\tau_{l} \wedge x_{1}}^{\tau_{l+1} \wedge x_{1}} \exp \left\{\gamma\left(a_{i l}+\rho_{i l} u\right)\right\} \mathrm{d} u \\
= & \left\{\begin{array}{l}
x_{2}-x_{1} \text { if } \gamma=0, \\
\sum_{l=0}^{L} \exp \left\{\gamma a_{i l}\right\}\left[\left(\left(\left(\exp \left\{\gamma \rho_{i l}\left(\tau_{l+1} \wedge x_{2}\right)\right\}-\exp \left\{\gamma \rho_{i l}\left(\tau_{l} \wedge x_{2}\right)\right\}\right)\right.\right.\right. \\
\left.\left.-\left(\exp \left\{\gamma \rho_{i l}\left(\tau_{l+1} \wedge x_{1}\right)\right\}-\exp \left\{\gamma \rho_{i l}\left(\tau_{l} \wedge x_{1}\right)\right\}\right)\right) / \gamma \rho_{i l}\right) \cdot 1_{\left\{\rho_{i l} \neq 0\right\}} \\
\left.+\left(\left(\tau_{l+1} \wedge x_{2}-\tau_{l} \wedge x_{2}\right)-\left(\tau_{l+1} \wedge x_{1}-\tau_{l} \wedge x_{1}\right)\right) \cdot 1_{\left\{\rho_{i l}=0\right\}}\right] \quad \text { if } \quad \gamma \neq 0 .
\end{array}\right.
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
& H_{i j}=I\left(s_{i} \geq u_{j-1}\right) \int_{u_{j-1}}^{u_{j} \wedge s_{i}} \exp \left\{\gamma \varphi_{i}(u)\right\} \mathrm{d} u \\
& =\left\{\begin{array}{l}
I\left(s_{i} \geq u_{j-1}\right)\left(u_{j} \wedge s_{i}-u_{j-1}\right) \quad \text { if } \quad \gamma=0, \\
\sum_{l=0}^{L} \exp \left\{\gamma a_{i l}\right\}\left[\left(\left(\left(\exp \left\{\gamma \rho_{i l}\left(\tau_{l+1} \wedge u_{j} \wedge s_{i}\right)\right\}-\exp \left\{\gamma \rho_{i l}\left(\tau_{l} \wedge u_{j} \wedge s_{i}\right)\right\}\right)\right.\right.\right. \\
\left.\left.-\left(\exp \left\{\gamma \rho_{i l}\left(\tau_{l+1} \wedge u_{j-1}\right)\right\}-\exp \left\{\gamma \rho_{i l}\left(\tau_{l} \wedge u_{j-1}\right)\right\}\right)\right) / \gamma \rho_{i l}\right) \times 1_{\left\{\rho_{i l} \neq 0\right\}} \\
+\left(\left(\tau_{l+1} \wedge u_{j} \wedge s_{i}-\tau_{l} \wedge u_{j} \wedge s_{i}\right)-\left(\tau_{l+1} \wedge u_{j-1}-\tau_{l} \wedge u_{j-1}\right)\right) \\
\left.\times 1_{\left\{\rho_{i l}=0\right\}}\right] \quad \text { if } \quad \gamma \neq 0 .
\end{array}\right.
\end{aligned}
$$

### 5.9 Simulation study

We used the same set of generated data for the longitudinal part as in Chapter 4 and the same set of generated data for the dropout part as in Chapter 3. However, in this chapter, the dropout has only one cause. We used two groups of generated data each with 50 subjects. We ran 50,000 scans with 20,000 burn-in and thinning of 10 . Since in the previous chapter we saw that when $\sigma^{2}$ is fixed at 1 , we get better estimates than when $\sigma^{2}$ is updated, we do our simulation in this chapter only with $\sigma^{2}$ fixed at 1 .

Figure 5.1 is the trace plot of $\boldsymbol{\theta}$ associated with the first individual and Figure 5.2 is the trace plot of $\boldsymbol{\theta}$ associated with the fifty first individual. From Figure 5.3 we see that he estimation of $\boldsymbol{\alpha}$ is close to the true values which are all zeros. From Figure 5.4 we see that $\gamma$ is convergent to 0.0006 , which implies that the implies that higher dropout rates will be associated with higher trajectory levels and vice-versa. From

Figure 5.5 we see that the piecewise constant baseline hazard for the dropout, $\lambda_{0 j}$, are all fairly small except in the last interval, which means individuals tend to drop out in this interval with high probability. From Figure 5.6 we see that the proposed method is able to correctly cluster the data.


Figure 5.1. Trace plot of the parameters associated with the first individual.


Figure 5.2. Trace plot of the parameters associated with the fifty first individual.


Figure 5.3. Trace plot of $\boldsymbol{\alpha}$.


Figure 5.4. Trace plot of $\gamma$.


Figure 5.5. Trace plot of $\lambda_{0 j}$.


Figure 5.6. Plot of the heatmap of the clustering probabilities. Higher propensity to cluster together is indicated by deeper red color.

Table 5.1 gives the results of estimations for $\tilde{\boldsymbol{\theta}}_{\mathrm{s}}$, where $\tilde{\boldsymbol{\theta}}_{\mathrm{s}}$ are the parameters used to generate data and $\hat{\tilde{\boldsymbol{\theta}}}$ s are the estimated values.

Table 5.1. Results of parameter estimation

|  |  |  |  |
| :---: | :---: | :---: | :---: |
| $\tilde{\boldsymbol{\theta}}_{1}$ | $\hat{\tilde{\boldsymbol{\theta}}}_{1}$ | $\tilde{\boldsymbol{\theta}}_{2}$ | $\hat{\tilde{\boldsymbol{\theta}}}_{2}$ |
|  |  |  |  |
| 72.76 | 72.73 | -141.26 | -141.2 |
| 0.66 | 0.66 | -2.54 | -2.54 |
| -45.97 | 86.9 | 36.82 | 37.01 |
| 158.24 | 28.3 | -149.09 | -149.2 |

Table 5.2 gives the results of estimations for $\boldsymbol{\tau} \mathrm{s}$, where $\boldsymbol{\tau} \mathrm{s}$ are the parameters used to generate data and $\hat{\tau}$ s are the estimations.

Table 5.2. Results of joinpint estimation

|  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $\tau_{1}$ | $\hat{\tau}_{1}$ | $\tau_{2}$ | $\hat{\tau}_{2}$ |
| First individual | 5 | 16.7 | 15 | 18.9 |
| Fifty first individual | 5 | 5.7 | 15 | 15.2 |

From Table 5.1, we see that the first selected individual has the first and the second number close to the true values and the fifty first selected individual has all the numbers close to the true values. From Table 5.2, we see that for the first individual the estimations of joinpoints are not close to the true values but for the eleventh individual the estimations of the joinpoints are close to the true values.

Our model is able to correctly cluster the individuals and correctly estimate the
intercept and slope of the trajectory function. However, it can not get the accurate estimates for the change of slopes and joinpoints.

## CHAPTER 6

## AN APPLICATION OF JOINT MODELING

We motivate the need for a flexible joint model using data of plasma HIV RNA from the AIDS Clinical Trials Group (ACTG) 398 study. Detailed description of the data and results of primary analysis are available in Hammer et al. (2002). ACTG 398 was a randomized double-blinded placebo-controlled study comparing a single protease inhibitor (PI) with double-PI antiretroviral regimens in treating HIV-infected patients. The primary objective of the study was to compare the proportion of subjects who had virologic failure after 24 weeks on study between the double-PI arms and the single-PI arm. Four hundred and eighty-one subjects were followed for varying durations (some, as long as 72 weeks) and their viral loads were tracked. We are interested in modeling these multiple phases of change in the viral load trajectory. As noted by Liang (2007), apart from better modeling of the trajectory, identifying these changes can have important clinical and biological ramifications, such as helping us to identify the time to change drugs and thus avoid the problem of drug resistance. It will also help us to investigate the extent to which viral rebound can be predicted by initial response to treatment, which can improve overall prognosis.

Patients with HIV who show more rapid increase in viral RNA counts are more likely to terminate the study due to sickness or death, or may withdraw from the trial altogether to seek alternate treatment options. One aspect of the ACTG 398 trial is the high toxicity rate, due to the high drug burden and the advanced stage of
infection in the study population. Approximately 49 per cent of the subjects went off-study-treatment (stopped at least one drug) due to toxicity by week 72 . When subjects go off-study-treatment, their viral load trajectories are immediately affected. To account for this phenomenon, the viral RNA values are censored at the time of subject going off-study-treatment. This is potentially informative dropout mechanis$m$ in the sense that the tendency to drop out at any point is related to the level of the (longitudinal) marker variable. Without correctly accounting for this informative dropout, parameter estimation in a longitudinal model becomes biased. Thus, for modeling the longitudinal data with informative dropout, a joint statistical model is needed for the dropout process, in addition to the model for the longitudinal viral RNA marker.

Due to complexity of a joint model, in this chapter we only use the longitudinal model from Chapter 4 to explore the estimating of the parameters in the trajectory function. The full data set makes the computing speed too slow thus we use just the first 100 subjects. We ran 50,000 scans with 20,000 burn-in and thinning as 100 . We selected one individual each from the first two cluster groups and gave the results of the parameter estimations. The trace plot of the parameters associated with them are in Figure 6.1 and Figure 6.2. Figure 6.3 shows that the covariates effects are not zeros, which implies that it does have some effects to the longitudinal outcome.

The way of identifying the cluster-structure in the data is through the use of heatmap routine in R . The routine uses the D matrix as a form of distance matrix, and a hierarchical clustering algorithm is then run using the distance matrix specified. Individuals more likely to cluster together in the MCMC iterations are thus identified,
with darker colors indicating higher propensity to cluster together. The heatmap of the clustering likelihood of the individual patients for our case is given in Figure 6.4 and Figure 6.5 where Figure 6.5 is the grouped graph of Figure 6.4. Figure 6.5 shows that our non-parametric procedure classified the 100 patients into 8 clusters.


Figure 6.1. Trace plot of the parameters associated with the fifty first individual.


Figure 6.2. Trace plot of the parameters associated with the tenth individual.


Figure 6.3. Trace plot of $\boldsymbol{\alpha}$.


Figure 6.4. Plot of the heatmap of the clustering probabilities. Higher propensity to cluster together is indicated by deeper red color.


Figure 6.5. Plot of the heatmap of the clustering probabilities. Higher propensity to cluster together is indicated by deeper red color.


Figure 6.6. Trajectory plot of the first cluster.


Figure 6.7. Trajectory plot of the second cluster.

Table 6.1 gives the results of $\hat{\boldsymbol{\theta}}_{\text {s }}$ for the two selected individuals from the first and the second cluster groups.

Table 6.1. Results of parameter estimation

|  |  |
| :---: | :---: |
| $\hat{\boldsymbol{\theta}}_{1}$ | $\hat{\boldsymbol{\theta}}_{2}$ |
|  |  |
| 41.14 | 72.72 |
| -0.75 | -0.88 |
| -9.26 | -13.25 |
| 0.43 | -0.89 |
| 3.99 | 3.40 |
| 29.46 | 31.61 |

From figure 6.1 and 6.2 we can see that the model can detect the first joinpoint stronger than the second. Figure 6.6 and Figure 6.7 are the trajectory plots for the first and second cluster group. We can see that our model is able to correctly cluster the individuals with the same parameters and detect the most two obvious joinpoints.

## CHAPTER 7

## CONCLUSIONS AND FUTURE RESEARCH

In this dissertation, we have first proposed a longitudinal model for multiple biomarkers, each with multiple joinpoints. Dirichlet process (DP) priors are used to model the distribution of the individual random effects. A simulation study of this model showed that the underlying trace cluster structure is barely revealed and the estimated parameters are not close to the true values. However, when the jointpoins are fixed but not estimated, the close estimation of parameters can be obtained.

Next, we combined the longitudinal part with a dropout part with multiple dropout causes. A simulation study of this new model showed that the parameter estimation and cluster structure are inaccurate.

Since there were difficulties in estimating the joinpoints by the above models, we have tried a reparametrized model for the longitudinal trajectory. The model has been explored with only one biomarker. Dirichlet process (DP) priors are also used to model the distribution of the individual random effects. In a simulation study, this model was able to correctly cluster the individuals. Howerver, we can not get accurate estimates of all the parameters. If the jointpoins are fixed but not estimated, the remaining parameters can be accurately estimated.

Finally, we combined the longitudinal part with the dropout part for this model. We can also correctly cluster the individuals but can't get accurate estimates for all the parameters. We can get the intercept and slope of the trajectory correctly estimated.

However we can not get the changes of the slopes and joinpoints accurately estimated. If we fix the joinpoints we can get close estimations for the longitudinal models we have proposed. The estimation of joinpoints is the main difficulty in this dissertation and none of the models we tried was able to successfully address this issue. New methods for the parametrization of joint model for the longitudinal trajectory could be helpful in the future. Due to complexity of the computation of the models, we were not able to run the simulation code for very long time. Improved algorithms will also be helpful.

## APPENDIX

## A BRIEF REVIEW OF DIRICHLET PROCESS MIXTURE MODELS

The basic model applies to data $y_{1}, \ldots, y_{n}$ which can be regarded as part of an infinite exchangeable sequence, or equivalently, as being independently drawn from some unknown distribution. The $y_{i}$ maybe multivariate, with components that maybe real-valued or categorical. The distribution from which the $y_{i}$ are drawn is modeled as a mixture of distributions of the form $F(\theta)$, with the mixing distribution over $\theta$ being $G$. The prior for this mixing distribution is assumed to be a Dirichlet process, with concentration parameter $\alpha$ and base distribution $G_{0}$. This gives the following model:

$$
\begin{gathered}
y_{i} \mid \theta_{i} \sim F\left(\theta_{i}\right), \\
\theta_{i} \mid G \sim G \\
G \sim \operatorname{DP}\left(G_{0}, \alpha\right)
\end{gathered}
$$

Since realizations of the Dirichlet process are discrete with probability one, these models can be viewed as countably infinite mixtures. This is also apparent when we integrate over $G$ to obtain a representation of the prior distribution of the $\theta_{i}$ in terms of successive conditional distributions of the following form:

$$
\theta_{i} \mid \theta_{1}, \ldots, \theta_{i-1} \sim \frac{1}{i-1+\alpha} \sum_{j=1}^{i-1} \delta_{\theta_{j}}+\frac{\alpha}{i-1+\alpha} G_{0}
$$

Here, $\delta_{\theta}$ is the distribution concentrated at the $\operatorname{single}$ point $\theta$. Note that the notation of the form $p R+(1-p) S$, where $R$ and $S$ are distributions, represents the distribution
that is the mixture of $R$ and $S$, with proportions $p$ and $1-p$, respectively.
Equivalent models can also be obtained by taking the limit as $K$ goes to infinity of finite mixture models with $K$ components having the following form:

$$
\begin{gathered}
y_{i} \mid c_{i}, \boldsymbol{\phi} \sim F\left(\phi_{c_{i}}\right), \\
c_{i} \mid \boldsymbol{p} \sim \operatorname{Discrete}\left(p_{1}, \ldots, p_{K}\right), \\
\phi_{c} \sim G_{0} \\
\boldsymbol{p} \sim \operatorname{Dirichlet}(\alpha / K, \ldots, \alpha / K)
\end{gathered}
$$

Here, $c_{i}$ indicates which latent class is associated with observation $y_{i}$, with the numbering of the $c_{i}$ being of no significance. For each class $c$, the parameter $\phi_{c}$ determines the distribution of observations from that class; the collection of all such $\phi_{c}$ is denoted by $\boldsymbol{\phi}$. The mixing proportions for the classes $\boldsymbol{p}=\left(p_{1}, \ldots, p_{K}\right)$, are given a symmetric Dirichlet prior, with concentration parameter written as $\alpha / K$, so that it approaches zero as $K$ goes to infinity.

By integrating over the mixing proportions $\boldsymbol{p}$, we can write the prior for the $c_{i}$ as the product of conditional probabilities of the following form:

$$
P\left(c_{i}=c \mid c_{1}, \ldots, c_{i-1}\right)=\frac{n_{i, c}+\alpha / K}{i-1+\alpha}
$$

where $n_{i, c}$ is the number of $c_{j}$ for $j<i$ that are equal to $c$.
If we let $K$ go to infinity, the conditional probabilities in the above equation reach the following limits:

$$
\begin{gathered}
P\left(c_{i}=c \mid c_{1}, \ldots, c_{i-1}\right) \rightarrow \frac{n_{i, c}}{i-1+\alpha} \\
P\left(c_{i} \neq c_{j} \text { for all } j<i \mid c_{1}, \ldots, c_{i-1}\right) \rightarrow \frac{\alpha}{i-1+\alpha} .
\end{gathered}
$$

The following conditional distribution can be used for Gibbs sampling:

$$
\theta_{i} \mid \theta_{-i}, y_{i} \sim \sum_{j \neq i} q_{i, j} \delta\left(\theta_{j}\right)+r_{i} H_{i}
$$

Here, $H_{i}$ is the posterior distribution for $\theta$ based on the prior $G_{0}$ and the single observation $y_{i}$, with likelihood $F\left(y_{i}, \theta\right)$. The values of the $q_{i, j}$ and of $r_{i}$ are defined by

$$
\begin{gathered}
q_{i, j}=b F\left(y_{i}, \theta_{j}\right), \\
r_{i}=b \alpha \int F\left(y_{i}, \theta\right) \mathrm{d} G_{0}(\theta),
\end{gathered}
$$

where $b$ is such that $\sum_{j \neq i} q_{i, j}+r_{i}=1$. For this Gibbs sampling method to be feasible, computing the integral defining $r_{i}$ and sampling from $H_{i}$ must be feasible operations. This will generally be so when $G_{0}$ is the conjugate prior for the likelihood given by $F$.

Neal (2000) present 2 algorithms for Markov chain Monte Karlo sampling from the posterior distribution when one has a DPM set up as before. Usually Algorithm 2 is used for conjugate cases and Algorithm 8 is used for conjugate or non-conjugate cases.

Algorithm 2 Let the state of the Markov chain consist of $\boldsymbol{c}=\left(c_{1}, \ldots, c_{n}\right)$ and $\phi=\left(\phi_{c}: c \in\left\{c_{1}, \ldots, c_{n}\right\}\right)$. Repeatedly sample as follows:

- For $i=1, \ldots, n$ : If the present value of $c_{i}$ is associated with no other observation (i.e., $n_{-i, c_{i}}=0$ ), remove $\phi_{c_{i}}$ from the state. Draw a new value for $c_{i}$ from $c_{i} \mid c_{-i}, y_{i}, \phi$ as defined by the equations for $c_{i}$. If the new $c_{i}$ is not associated with any other observation, draw a value for $\phi_{c_{i}}$ from $H_{i}$ and add it to the state.
- For all $c \in\left\{c_{1}, \ldots, c_{n}\right\}$ : Draw a new value from $\phi_{c} \mid$ all $y_{i}$ for which $c_{i}=c$, that is from the posterior distribution based on the prior $G_{0}$ and all the data points currently associated with latent class $c$.

Gibbs sampling for the $c_{i}$ is based on the following conditional probabilities (with $\boldsymbol{\phi}$ here being the set of $\phi_{c}$ currently associated with at least one observation):

$$
\begin{aligned}
& \text { If } c=c_{j} \text { for some } j \neq i: P\left(c_{i}=c \mid c_{-i}, y_{i}, \phi\right)=b \frac{n_{-i, c}}{n-1+\alpha} F\left(y_{i}, \phi_{c}\right) \\
& \qquad \begin{aligned}
P\left(c_{i} \neq c_{j} \text { for all } j \neq i \mid c_{-i}, y_{i}, \phi\right) & =b \frac{\alpha}{n-1+\alpha} \int F\left(y_{i}, \phi\right) \mathrm{d} G_{0}(\phi)
\end{aligned}
\end{aligned}
$$

Algorithm 8 Let the state of the Markov chain consist of $\boldsymbol{c}=\left(c_{1}, \ldots, c_{n}\right)$ and $\phi=\left(\phi_{c}: c \in\left\{c_{1}, \ldots, c_{n}\right\}\right)$. Repeatedly sample as follows:

- For $i=1, \ldots, n$ : Let $k^{-}$be the number of distinct $c_{j}$ for $j \neq i$, and let $h=$ $k^{-}+m$. Label these $c_{j}$ with values in $\left\{1, \ldots, k^{-}\right\}$. If $c_{i}=c_{j}$ for some $j \neq i$, draw values independently from $G_{0}$ for those $\phi_{c}$ for which $k^{-}<c \leq h$. If $c_{i} \neq c_{j}$ for all $j \neq i$, let $c_{i}$ have the label $k^{-}+1$, and draw values independently from $G_{0}$ for those $\phi_{c}$ for which $k^{-}+1<c \leq h$. Draw a new value for $c_{i}$ from $\{1, \ldots, h\}$ using the following probabilities:

$$
P\left(c_{i}=c \mid c_{-i}, y_{i}, \phi_{1}, \ldots, \phi_{h}\right)= \begin{cases}b \frac{n_{-i, c}}{n-1+\alpha} F\left(y_{i}, \phi_{c}\right) & \text { for } 1 \leq c \leq k^{-} \\ \frac{\alpha / m}{n-1+\alpha} F\left(y_{i}, \phi_{c}\right) & \text { for } k^{-}<c \leq h\end{cases}
$$

where $n_{-i, c}$ is the number of $c_{j}$ for $j \neq i$ that are equal to $c$, and $b$ is the appropriate normalizing constant. Change the state to contain only those $\phi_{c}$ that are now associated with one or more observations.

- For all $c \in\left\{c_{1}, \ldots, c_{n}\right\}$ : Draw a new value from $\phi_{c} \mid y_{i}$ such that $c_{i}=c$, or perform some other update to $\phi_{c}$ that leaves this distribution invariant.
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