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Abstract

Replacing Black-Scholes’ driving process, Brownian motion, with fractional Brown-

ian motion allows for incorporation of a past dependency of stock prices but faces

a few major downfalls, including the occurrence of arbitrage when implemented in

the financial market. We present the development, testing, and implementation of

a simplified alternative to using fractional Brownian motion for pricing derivatives.

By relaxing the assumption of past independence of Brownian motion but retain-

ing the Markovian property, we are developing a competing model that retains

the mathematical simplicity of the standard Black-Scholes model but also has the

improved accuracy of allowing for past dependence. This is achieved by replacing

Black-Scholes’ underlying process, Brownian motion, with the Dobrić-Ojeda process.

In the second half of the dissertation, we introduce a Dobrić-Ojeda type stochastic

noise. This noise is intended to serve as an approximation for fractional noise in a

partial differential equation. We implement this Dobrić-Ojeda noise in the stochas-

tic heat equation and compare the solution to the analogue with fractional noise.

As in option pricing, we aim to provide a more mathematically tractable alternative

to fractional noise with similar properties.

1



Chapter 1

Introduction

Under the Nobel prize-winning Black-Scholes model for pricing financial derivatives

[3], we assume that the underlying stock price (St)t∈[0,∞) behaves according to the

stochastic differential equation (SDE)

dSt = St(µ dt+ σ dWt), (1.1)

with initial condition S(0) = S0 ∈ R+ and where (Wt)t∈[0,∞) is a standard Brownian

motion process. The solution to this SDE is achieved using Itô calculus:

St = S0 exp

{
σWt + µt− 1

2
σ2t

}
.

Recall a few of the assumptions imposed by this model: the short-term interest

rate r is known and constant, there are no transaction costs, stock prices have con-

stant and known volatility σ and drift µ, changes in stock price are log normally

distributed, and future stock prices are independent of past. The current study of

Option Pricing Theory largely consists of relaxing one or more of the assumptions

of the standard model and studying the result. Incorporating a stochastic volatil-

ity into the model relaxes the assumption that the underlying stock has constant

volatility as in, for example, Hull [15] and Heston [10]. A Black-Scholes model

that incorporates transaction costs was developed by Leland [20]. Incorporating a

jump-diffusion process instead of Brownian motion is one way to relax the Gaussian
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property of log returns, as first considered by Merton [23]. Use of Brownian noise

in the stock price process imposes the assumption that the log increments in stock

price are independent over disjoint time intervals. One way to relax this assump-

tion is by using fractional Brownian motion in the SDE (1.1) in place of Brownian

motion.

Fractional Brownian motion, introduced by Mandelbrot and van Ness [22], is a

Wiener process generalized to incorporate time dependence through an additional

parameter, the Hurst index H, which measures the intensity of long-range depen-

dence.

Definition 1.0.1. Fractional Brownian motion is a real-valued Gaussian process

(ZH(t))t∈[0,∞), where H ∈ (0, 1), such that ZH(0) = 0 almost surely and

E[ZH(t)ZH(s)] = 1
2
{t2H + s2H − |t− s|2H}.

Note that when H = 1
2
, this is equivalent to a standard Brownian motion process.

For values of H > 1
2
, the increments of the process are positively correlated and the

closer H is to 1, the stronger long-memory the process exhibits. Conversely, if

H < 1
2
, the increments of fractional Brownian motion are negatively correlated. Hu

and Øksendal [13] and Sottinen [28] have replaced Brownian motion with fractional

Brownian motion in the Black-Scholes SDE:

dSt = St(µ dt+ σ dZH(t)).

Hu and Øksendal [13] achieve a solution to this differential equation using Wick

calculus:

St = S0 exp

{
σZH(t) + µt− 1

2
σ2t2H

}
.

One motivation for incorporating past dependency of stock prices is given by an

empirical study of daily returns from 1962 to 1987 [25], which shows the Hurst

index of the S&P 500 Index is approximately 0.61 with a 95% confidence interval

of (0.57,0.69). If the index price showed no past dependency, we would expect

the Hurst index to be 0.5. (Also see arguments that log returns have long-range

dependence in [21] and [26].) A major disadvantage, however, to this model is that
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it results in a non-semi-martingale stock price process. This allows for arbitrage in

the financial markets and it fails to admit an explicit hedging strategy through the

use of Wick calculus instead of Itô calculus. See, for example [28] and its references.

With these issues surrounding the use of fractional Brownian motion in mind,

we introduce and implement the “Dobrić-Ojeda process”, as originally defined in

[6]. The Dobrić-Ojeda process is a temporally dependent Gaussian Markov process

with similar properties to those of fractional Brownian motion, and we propose

this process as an alternative to fractional Brownian motion in the Black-Scholes

stochastic differential equation (1.1). Following [6], we define the Dobrić-Ojeda

process by first considering the fractional Gaussian field Z = (ZH(t))(t,H)∈[0,∞)×(0,1)

on a probability space (Ω,F ,P) defined by the covariance

E{ZH(t)ZH′(s)} =
aH,H′

2
{|t|H+H′ + |s|H+H′ − |t− s|H+H′},

where

aH,H′ =


− 2
π

√
Γ(2H + 1) sin(πH)

√
Γ(2H ′ + 1) sin(πH ′)

×Γ (−(H +H ′)) cos
(
(H ′ −H)π

2

)
cos
(
(H +H ′)π

2

)
for H +H ′ 6= 1√

Γ(2H + 1)Γ(3− 2H) sin2(πH) =: aH =: aH′ for H +H ′ = 1,

where Γ(t) =
∫∞

0
xt−1e−xdx is the usual Gamma function. Existence of this field

was established in [7]. Note that when H = H ′, ZH is a fractional Brownian motion

process and when H = H ′ = 1
2
, ZH is a standard Brownian motion process. On this

field, for the case H +H ′ = 1, define the process

MH = (MH(t))t∈[0,∞) = (E(ZH′(t)|FHt ))t∈[0,∞) (1.2)

where

FHt = σ(ZH(r) : 0 ≤ r ≤ t).

As proved in Proposition 2.1.1 below, the process MH(t) is a martingale with respect

to FHt . This fact is stated without proof in [6]. The second moment of MH(t) is

given by

E[M2
H(t)] = cM t

2−2H , (1.3)
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where cM =
a2
HΓ(3/2−H)

2HΓ(H+1/2)Γ(3−2H)
[6]. We will also show thatMH(t) is Gaussian centered

with independent increments and covariance E[MH(t)MH(s)] = cM (s ∧ t)2−2H (see

Proposition 2.1.2).

We use this process MH(t) to capture some of the information of fractional

Brownian motion by projecting a fractional Brownian motion onto the fractional

Gaussian field Z.

We seek a process that approximates fractional Brownian motion and has the

form ΨH(t)MH(t), where ΨH(t) is some deterministic coefficient. We find such

a coefficient for MH to minimize the least-squares difference from ZH , given by

E(ZH(t)−ΨH(t)MH(t))2. Since this expectation is quadratic in ΨH , the minimizing

ΨH is given by

ΨH(t) :=
E(ZH(t)MH(t))

EM2
H(t)

.

A closed form solution for ΨH(t) is found in [6]:

ΨH(t) =
2HΓ(3− 2H)Γ(H + 1/2)

aHΓ(3/2−H)
t2H−1 := cΨt

2H−1.

We can finally define the Dobrić-Ojeda process (VH(t))t∈[0,∞] as

VH(t) = ΨH(t)MH(t) (1.4)

where

ΨH(t) = cΨt
2H−1

and

MH(t) = E[ZH′(t)|FHt ],

where H+H ′ = 1. Note that when H = 1
2
, the process VH(t) is a Brownian motion.

To understand how closely the Dobrić-Ojeda process VH approximates fractional

Brownian motion ZH , consider the difference process

YH(t) := ZH(t)− VH(t).

As proved in [6],

EY 2
H(t) = d2

Ht
2H = d2

HEZ2
H(t),

5



for

d2
H = 1− 2H

Γ(1/2 +H)Γ(3− 2H)

Γ(3/2−H)
.

Therefore, for H > 1/4, VH approximates ZH with a relative L2 error of at most

32%. Moreover, for H ∈ (0.4, 1), which we expect to be reasonable in most markets,

VH approximates ZH with a relative L2 error of at most 12%. We expect that H

is approximately 0.6 in a typical market and rarely less than 0.4, as described and

cited above.

Figure 1.1: Graph of dH .

One useful property of the Dobrić-Ojeda process is that it has an Itô diffusion

representation and is a semi-martingale. See Proposition 2.2.1.

The major goal of the first half of this dissertation is to apply the Dobrić-Ojeda

process as noise in the Black-Scholes SDE (1.1):

dSt = St(µ dt+ σ dVH(t)).

We emphasize that when H = 1/2 this is equivalent to the original Black-Scholes

SDE. The main advantage to the Dobrić-Ojeda process, however, is its semi-martingale

property that allows for use of Itô calculus.

In order to price options, the next natural step is to describe a risk-neutral

measure for this model. This does not follow directly as in the Black-Scholes model

due to the 1/t term in the drift, as we illustrate in Proposition 3.1.1. This causes

explosion of the expectation of the process

exp

(
1

2

∫ t

0

γ2
sds

)
(1.5)
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at 0. To remedy this issue, we define a modified Dobrić-Ojeda process in which the

drift is 0 until time t = ε > 0. Under the modified Dobrić-Ojeda process we achieve

a risk-neutral measure using Novikov’s condition [24]. In the case of a European

call option, we find a price formula under this risk-neutral measure:

Ft = SεtΦ

(
σC

√
T 2H − t2H

2H
− d1

)
−Ke−r(T−t)Φ(−d1),

where C is a deterministic constant and as usual, T is the expiration, K is the strike

price, Φ is the standard normal cumulative distribution function, and

d1 =
ln
(
K
Sεt

)
− r(T − t) + 1

2
σ2C2

(
T 2H−t2H

2H

)
σC
√

T 2H−t2H
2H

.

Formal convergence of these ε-measures to a risk-neutral measure for St remains an

open problem.

We conclude the first half of this dissertation by discussing techniques for esti-

mating the Hurst index, H, and volatility, σ, using historical prices of the under-

lying asset, following with a comparison of historical option prices computed using

Brownian motion, fractional Brownian motion, and the Dobrić-Ojeda process in the

Black-Scholes SDE. We find that the model using the Dobrić-Ojeda process does,

in fact, approximate the option price given using fractional Brownian motion when

the parameter H is similar. When using a smaller value for the Hurst index H,

however, the Dobrić-Ojeda process appears to outperform the competing models.

The study of stochastic differential equations is a leading topic in current math-

ematics with countless applications to fields as disparate as physics, engineering,

biology, and finance. In Chapters 2-5, we study the Black-Scholes stochastic dif-

ferential equation (1.1), which incorporates derivatives with respect to time. The

Black-Scholes equation is an example of a stochastic ordinary differential equation.

It is called “ordinary” because the solution St is a function of one parameter, time

t and it is called “stochastic” because randomness is introduced through the Brow-

nian motion process (Wt)t≥0 so that the process St also depends on the outcome ω

of the probability space (Ω,F ,P). We have shown that, by changing the driving

7



process (Wt)t≥0 to the Dobrić-Ojeda process (Vt)t≥0, the solution St is changed to

allow for past dependence and correlated log increments.

In the study of partial differential equations, a space parameter is incorporated

as well. For example, the heat equation

∂u

∂t
=
∂2u

∂x2
(1.6)

describes the dissipation of heat on a surface as a function of time t and position

x. Other examples of differential equations are the Navier-Stokes equation, which

models the motion of viscous fluids, Burgers’ equation, which is used to study traffic

flow and nonlinear acoustics, and the wave equation, which describes the movement

of waves such as sound waves and water waves. See, for instance, [8]. A stochastic

element can be introduced to these equations as well. For example, a stochastic

element added to the heat equation describes the temperature of a surface when a

random external heat source is applied. If this random external heat source is of a

Gaussian type, and this force behaves independently over disjoint sets in x and t,

then it is called white noise Ẇ and this heat equation is modeled as

∂u

∂t
=
∂2u

∂x2
+ f(u)Ẇ . (1.7)

Recall that the Brownian field is nowhere differentiable; finding a solution u(x, t)

to this equation in a straight-forward manner is a hopeless task. Instead, we seek a

“mild” solution of integral form, where, of the multiple methods studied, we consider

the integral with respect to stochastic noise as a Walsh integral, as developed by

John Walsh [29]. This method begins with defining a martingale measure, a process

(Mt(A))t∈[0,∞),A∈B that for fixed t is a measure on Borel sets B and for fixed A is a

martingale process. This martingale measure is then integrated against.

White noise is just one type of stochastic noise that can be applied to a differ-

ential equation. One area of current study is in implementing fractional noise, a

stochastic noise that behaves like Brownian motion in x and fractional Brownian

motion in t. Phenomena that are better suited to modeling by fractional noise than

white noise include cyclic economic time series, fluctuations in solids, water levels of

8



a river, and of course, the log returns of a stock [22]. Studying physical properties

of solutions to stochastic partial differential equations driven by fractional noise is

significantly more complicated than studying their white noise counterparts, since

the same Walsh integral approach relies on the use of Itô calculus which is not

compatible with fractional Brownian motion. This motivates our introduction of a

Dobrić-Ojeda type noise to gain understanding of the physical properties of solu-

tions to equations with fractional noise while using a more mathematically tractable

approach.

We begin this study in Chapter 6 by defining a martingale measure that cor-

responds to the martingale process (MH(t))t∈[0,∞) defined in (1.2). This will allow

us to apply techniques of Walsh integration to define an integral with respect to a

Dobrić-Ojeda noise V̇ . Next we apply this noise to the stochastic heat equation.

Intuitively, the heat equation (1.7) describes the distribution of heat along an

infinitely thin, infinitely long wire as it evolves over time. The wire has initial

temperature u0(x) at every point x ∈ R along the wire. A random external heat

source is applied to the wire with proportion f(u(x, t)) to the current temperature of

the wire at position x. This equation has been thoroughly studied, both in the case

of white noise and fractional noise. For white noise, see [29] and [18] for dimension

d = 1 and [5] for dimension d > 1. For the stochastic heat equation with fractional

noise, see for example, [1], [11] and [12]. In the case of fractional noise, a solution to

the heat equation exists for H > 1/2. It is conjectured that a solution only exists

for H > 3/8 (see [12]), but both existence for 3/8 < H < 1/2 and non-existence

when H < 3/8 appear to remain unproven to date. The Hölder continuity of the

stochastic heat equation with this fractional noise is of order 1/4 in time and 1/2

in space, again only when H > 1/2 [14]. We explore the stochastic heat equation

with Dobrić-Ojeda noise and compare our results with those of fractional noise.

We prove the existence and uniqueness of a mild solution to the stochastic heat

equation with a Dobrić-Ojeda noise for H > 1/4. Note that the existence and

uniqueness of a solution to the stochastic heat equation with fractional noise is only

proven for H > 1/2. We also establish the Hölder continuity of the solution, which

exhibits similar properties to the Hölder continuity of the solution to the stochastic

9



heat equation driven by fractional Brownian noise. Table 1.1 shows the upper bound

for the order of Hölder continuity of the solution to the stochastic heat equation with

Dobrić-Ojeda noise. For example, the mild solution u(x, t) is Hölder continuous of

any order up to 1/4 in time, for H ≥ 1/2. See Theorems 7.3.7 and 7.3.12 in Chapter

7.

H (1/4, 1/2) [1/2, 1)

Time H − 1/4 1/4

Space 2H − 1/2 1/2

Table 1.1: Hölder continuity of the stochastic heat equation with Dobrić-Ojeda

noise.

In the case H > 1/2 the orders of Hölder continuity are the same with both Dobrić-

Ojeda and fractional noise. The solution to the stochastic heat equation with white

noise also has Hölder continuity of order 1/4 in time and 1/2 in space. This shows

that incorporating a “nicer” noise, or H > 1/2, does not improve the orders of

continuity. For H < 1/2, we are not aware of an explicit result for the comparable

noise that is white in space and fractional in time.

We point out that the stochastic heat equation is related to the fashionable

Kardar-Parisi-Zhang (KPZ) equation [17]

∂h

∂t
= ∆h− |∇h|2 + λẆ (t, x), (1.8)

which models growth interfaces such as the movement of galaxies or the clustering

of bacteria. The Hopf-Cole transformation, a type of logarithmic transformation,

connects the KPZ equation to the stochastic heat equation. This connection was

formalized by Martin Hairer [9], and this work was awarded a 2014 Fields medal.

10



Chapter 2

The Dobrić-Ojeda process

In this chapter we prove a few properties of the Dobrić-Ojeda process, as defined in

Chapter 1.

2.1 Properties of MH(t)

First note that the process MH(t) is Gaussian for all t > 0 because it is the condi-

tional expectation of a Gaussian process, ZH(t). The process MH(t) also satisfies,

by definition, E[MH(t)] = 0 and, by [6], E[M2
H(t)] = cM t

2−2H . The following propo-

sition is stated without proof in [6].

Proposition 2.1.1. The process MH(t) is a martingale with respect to FHt .

Proof. First we will show for t > 0, E[|MH(t)|] < ∞. Since MH(t) is Gaussian

11



centered, with variance σ2 = cM t
2−2H , we have

E[|MH(t)|]

=E[|MH(t)||MH(t) ≥ 0]P(MH(t) ≥ 0) + E[|MH(t)||MH(t) < 0]P(MH(t) < 0)

=
1

2
(E[MH(t)|MH(t) ≥ 0] + E[−MH(t)|MH(t) < 0])

=E[MH(t)|MH(t) ≥ 0]

=
2

σ
√

2π

∫ ∞
0

xe−x
2/2σ2

dx

=

√
2σ√
π

=

√
2cM t2−2H

√
π

=

√
2cM t

1−H
√
π

<∞.
(2.1)

Next we will show for 0 ≤ s < t, E[MH(t)|FHs ] = MH(s). By the Tower Rule and

by the definition of (MH(t)) (1.2), we have

E[MH(t)|FHs ] =E
[
E(ZH′(t)|FHt )|FHs

]
=E

[
ZH′(t)|FHs

]
=E

[
ZH′(t)− ZH′(s)|FHs

]
+ E

[
ZH′(s)|FHs

]
=E

[
ZH′(t)− ZH′(s)|FHs

]
+MH(s).

(2.2)

It remains to show that E
[
ZH′(t)− ZH′(s)|FHs

]
= 0. Fix V ∈ FHs . Without loss of

generality, let V = 1{ZH(u)∈B} for some u ≤ s and where B is a Borel set. Then

E[V (ZH′(t)− ZH′(s))]

=E[1{ZH(u)∈B}(ZH′(t)− ZH′(s))]

=E[1{ZH(u)∈B}ZH′(t)]− E[1{ZH(u)∈B}ZH′(s)].

(2.3)

12



To simplify notation, let X = ZH(u) and Y = ZH′(t). Then

E[1{ZH(u)∈B}ZH′(t)]

=E[1{X∈B}Y ]

=

∫
B

∫
R

yfX,Y (x, y) dy dx

=
1

2πσXσY
√

1− ρ2

∫
B

∫
R

y exp

(
− 1

2(1− ρ2)

[
x2

σ2
X

+
y2

σ2
Y

− 2ρxy

σXσY

])
dy dx

=
1

2πσXσY
√

1− ρ2

∫
B

exp

(
− 1

2(1− ρ2)

x2

σ2
X

)
×
∫
R

y exp

(
− 1

2(1− ρ2)

[
y2

σ2
Y

− 2ρxy

σXσY

])
dy dx.

(2.4)

First, we compute the integral with respect to y:∫
R

y exp

(
− 1

2(1− ρ2)

[
y2

σ2
Y

− 2ρxy

σXσY

])
dy

=

∫
R

y exp

(
− 1

2(1− ρ2)

[
y2

σ2
Y

− 2ρxy

σXσY
+
ρ2x2

σ2
X

]
+

ρ2x2

2(1− ρ2)σ2
X

)
dy

=

∫
R

y exp

(
− 1

2(1− ρ2)

[
y

σY
− ρx

σX

]2
)

exp

(
ρ2x2

2(1− ρ2)σ2
X

)
dy

= exp

(
ρ2x2

2(1− ρ2)σ2
X

)
σY
√

1− ρ2
√

2π

σY
√

1− ρ2
√

2π

∫
R

y exp

(
− 1

2(1− ρ2)σ2
Y

[
y − ρσY x

σX

]2
)
dy

= exp

(
ρ2x2

2(1− ρ2)σ2
X

)
σY
√

1− ρ2
√

2π
ρσY x

σX
.

(2.5)

13



Then

1

2πσXσY
√

1− ρ2

∫
B

exp

(
− 1

2(1− ρ2)

x2

σ2
X

)
×
∫
R

y exp

(
− 1

2(1− ρ2)

[
y2

σ2
Y

− 2ρxy

σXσY

])
dy dx

=
1

2πσXσY
√

1− ρ2

∫
B

exp

(
− 1

2(1− ρ2)

x2

σ2
X

)
exp

(
ρ2x2

2(1− ρ2)σ2
X

)
× σY

√
1− ρ2

√
2π
ρσY x

σX
dx

=
ρσY√
2πσ2

X

∫
B

x exp

(
− x2

2(1− ρ2)σ2
X

+
ρ2x2

2(1− ρ2)σ2
X

)
dx

=
ρσY√
2πσ2

X

∫
B

x exp

(
− x2

2σ2
X

)
dx

=
E[XY ]

σ2
X

1

σX
√

2π

∫
R

x1x∈B exp

(
− x2

2σ2
X

)
dx

=
E[XY ]

σ2
X

E [1X∈BX]

=
E[ZH(u)ZH′(t)]

E[Z2
H(u)]

E
[
1ZH(u)∈BZH(u)

]
=

aHu

E[Z2
H(u)]

E
[
1ZH(u)∈BZH(u)

]
.

(2.6)

Similarly, E[1{ZH(u)∈B}ZH′(s)] = aHu
E[Z2

H(u)]
E
[
1ZH(u)∈BZH(u)

]
. This shows E[V (ZH′(t)−

ZH′(s))] = 0 for all random variables V ∈ FHs and so E
[
ZH′(t)− ZH′(s)|FHs

]
=

0.

Proposition 2.1.2. The martingale process (MH(t))t∈[0,∞) has independent incre-

ments and covariance E[MH(t)MH(s)] = cM (s ∧ t)2−2H .

Proof. Assume without loss of generality that s < t. Then by Proposition 2.1.1 and

14



(1.3) above,

E[MH(t)MH(s)] =E [((MH(t)−MH(s)) +MH(s))MH(s)]

=E [(MH(t)−MH(s))MH(s)] + E
[
(MH(s))2

]
=E

[
E
[
(MH(t)−MH(s))MH(s)|FHs

]]
+ cMs

2−2H

=E
[
MH(s)E

[
MH(t)−MH(s)|FHs

]]
+ cMs

2−2H

=E
[
MH(s)E

[
MH(t)|FHs

]
− E

[
MH(s)|FHs

]]
+ cMs

2−2H

=E [MH(s)(MH(s)−MH(s))] + cMs
2−2H

=cMs
2−2H .

(2.7)

Therefore,

E[MH(t)MH(s)] = cM (s ∧ t)2−2H . (2.8)

Finally, to prove independence of increments, we again assume that s < t and h > 0

is small:

E [(MH(t+ h)−MH(t))(MH(s+ h)−MH(s))]

=E [MH(t+ h)MH(s+ h)]− E [(MH(t+ h)MH(s)]− E [MH(t)MH(s+ h)]

+ E [MH(t)MH(s)]

=cM
(
(s+ h)2−2H − s2−2H − (s+ h)2−2H + s2−2H

)
=0.

(2.9)

Since (MH(t)) is Gaussian, this suffices to show (MH(t)) has independent increments.

Next we will prove that the quadratic variation of the martingale process (MH(t))

from 0 to t is given by cM t
2−2H . First we will prove the following lemma, to be used

in the proof of Proposition 2.1.4 and later in Theorem 4.2.2.

Lemma 2.1.3. The following approximation holds for even moments of Mt =

MH(t):

E[(∆Mti)
2k] ≤

(2k − 1)!!
(
cM(2− 2H)t1−2H

i ∆ti
)k

if H < 1/2

(2k − 1)!!
(
cM(2− 2H)t1−2H

i−1 ∆ti
)k

if H ≥ 1/2,
(2.10)

where k ≥ 1 and ∆Mti = Mti −Mti−1
.

15



Proof. Using (1.3) and the Mean Value Theorem,

E[(∆Mti)
2] =E[M2

ti
]− 2E[MtiMti−1

] + E[Mti−1
]

=cM t
2−2H
i − 2E[(∆Mti +Mti−1

)Mti−1
] + cM t

2−2H
i−1

=cM t
2−2H
i − 2E[∆MtiMti−1

]− 2E[M2
ti−1

] + cM t
2−2H
i−1

=cM t
2−2H
i − 2cM t

2−2H
i−1 + cM t

2−2H
i−1

=cM(t2−2H
i − t2−2H

i−1 )

≤

cM(2− 2H)t1−2H
i ∆ti if H < 1/2

cM(2− 2H)t1−2H
i−1 ∆ti if H ≥ 1/2.

(2.11)

Since the process (Mt) is Gaussian, the result follows that for k ≥ 1, as required.

Proposition 2.1.4. For n > 0, let ti = it
n

, i = 0, ..., n be a partition sequence of

[0, t] and Mt = MH(t) as defined in (1.2). Then

lim
n→∞

∣∣∣∣∣
∣∣∣∣∣
n∑
i=1

(∆Mti)
2 − cM t2−2H

∣∣∣∣∣
∣∣∣∣∣
2

= 0

and

lim
n→∞

n∑
i=1

(∆Mti)
2 = cM t

2−2H a.s.

where ∆Mti = Mti −Mti−1
.

Proof. By the Triangle Inequality and the definition of a definite Riemann inte-

gral, it suffices to prove that the difference of the sample quadratic variation of Mt

and cM t
2−2H = cM(2 − 2H)

∑n
i=1 t

1−2H
i ∆t converges to 0 as n → ∞. Using the

16



independent increments of Mt as proved in Proposition 2.1.2, we have∣∣∣∣∣
∣∣∣∣∣
n∑
i=1

(∆Mti)
2 − cM(2− 2H)

n∑
j=1

t1−2H
j ∆t

∣∣∣∣∣
∣∣∣∣∣
2

=E

( n∑
i=1

(∆Mti)
2 − cM(2− 2H)

n∑
j=1

t1−2H
j ∆t

)2


=
n∑
i=1

n∑
j=1

E
[
(∆Mti)

2
]
E
[
(∆Mtj)

2
]
− 2cM(2− 2H)

n∑
i=1

n∑
j=1

E
[
(∆Mti)

2
]
t1−2H
j ∆t

+ c2
M(2− 2H)2

n∑
i=1

n∑
j=1

t1−2H
i t1−2H

j (∆t)2.

(2.12)

By Lemma 2.1.3, this is bounded above by 0 for either H < 1/2 or H ≥ 1/2.

2.2 Properties of VH(t)

Next, we show that the Dobrić-Ojeda process has an Itô diffusion representation.

Proposition 2.2.1. There exists a Brownian motion process (Wt)t∈[0,∞) adapted to

the filtration (FHt )t∈[0,∞) such that the Dobrić-Ojeda process (VH(t))t∈[0,∞) is an Itô

diffusion process, satisfying the stochastic differential equation

dVH(t) = CtH−1/2dWt + (2H − 1)t−1VH(t)dt,

where C = cΨ

√
cM(2− 2H).

Proof. By Proposition 2.1.4, the quadratic variation of (MH(t)) is given by [MH ,MH ]t =

cM t
2−2H . Therefore by the Representation Theorem for Martingales (see [16]), we

have dMH(t) =
√
cM(2− 2H)t1/2−HdWt, where Wt is a Brownian motion process

17



adapted to the filtration (FHt )t∈[0,∞). Therefore,

dVH(t) = d(ΨH(t)MH(t))

= ΨH(t)dMH(t) +MH(t)dΨH(t)

= ΨH(t)
√
cM(2− 2H)t1/2−HdWt + (ΨH(t)−1VH(t))d(cΨt

2H−1)

= cΨ

√
cM(2− 2H)t2H−1t1/2−HdWt + c−1

Ψ t−2H+1VH(t)cΨ(2H − 1)t2H−2dt

= cΨ

√
cM(2− 2H)tH−1/2dWt + (2H − 1)t−1VH(t)dt.

Notice that this equation is well defined since VH(t) is of the order tH .

Note that the martingale part of this representation has a similar form to the

Riemann-Liouville fractional integral ZH(t) = 1
Γ(H+1/2)

∫ t
0
(t − s)H−1/2dWs (see [2]),

but is non-anticipating and therefore Itô integrable while the fractional integral is

not. We consider that the drift term of the diffusion compensates for this difference

and works to imitate fractional Brownian motion while remaining a semi-martingale

process.

A closed-form equation for the quadratic variation of the Dobrić-Ojeda process

immediately follows:

Proposition 2.2.2. The quadratic variation of (Vt)t∈[0,∞) is given by

[V, V ]t =
C2

2H
t2H ,

where C = cΨ

√
cM(2− 2H), as above.

Proof. By Proposition 2.2.1, we have

[V, V ]t =

∫ t

0

C2s2H−1ds =
C2

2H
t2H .
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Chapter 3

Option pricing with the

Dobrić-Ojeda process

We replace Brownian motion with the Dobrić-Ojeda process in the Black-Scholes

stochastic differential equation:

dSt = St(µdt+ σdVt). (3.1)

To simplify notation, we drop the subscript H from VH(t). Note that when H =

1/2, we have a geometric Brownian motion process, so without loss of generality, we

assume H 6= 1/2. Using Itô calculus, we can solve for St explicitly: Let Yt = lnSt.

Then we have

dYt =
dSt
St
− 1

2

(dSt)
2

(St)2

= µdt+ σdVt −
1

2
σ2d[V, V ]t,

(3.2)

and thus by Proposition 2.2.2,

Yt = Y0 + µt+ σVt −
1

2
σ2[V, V ]t

= Y0 + µt+ σVt −
1

2
σ2 C

2

2H
t2H ,

(3.3)

which implies

St = S0 exp

{
µt+ σVt −

1

2
σ2 C

2

2H
t2H
}
. (3.4)
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3.1 Risk-neutral measure

The next natural step towards a comprehensive model for derivative pricing is to

establish the existence of a risk-neutral measure. If we were to proceed as usual, we

would consider the discounted stock price

dZt = Zt(σdVt + (µ− r)dt),

where r is a constant deterministic interest rate. By Proposition 2.2.1, we have

dZt = σCtH−1/2Zt (dWt + γtdt) ,

where

γt =
µ− r + σ(2H − 1)t−1Vt

σCtH−1/2
. (3.5)

We seek an equivalent probability measure Q so that Zt is a Q-martingale. The

standard technique is to invoke Girsanov’s Theorem by showing γt satisfies Novikov’s

Condition or Kazamaki’s Condition (see [16] or [27]). To date, this remains an open

problem as the usual techniques fail to work in this case. For example, we will show

that Novikov’s Condition fails to be satisfied in the following proposition.

Proposition 3.1.1. For 0 ≤ t ≤ T and for γt as defined in (3.5), we have

E
[
exp

(
1

2

∫ t

0

γ2
sds

)]
=∞. (3.6)

Proof. We have

γ2
s = A2s−1−2HV 2

s + 2ABs−2HVs +B2s1−2H ,

where A and B are deterministic and constant. Therefore, by Jensen’s Inequality
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and properties of Vt, we have

E
[
exp

(
1

2

∫ t

0

γ2
sds

)]
≥ exp

(
E
[

1

2

∫ t

0

γ2
sds

])
= exp

(
E
[

1

2

∫ t

0

(
A2s−1−2HV 2

s + 2ABs−2HVs +B2s1−2H
)
ds

])
= exp

(
E
[

1

2

∫ t

0

A2s−1−2HV 2
s ds

]
+ E

[
1

2

∫ t

0

2ABs−2HVsds

]
+E

[
1

2

∫ t

0

B2s1−2Hds

])
= exp

(
E
[

1

2

∫ t

0

A2s−1−2HV 2
s ds

])
exp

(
E
[

1

2

∫ t

0

2ABs−2HVsds

])
× exp

(
E
[

1

2

∫ t

0

B2s1−2Hds

])
= exp

(
1

2

∫ t

0

A2s−1−2HE
[
V 2
s

]
ds

)
exp

(
1

2

∫ t

0

2ABs−2HE [Vs] ds

)
× exp

(
1

2

∫ t

0

B2s1−2Hds

)
= exp

(
1

2

∫ t

0

A2s−1−2HcMs
2Hds

)
exp

(
B2

2(2− 2H)
t2−2H

)
= exp

(
A2cM

2

∫ t

0

s−1ds

)
exp

(
B2

2(2− 2H)
t2−2H

)
=∞.

(3.7)

The determination of a risk-neutral probability measure without using Girsanov’s

Theorem remains an open problem. In the meantime, to resolve this issue and find

a risk-neutral measure, we replace Vt with V ε
t , defined to be slightly altered from

the diffusion process given in 2.2.1. Since the issue lies in the 1/t term of the drift,

we simply “turn off” the drift until some time ε > 0. We can proceed with the

standard techniques, as in [27], using the modified Dobrić-Ojeda process V ε
t in the

stock price SDE.
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Definition 3.1.2. Let ε > 0. Define the Modified Dobrić-Ojeda process, (V ε
t )t∈[0,∞),

by

dV ε
t = CtH−1/2dWt + cΨ(2H − 1)t2H−2Mt1[ε,∞)(t)dt,

where C = cΨ

√
cM(2− 2H) and from this point forward we call MH(t) = Mt for

simplicity of notation.

The drift part of Vt which causes (3.6) to explode at time t = 0, is 0 until it

“turns on” at time t = ε for any admissible ε > 0, as we will see in Proposition

3.1.7. We will proceed towards derivative pricing using the model driven by V ε
t and

define an option price. We begin by proving a few properties about V ε
t . First, we

will prove the existence of a process (V ε
t ) that has this diffusion.

Proposition 3.1.3. There is a unique solution to 3.1.2.

Proof. By Definition 3.1.2, we have

V ε
t = C

∫ t

0

sH−1/2 dWs + cΨ(2H − 1)

∫ t

0

s2H−2Ms1[ε,∞)(s) ds. (3.8)

It remains to show that both integrals are well-defined. First, using Itô Isometry,

E

[(
C

∫ t

0

sH−1/2 dWs

)2
]

= C2

∫ t

0

s2H−1 ds =
C2

2H
t2H <∞. (3.9)

For t ≤ ε, the second integral is 0. To show that the second integral is well-defined

for t > ε, first note that when H = 1/2, the second term is 0. Thus, without loss of
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generality, assume H 6= 1/2. Then we have by Proposition 2.1.2,

E

[(
cΨ(2H − 1)

∫ t

0

s2H−2Ms1[ε,∞)(s) ds

)2
]

=c2
Ψ(2H − 1)2

∫ t

ε

∫ t

ε

s2H−2
1 s2H−2

2 E [Ms1Ms2 ] ds2 ds1

=c2
Ψ(2H − 1)2

∫ t

ε

∫ t

ε

s2H−2
1 s2H−2

2 cM(s1 ∧ s2)2−2H ds2 ds1

=2cMc
2
Ψ(2H − 1)2

∫ t

ε

∫ s1

ε

s2H−2
1 s2H−2

2 s2−2H
2 ds2 ds1

=2cMc
2
Ψ(2H − 1)2

∫ t

ε

s2H−2
1

∫ s1

ε

ds2 ds1

=2cMc
2
Ψ(2H − 1)2

∫ t

ε

s2H−2
1 (s1 − ε) ds1

=2cMc
2
Ψ(2H − 1)2

∫ t

ε

(s2H−1
1 − εs2H−2

1 ) ds1

=2cMc
2
Ψ(2H − 1)2

(
1

2H
(t2H − ε2H)− ε

2H − 1
(t2H−1 − ε2H−1)

)
<∞.

(3.10)

This suffices to show that there is a unique solution to V ε
t , as in Definition 3.1.2.

Proposition 3.1.4. The modified Dobrić-Ojeda process (V ε
t )t∈[0,∞) satisfies, for all

t > 0,

1. E[V ε
t ] = 0 for all ε > 0 and

2. E[(V ε
t )2] =


C2t2H

2H
if t ≤ ε

C2

2H
t2H + 2C2(2H − 1) 1

2H
(t2H − ε2H)

+2cMc
2
Ψ(2H − 1)2

(
1

2H
(t2H − ε2H)

− ε
2H−1

(t2H−1 − ε2H−1)
)

if t > ε.

Proof. 1. For t ≤ ε, by Definition 3.1.2, we have

E[V ε
t ] = E

[
C

∫ t

0

sH−1/2 dWs

]
= 0 (3.11)
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since it’s the expectation of a square-integrable Itô integral. For t > ε, because

the process (Mt) is a martingale and thus has zero expectation, we have

E[V ε
t ] =E

[
C

∫ t

0

sH−1/2 dWs + cΨ(2H − 1)

∫ t

0

s2H−2Ms1[ε,∞)(s) ds

]
=E

[
C

∫ t

0

sH−1/2 dWs

]
+ E

[
cΨ(2H − 1)

∫ t

0

s2H−2Ms1[ε,∞)(s) ds

]
=cΨ(2H − 1)

∫ t

0

s2H−2E[Ms]1[ε,∞)(s) ds

=0.

(3.12)

2. For t ≤ ε, we have

E
[
(V ε

t )2] =
C2

2H
t2H (3.13)

as in (3.9) above. For t > ε, as in (3.10) above, we have

E
[
(V ε

t )2]
=E

[(
C

∫ t

0

sH−1/2 dWs + cΨ(2H − 1)

∫ t

0

s2H−2Ms1[ε,∞)(s) ds

)2
]

=E

[(
C

∫ t

0

sH−1/2 dWs

)2
]

+ 2CcΨ(2H − 1)E
[∫ t

0

∫ t

0

s
H−1/2
1 s2H−2

2 Ms21[ε,∞)(s2) dWs1 ds2

]
+ E

[(
cΨ(2H − 1)

∫ t

0

s2H−2Ms1[ε,∞)(s) ds

)2
]

=
C2

2H
t2H + 2CcΨ(2H − 1)E

[∫ t

ε

∫ t

0

s
H−1/2
1 s2H−2

2 Ms2 dWs1 ds2

]
+ 2cMc

2
Ψ(2H − 1)2

(
1

2H
(t2H − ε2H)− ε

2H − 1
(t2H−1 − ε2H−1)

)
=
C2

2H
t2H + 2C2(2H − 1)

1

2H
(t2H − ε2H)

+ 2cMc
2
Ψ(2H − 1)2

(
1

2H
(t2H − ε2H)− ε

2H − 1
(t2H−1 − ε2H−1)

)
.

(3.14)
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Note that the middle term can be computed using the same Martingale rep-

resentation as in the proof of Proposition 2.2.1:

E
[∫ t

0

∫ t

ε

s
H−1/2
1 s2H−2

2 Ms2 dWs1 ds2

]
=

∫ t

ε

s2H−2
2 E

[
Ms2

∫ t

0

s
H−1/2
1 dWs1

]
ds2

=
√
cM(2− 2H)

∫ t

ε

s2H−2
2 E

[∫ s2

0

u1/2−H dWu

∫ t

0

s
H−1/2
1 dWs1

]
ds2

=
√
cM(2− 2H)

∫ t

ε

s2H−2
2

∫ s2∧t

0

du ds2

=
√
cM(2− 2H)

∫ t

ε

s2H−1
2 ds2

=

√
cM(2− 2H)

2H
(t2H − ε2H).

(3.15)

Proposition 3.1.5. The quadratic variation of (V ε
t )t∈[0,∞) is given by

[V ε, V ε]t =
C2

2H
t2H ,

where C = cΨ

√
cM(2− 2H), as above.

Proof. By Definition 3.1.2, we have

[V ε, V ε]t =

∫ t

0

C2s2H−1ds =
C2

2H
t2H .

The modified Dobrić-Ojeda process has the same quadratic variation as the origi-

nal Dobrić-Ojeda process because while the drift component has been modified, only

the martingale part contributes to the quadratic variation.

Proposition 3.1.6. For H ∈ (0, 1) fixed, the process (V ε
t )t∈[0,∞) as defined in Def-

inition 3.1.2 converges both in L2 and almost surely to the original Dobrić-Ojeda

process (Vt)t∈[0,∞).
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Proof. For ε > 0, define the process (N ε
t )t∈[0,∞) by

N ε
t = Vt − V ε

t (3.16)

for all t ≥ 0. Then by Proposition 2.2.1, Definition 3.1.2, and the original definition

of the Dobrić-Ojeda process (1.4),

dN ε
t = dVt − dV ε

t

= (2H − 1)
(
t−1Vt − cΨt

2H−2Mt1[ε,∞)(t)
)
dt

= (2H − 1)t−1
(
Vt − Vt1[ε,∞)(t)

)
dt

=

{
(2H − 1)t−1Vtdt if t < ε

0 if t ≥ ε.

(3.17)

When t < ε,

N ε
t = (2H − 1)

∫ t

0

s−1Vsds. (3.18)

Therefore, by Proposition 2.1.2,

E
[
(N ε

t )
2] =E

[(
(2H − 1)

∫ t

0

s−1Vsds.

)2
]

=(2H − 1)2

∫ t

0

∫ t

0

s−1
1 s−1

2 E [Vs1Vs2 ] ds2 ds1

=c2
Ψ(2H − 1)2

∫ t

0

∫ t

0

s2H−2
1 s2H−2

2 E [Ms1Ms2 ] ds2 ds1

=cMc
2
Ψ(2H − 1)2

∫ t

0

∫ t

0

s2H−2
1 s2H−2

2 (s1 ∧ s2)2−2H ds2 ds1

=2cMc
2
Ψ(2H − 1)2

∫ t

0

s2H−2
1

∫ s1

0

ds2 ds1

=2cMc
2
Ψ(2H − 1)2

∫ t

0

s2H−1
1 ds1

=
2cMc

2
Ψ(2H − 1)2

2H
t2H .

(3.19)

When t ≥ ε, dN ε
t = 0 with initial condition E

[
(N ε

ε )
2] =

2cM c
2
Ψ(2H−1)2

2H
ε2H . Therefore,

for t ≥ ε, N ε
t =

√
2cM cΨ(2H−1)√

2H
εH and thus

E
[
(N ε

t )
2] =E

[
2cMc

2
Ψ(2H − 1)2

2H
ε2H
]

=
2cMc

2
Ψ(2H − 1)2

2H
ε2H . (3.20)
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Finally, to prove L2 convergence, we have

sup
0≤t<∞

E
[
(N ε

t )
2] ≤ sup

0≤t<ε
E
[
(N ε

t )
2]+ sup

ε≤t<∞
E
[
(N ε

t )
2]

= sup
0≤t<ε

(
2cMc

2
Ψ(2H − 1)2

2H
t2H
)

+ sup
ε≤t<∞

(
2cMc

2
Ψ(2H − 1)2

2H
ε2H
)

=
2cMc

2
Ψ(2H − 1)2

2H
ε2H +

2cMc
2
Ψ(2H − 1)2

2H
ε2H

=
4cMc

2
Ψ(2H − 1)2

2H
ε2H

→0

(3.21)

as ε → 0. Almost-sure convergence is straight-forward using the Dominated Con-

vergence Theorem:

lim
ε→0

V ε
t = lim

ε→0

(
C

∫ t

0

sH−1/2 dWs + cΨ(2H − 1)

∫ t

0

s2H−2Ms1[ε,∞)(s) ds

)
= C

∫ t

0

sH−1/2 dWs + lim
ε→0

cΨ(2H − 1)

∫ t

0

s2H−2Ms1[ε,∞)(s) ds

= C

∫ t

0

sH−1/2 dWs + cΨ(2H − 1)

∫ t

0

s2H−2Ms lim
ε→0

1[ε,∞)(s) ds

= C

∫ t

0

sH−1/2 dWs + cΨ(2H − 1)

∫ t

0

s2H−2Ms ds

= Vt.

(3.22)

Now we define Sεt :

dSεt = Sεt (σdV
ε
t + µdt). (3.23)

We will assume that the underlying stock price process follows (Sεt )t∈[0,∞), for some

small ε > 0. By Definition 3.1.2, we can use Itô Calculus to solve: Let Yt = lnSεt .

Then we have

dYt =
dSεt
Sεt
− 1

2

(dSεt )
2

(Sεt )
2

= µdt+ σdV ε
t −

1

2
σ2d[V ε, V ε]t,

(3.24)
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and thus by Proposition 3.1.5,

Yt = Y0 + µt+ σV ε
t −

1

2
σ2[V ε, V ε]t

= Y0 + µt+ σV ε
t −

1

2
σ2 C

2

2H
t2H ,

(3.25)

which implies

Sεt = S0 exp

{
µt+ σV ε

t −
1

2
σ2 C

2

2H
t2H
}
. (3.26)

Since (V ε
t )t∈[0,∞) converges to (Vt)t∈[0,∞) almost surely, convergence of (Sεt )t∈[0,∞) to

(St)t∈[0,∞), as in (3.4), immediately follows.

Define
Zε
t := B−1

t Sεt

= S0 exp

{
(µ− r)t+ σV ε

t −
1

2
σ2 C

2

2H
t2H
}
,

(3.27)

where Bt = ert is the bond price process.

Then by Itô’s Lemma and by Definition 3.1.2, we have

dZε
t =Zε

t (σdV ε
t + (µ− r)dt)

=Zε
t

(
σ(CtH−1/2dWt + cΨ(2H − 1)t2H−2Mt1[ε,∞)(t)dt) + (µ− r)dt

)
=Zε

t

(
σCtH−1/2dWt + (µ− r + σcΨ(2H − 1)t2H−2Mt1[ε,∞)(t))dt

)
=σCtH−1/2Zε

t

(
dWt +

µ− r + σcΨ(2H − 1)t2H−2Mt1[ε,∞)(t)

σCtH−1/2
dt

)
=σCtH−1/2Zε

t

(
dWt +

(
µ− r
σC

t1/2−H +
cΨ(2H − 1)Mt1[ε,∞)(t)

C
tH−3/2

)
dt

)
.

(3.28)

Let

γt = At1/2−H +BtH−3/2Mt1[ε,∞)(t) (3.29)

where

A =
µ− r
σC

and B =
cΨ(2H − 1)

C
. (3.30)

In order to employ Girsanov’s Theorem, we first verify Novikov’s Condition (see

[16]) for restricted values of ε. This restriction is discussed following the proof.
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Proposition 3.1.7. For γt as defined in (3.29) and for ε > e
−1

2B2cM T ,

E
[
exp

(
1

2

∫ t

0

γ2
s ds

)]
<∞ (3.31)

for all 0 < t ≤ T .

Proof. By the Cauchy-Schwarz inequality, we have

E
[
exp

(
1

2

∫ t

0

γ2
s ds

)]
=E

[
exp

(
1

2

∫ t

0

(As1/2−H +BsH−3/2Ms1[ε,∞)(s))
2 ds

)]
=E

[
exp

(
1

2

∫ t

0

(A2s1−2H + 2ABs−1Ms1[ε,∞)(s) +B2s2H−3M2
s1[ε,∞)(s)) ds

)]
=E

[
exp

(
1

2
A2

∫ t

0

s1−2H ds

)
exp

(
AB

∫ t

0

s−1Ms1[ε,∞)(s) ds

)
× exp

(
1

2
B2

∫ t

0

s2H−3M2
s1[ε,∞)(s) ds

)]
=e

A2t2−2H

2(2−2H) E
[
exp

(
AB

∫ t

0

s−1Ms1[ε,∞)(s) ds

)
exp

(
1

2
B2

∫ t

0

s2H−3M2
s1[ε,∞)(s) ds

)]
≤e

A2t2−2H

2(2−2H)

(
E
[
exp

(
2AB

∫ t

0

s−1Ms1[ε,∞)(s) ds

)])1/2

×
(
E
[
exp

(
B2

∫ t

0

s2H−3M2
s1[ε,∞)(s) ds

)])1/2

.

(3.32)

Note that we can use the moment generating function of the Gaussian random

variable
∫ t

0
s−1Ms1[ε,∞)(s) ds to show that the first term is finite. To show that the

last term is finite, we use the Taylor expansion of f(x) = ex and the Cauchy-Schwarz
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inequality:

E
[
exp

(
B2

∫ t

0

s2H−3M2
s1[ε,∞)(s) ds

)]
=E

[
exp

(
B2cM

∫ t

0

s2H−3B2
s2−2H1[ε,∞)(s) ds

)]
=E

[
exp

(
B2cM

2− 2H

∫ t2−2H

0

r−2B2
r1[ε2−2H ,∞)(r) dr

)]

=E

 ∞∑
k=0

1

k!

(
B2cM

2− 2H

∫ t2−2H

0

r−2B2
r1[ε2−2H ,∞)(r) dr

)k


=
∞∑
k=0

(B2cM)k

(2− 2H)kk!
E

(∫ t2−2H

ε2−2H

r−2B2
r dr

)k


=
∞∑
k=0

(B2cM)k

(2− 2H)kk!

∫ t2−2H

ε2−2H

. . .

∫ t2−2H

ε2−2H

r−2
1 . . . r−2

k E
[
B2
r1
. . . B2

rk

]
dr1 . . . drk

≤1 +
∞∑
k=1

(B2cM)k

(2− 2H)kk!

∫ t2−2H

ε2−2H

. . .

∫ t2−2H

ε2−2H

r−2
1 . . . r−2

k

× E
[
B2k
r1

]1/k
. . .E

[
B2k
rk

]1/k
dr1 . . . drk

=1 +
∞∑
k=1

(B2cM)k

(2− 2H)kk!

(∫ t2−2H

ε2−2H

r−2E
[
B2k
r

]1/k
dr

)k

=1 +
∞∑
k=1

(B2cM)k

(2− 2H)kk!

(∫ t2−2H

ε2−2H

r−2

(
2kΓ(k + 1/2)√

π
rk
)1/k

dr

)k

=1 +
∞∑
k=1

(2B2cM)kΓ(k + 1/2)√
π(2− 2H)kk!

(∫ t2−2H

ε2−2H

r−1 dr

)k

=1 +
∞∑
k=1

(2B2cM)kΓ(k + 1/2)√
π(2− 2H)kk!

(
ln

(
t2−2H

ε2−2H

))k
=1 +

1√
π

∞∑
k=1

(2B2cM)kΓ(k + 1/2)

k!

(
ln

(
t

ε

))k
≤1 +

1√
π

∞∑
k=1

(2B2cM)kΓ(k + 1)

k!

(
ln

(
t

ε

))k
=1 +

1√
π

∞∑
k=1

(
2B2cM ln

(
t

ε

))k
.

(3.33)

30



This series converges when ∣∣∣∣2B2cM ln

(
t

ε

)∣∣∣∣ < 1, (3.34)

or when

te
−1

2B2cM < ε < te
1

2B2cM . (3.35)

The right-hand inequality is irrelevant since te
1

2B2cM > t and we intend for ε to

be small. The left-hand inequality, ε > te
−1

2B2cM , has more important implications.

This restriction on ε is significant for extreme H values but more reasonable for

H values close to 1/2, which corresponds to the H values we expect in a typical

market. For example, for H ∈ (.21, .68), we need not require ε to be any greater

than 10% of t. To further consider this restriction on ε, set

δ(H) = e
−1

2B2cM ,

as shown in Figure 3.1.

Figure 3.1: Graph of δ(H).

We do expect Theorem 3.1.7 to be satisfied for any ε > 0 since intuitively, the Brow-

nian motion process Bt behaves like
√
t and the second term can be approximated

(non-rigorously) by

exp

(
B2cM

∫ t

ε

s−1 ds

)
<∞, (3.36)

however a rigorous proof of the theorem for any ε > 0 remains a work in progress.
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By Girsanov’s Theorem (again, see [16]), there exists a measure Qε equivalent

to our original measure P such that

dW ε
t = dWt + γtdt

= dWt +
(
At1/2−H +BtH−3/2Mt1[ε,∞)(t)

)
dt

(3.37)

is a Qε-Brownian motion process. Therefore,

dZε
t = σCtH−1/2Zε

t

(
dWt +

(
At1/2−H +BtH−3/2Mt1[ε,∞)(t)

)
dt
)

= σCtH−1/2Zε
tdW

ε
t

(3.38)

is a Qε-Martingale process. Note that under the measure Qε, we have

Zε
t = S0 exp

{
σC

∫ t

0

sH−1/2dW ε
s −

σ2C2

2(2H)
t2H
}

(3.39)

and similarly,

Sεt = S0 exp

{
rt+ σC

∫ t

0

sH−1/2dW ε
s −

σ2C2

2(2H)
t2H
}
. (3.40)

Finally,

EQε [S
ε
t ] = EQε

[
S0 exp

{
rt+ σC

∫ t

0

sH−1/2dW ε
s −

1

2
σ2C2 t

2H

2H

}]
= S0e

rt, (3.41)

using Itô Isometry and the moment generating function. Therefore Qε is in fact a

risk-neutral measure. Let F (T ) be the payoff of an option on an asset with price

(Sεt )t∈[0,T ] for some ε > δ(H)T at time T > 0. Note that we assume the underlying

stock price follows (Sεt ), NOT the original stock price process (St). Define

Et = EQε(B
−1
T F |FHt ). (3.42)

Then by the Martingale Representation Theorem (see [27]), there exists an adapted

process (φt)t∈[0,T ] such that

dEt = φtdZ
ε
t . (3.43)

For each ε > δ(H)T , we get a ∆-hedging portfolio given by (φt, ψt)t∈[0,T ], where φt is

the number of shares of the risky asset and ψt = Et − φtZε
t is the number of shares
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of the bond at time t. It can be easily verified that the portfolio is self-financing

and replicating under the modified stock price process (Sεt ). Then by the standard

no-arbitrage argument (see, for instance, [27]), the value of the option is equal to

the value of the portfolio at every time t ∈ [0, T ], given by

Ft = φtS
ε
t + ψtBt

= BtEQε(B
−1
T F |Ft).

(3.44)

Furthermore, we can find the corresponding Black-Scholes partial differential equa-

tion:

Proposition 3.1.8. Consider an option with underlying stock price (Sεt )t∈[0,∞) as

defined in (3.23) that has payoff F at time T > 0. For simplicity of notation, denote

x = Sεt . The value of the option at time t ∈ [0, T ] is given by the solution f(x, t) to

the the partial differential equation

rf(x, t) = rxfx(x, t) + ft +
1

2
σ2C2t2H−1x2fxx(x, t) (3.45)

with terminal condition f(x, T ) = F .

Proof. The underlying stock price process (Sεt )t∈[0,∞) satisfies, by (3.23) and Defini-

tion 3.1.2,

dSεt = α(t)Sεtdt+ σCtH−1/2SεtdWt, (3.46)

where α(t) = µ + σcΨ(2H − 1)t2H−2Mt1[ε,∞)(t). Also note that the bond price

process satisfies dBt = rBtdt. Then using Itô’s formula, we have

df(x, t) =fx(x, t)dS
ε
t + ft(x, t) +

1

2
fxx(x, t)(dS

ε
t )

2

=fx(x, t)
(
α(t)Sεtdt+ σCtH−1/2SεtdWt

)
+ ft(x, t)

+
1

2
σ2C2t2H−1(Sεt )

2fxx(x, t)dt

=α(t)Sεtfx(x, t)dt+ σCtH−1/2Sεtfx(x, t)dWt + ft(x, t)

+
1

2
σ2C2t2H−1(Sεt )

2fxx(x, t)dt.

(3.47)
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Since the hedging portfolio (φt, ψt) is self-financing and replicates the value of the

option at every time t ∈ [0, T ], we also have

df(x, t) =φtdS
ε
t + ψtdBt

=φt
(
α(t)Sεtdt+ σCtH−1/2SεtdWt

)
+ ψtrBtdt

=φtα(t)Sεtdt+ φtσCt
H−1/2SεtdWt + ψtrBtdt

(3.48)

Setting these equations (3.47) and (3.48) equal gives(
σCtH−1/2Sεtfx(x, t)− φtσCtH−1/2Sεt

)
dWt

=

(
φtα(t)Sεt + ψtrBt − α(t)Sεtfx(x, t)− ft(x, t)−

1

2
σ2C2t2H−1(Sεt )

2fxx(x, t)

)
dt

(3.49)

Since the left hand side of this equation is a martingale process and the right hand

side is not, they must both be equal to zero almost surely. Therefore,

φt = fx(x, t) (3.50)

and finally,

rf(x, t) = rxfx(x, t) + ft +
1

2
σ2C2t2H−1x2fxx(x, t) (3.51)

as required.

It follows that the number of shares of the underlying stock in the replicating

portfolio (φt)t∈[0,T ] satisfies

φt =
∂f(x, t)

∂x
. (3.52)

3.2 Computation of a call option price

The payoff F of a call option on a risky asset with price (Sεt )t∈[0,T ] that has strike

price K and expiration T is given by

F = (SεT −K)+. (3.53)
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Suppose also that we have a risk-free interest rate r. Therefore by (3.44) and (3.40),

we have

Ft = BtEQε(B
−1
T F |Ft)

= BtEQε(B
−1
T (SεT −K)+|Ft)

= BtEQε

(
B−1
T

(
Sεt
SεT
Sεt
−K

)+
∣∣∣∣∣Ft
)

= e−r(T−t)EQε

((
Sεte

r(T−t)+σC
∫ T
t sH−1/2dW ε

s− 1
2
σ2C2

(
T2H−t2H

2H

)
−K

)+
∣∣∣∣∣Ft
)
.

(3.54)

Since Sεt is measurable with respect to Ft, fix x = Sεt . Then since
∫ T
t
sH−1/2dW ε

s is

independent of FHt , we have

Ft =e−r(T−t)EQε

((
xe

r(T−t)+σC
∫ T
t sH−1/2dW ε

s− 1
2
σ2C2

(
T2H−t2H

2H

)
−K

)+
∣∣∣∣∣x = Sεt

)
(3.55)

Since
∫ T
t
sH−1/2dW ε

s is a centered Gaussian random variable with variance T 2H−t2H
2H

,

we have

Ft = e−r(T−t)EQε

((
xe

r(T−t)+σC
√
T2H−t2H

2H
Z− 1

2
σ2C2

(
T2H−t2H

2H

)
−K

)+
∣∣∣∣∣x = Sεt

)

= e−r(T−t)
1√
2π

∫ ∞
−∞

(
Sεte

r(T−t)+σC
√
T2H−t2H

2H
z− 1

2
σ2C2

(
T2H−t2H

2H

)
−K

)+

e−
1
2
z2

dz,

(3.56)

where Z is a standard normal random variable. We have

Sεte
r(T−t)+σC

√
T2H−t2H

2H
z− 1

2
σ2C2

(
T2H−t2H

2H

)
−K ≥ 0 (3.57)

when

z ≥ d1 :=
ln
(
K
Sεt

)
− r(T − t) + 1

2
σ2C2

(
T 2H−t2H

2H

)
σC
√

T 2H−t2H
2H

, (3.58)
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and therefore

Ft = e−r(T−t)
1√
2π

∫ ∞
d1

(
Sεte

r(T−t)+σC
√
T2H−t2H

2H
z− 1

2
σ2C2

(
T2H−t2H

2H

)
−K

)
e−

1
2
z2

dz

= e−r(T−t)
1√
2π

∫ ∞
d1

(
Sεte

r(T−t)+σC
√
T2H−t2H

2H
z− 1

2
σ2C2

(
T2H−t2H

2H

)
− 1

2
x2

−Ke−
1
2
z2

)
dz

= Sεt
1√
2π

∫ ∞
d1

e
− 1

2

(
z−σC

√
T2H−t2H

2H

)2

dz −Ke−r(T−t) 1√
2π

∫ ∞
d1

e−
1
2
z2

dz

= Sεt
1√
2π

∫ ∞
d1−σC

√
T2H−t2H

2H

e−
1
2
y2

dy −Ke−r(T−t) 1√
2π

∫ ∞
d1

e−
1
2
z2

dz

= SεtΦ

(
σC

√
T 2H − t2H

2H
− d1

)
−Ke−r(T−t)Φ(−d1).

(3.59)

We observe that when H = 1/2, this formula is consistent with the original Black-

Scholes call option price.
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Chapter 4

Parameter estimation techniques

In both the original Black-Scholes model, its analogue with fractional Brownian

motion, and now the model with the Dobrić-Ojeda process as the driving noise for

the stock price process, we assume that the stock price parameters µ, σ, and H

(drift, volatility, and Hurst index, respectively) are constant for t ∈ [0, T ]. In this

chapter we discuss two methods for estimating these parameters based on historical

stock price data.

4.1 Ratio method with Ergodic Theory

First, we examine a parameter estimation technique under the assumption that

HZH = HV εH
. We justify this assumption by noting that the processes (ZH(t)) and

(VH(t)) behave similarly, with less than 12% relative error, as discussed in Chapter

1. Under this assumption, we can employ the stationary and ergodic properties of

the increments of fractional Brownian motion in a ratio method for estimating H,

as developed in [25].

Define the shift transformation τ on a stochastic process {Y (t)}t≥0 by (Y ◦τ)(t) =

Y (t + ∆t) − Y (∆t) for some small fixed ∆t. Next define the sequence of random

variables {Xm}m∈Z+ by Xm = ZH ◦τm, where ZH(t) is a fractional Brownian motion

process. The shift τ is invariant on the process ZH since (ZH ◦ τm)(t) = ZH(t +

m∆t)−ZH(m∆t) and fractional Brownian motion has stationary increments. Thus
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the sequence {Xm} is ergodic.

Therefore, by the ergodic theorem, the sum of increments of fractional Brownian

motion converge to their mean, 0, and the sum of squared increments of fractional

Brownian motion converge to their second moment. We will use this fact to estimate

the parameters µ, σ, and H.

Suppose that si is the observed price of the underlying stock at time ti = iT
n

,

for i = 0, . . . , n. Note that the time between each observation, ∆t, is fixed. For

example, si may be daily closing prices. Without loss of generality, assume that the

stock does not pay dividends during the interval [0, T ]. Otherwise use the adjusted

stock price. Define the log returns yi = ln si
si−1

for i = 1, . . . , n. Then under the

assumption that the stock price follows a geometric fractional Brownian motion

process, set

yi = µ∆t+ σ(ZH(ti)− ZH(ti−1))− 1

2
σ2(t2Hi − t2Hi−1). (4.1)

Then we have
1

n

n∑
i=1

1

2
σ2(t2Hi − t2Hi−1)

=
σ2

2n

n∑
i=1

(

(
Ti

n

)2H

−
(
T (i− 1)

n

)2H

)

=
σ2

2n

(
T

n

)2H n∑
i=1

(i2H − (i− 1)2H)

≈2Hσ2

2n

(
T

n

)2H n∑
i=1

i2H−1

≈Hσ
2

n

(
T

n

)2H ∫ n

0

x2H−1 dx

=
Hσ2

n

(
T

n

)2H
1

2H
n2H

=
1

n

σ2T 2H

2

→0 as n→∞.

(4.2)
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By using the ergodic property of (ZH(t)), we have

1

n

n∑
i=1

(ZH(ti)− ZH(ti−1))→ E(ZH(t1)− ZH(t0)) = 0 (4.3)

and so

1

n

n∑
i=1

yi = µ∆t+
σ

n

n∑
i=1

(ZH(ti)− ZH(ti−1))− 1

n

n∑
i=1

1

2
σ2(t2Hi − t2Hi−1)→ µ∆t. (4.4)

Therefore we will estimate the drift µ for n sufficiently large by

µ ≈ µ̂ =
1

∆t

1

n

n∑
i=1

yi. (4.5)

Since it remains to estimate both the volatility σ and the Hurst index H, we will

use a ratio of second moments to estimate H first, as in [25]. Let

SS1 :=
1

n

n∑
i=1

(yi − µ̂∆t)2 ≈ σ2

n

n∑
i=1

(ZH(ti)− ZH(ti−1))2 → σ2(∆t)2H (4.6)

and

SS2 :=
1

bn/2c

bn/2c∑
i=1

(
ln

s2i

s2i−1

− µ̂(2∆t)

)2

≈ σ2

n

n∑
i=2

(ZH(ti)− ZH(ti−2))2

→ σ2(2∆t)2H ,

(4.7)

using the previously computed estimator µ̂. Then

SS1

SS2

→
(

1

4

)H
(4.8)

and so we will estimate the Hurst index H by

H ≈ Ĥ = log4

(
SS1

SS2

)
. (4.9)

Finally, we can use µ̂ and Ĥ to estimate the volatility σ:

σ2 ≈ σ̂2 =
1

(∆t)2Ĥ

1

n

n∑
i=1

(yi − µ̂∆t)2. (4.10)
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4.2 Parameter estimation using quadratic varia-

tion

Next we relax the assumption that the parameters of the Dobrić-Ojeda model are

necessarily equal to the parameters of the fractional Brownian motion model, i.e.

that HZH = HV εH
. We aim to estimate H and σ using properties of the modified

Dobrić-Ojeda process. (The drift µ plays no role in pricing an option so we omit its

estimation.) Unlike fractional Brownian motion, the modified Dobrić-Ojeda process

is not ergodic so we cannot use the technique described in 4.1. Therefore, we propose

the use of quadratic variation to estimate parameters in this model.

4.2.1 Almost-sure convergence of the quadratic variation

First, recall the definition of quadratic variation:

Definition 4.2.1. Let f(t) be a function defined on the interval [t0, T ]. The quadratic

variation of f from time t0 to time T , [f, f ]t0 T , is defined as

[f, f ]t0 T = lim
||Πn||→0

n∑
j=1

(f(tj)− f(tj−1))2 (4.11)

where Πn = {t0, t1, . . . , tn}, t0 < t1 < . . . < tn = T and ||Πn|| = maxj=1,...,n(tj −
tj−1).

As shown in Propositions 2.2.2 and 3.1.5, the quadratic variation of both the orig-

inal Dobrić-Ojeda process (VH(t)) and the modified Dobrić-Ojeda process (V ε
H(t))

is given by

I =
C2

2H
(T 2H − t2H0 ).

We use the following theorem to construct a parameter estimation algorithm using

the quadratic variation of (V ε
H(t)). We will prove convergence in L2, where the L2

norm, || · ||2 is given by

||X||2 =
√
E[X2], (4.12)
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and also almost sure convergence, which will allow us to use another ratio method

to estimate the Hurst index, H. We require a sampling rate strictly greater than n

in order to ensure almost sure convergence.

Theorem 4.2.2. Let ti = iT
bn1+δc , i = i0, ..., bn1+δc , i0 = t0bn1+δc

T
, be a sequence of

partitions of [t0, T ] for some δ > 0 and Vt = VH(t) as defined in (1.4). Then

lim
n→∞

∣∣∣∣∣∣
∣∣∣∣∣∣
bn1+δc∑
i=i0

(∆Vti)
2 − I

∣∣∣∣∣∣
∣∣∣∣∣∣
2

= 0

and

lim
n→∞

bn1+δc∑
i=i0

(∆Vti)
2 = I a.s.

where ∆Vti = Vti − Vti−1
.

Corollary 4.2.3. The sample quadratic variation of the modified Dobrić-Ojeda pro-

cess (V ε
t ) converges in L2 and almost surely to I = C2

2H
(T 2H − t2H0 ).

Proof. As the only modification to the original Dobrić-Ojeda process is in the drift

term and the drift term does not impact quadratic variation, the quadratic variation

remains unchanged.

Now we define the log of the stock price process, Xt = ln(Sεt ). Then we also have

convergence of the quadratic variation of Xt:

Corollary 4.2.4. The sample quadratic variation of the log stock price process Xt

converges in L2 and almost surely to σ2 C2

2H
(T 2H − t2H0 ).

Proof. As in (3.26), we can write Xt as

Xt = ln(Sεt ) = µt+ σV ε
t −

1

2
σ2 C

2

2H
t2H (4.13)

and again, since the only difference between Xt and V ε
t is in the drift, the quadratic

variation is simply σ2I.

We will utilize the following lemma in the proof of Theorem 4.2.2.
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Lemma 4.2.5. For

I∗ = C2

bn1+δc∑
i=i0

t2H−1
i ∆t, (4.14)

where ∆t = ti − ti−1, we have

lim
n→∞

I∗ = I a.s.

Proof. By the definition of a definite Riemann Integral, we have

I =

∫ t

0

C2s2H−1ds = lim
n→∞

bn1+δc∑
i=i0

C2t2H−1
i ∆t. (4.15)

4.2.2 Proof of Theorem 4.2.2

Proof. Let m = bn1+δc. By the triangle inequality,∣∣∣∣∣
∣∣∣∣∣
m∑
i=i0

(∆Vti)
2 − I

∣∣∣∣∣
∣∣∣∣∣
2

≤

∣∣∣∣∣
∣∣∣∣∣
m∑
i=i0

(∆Vti)
2 − I∗

∣∣∣∣∣
∣∣∣∣∣
2

+ ||I∗ − I||2

and so by Lemma 4.2.5, it suffices to show that

∣∣∣∣∣∣∣∣ m∑
i=i0

(∆Vti)
2 − I∗

∣∣∣∣∣∣∣∣
2

−→ 0. We have,

by (4.14),

I∗2 = C4

m∑
i=i0

m∑
j=i0

t2H−1
i t2H−1

j (∆t)2.

We will need the approximations for Mt given in Lemma 2.1.3. Similarly, we can

approximate ∆Ψti and (∆Ψti)
2:

∆Ψti = cΨ(t2H−1
i − t2H−1

i−1 ) ≈ cΨ(2H − 1)t2H−2
i ∆t (4.16)

and

(∆Ψti)
2 ≈ c2

Ψ(2H − 1)2t4H−4
i (∆t)2. (4.17)
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Then we have ∣∣∣∣∣
∣∣∣∣∣
m∑
i=i0

(∆Vti)
2 − I∗

∣∣∣∣∣
∣∣∣∣∣
2

2

=E

[
m∑
i=i0

(∆Vti)
2 − I∗

]2

=E

[
m∑
i=i0

(∆Vti)
2

]2

− 2I∗E

[
m∑
i=i0

(∆Vti)
2

]
+ I∗2

=E

[
m∑
i=i0

m∑
j=i0

(∆Vti)
2(∆Vtj)

2

]
− 2I∗E

[
m∑
i=i0

(∆Vti)
2

]
+ I∗2.

(4.18)

Note that we can write (∆Vti)
2 as

(Ψti∆Mti + ∆ΨtiMti−1
)2 = (∆Ψti)

2M2
ti−1

+ 2∆ΨtiMti−1
Ψti∆Mti + Ψ2

ti
(∆Mti)

2,

(4.19)

so the last two terms give

− 2I∗E

[
m∑
i=i0

(∆Vti)
2

]
+ I∗2

=− 2C2

m∑
j=i0

t2H−1
j ∆t

m∑
i=i0

(
(∆Ψti)

2E[M2
ti−1

] + 2∆ΨtiΨtiE[Mti−1
∆Mti ]

+ Ψ2
ti
E[(∆Mti)

2]
)

+ C4

m∑
i=i0

m∑
j=i0

t2H−1
i t2H−1

j ∆t2

≈− 2C2

m∑
j=i0

t2H−1
j ∆t

m∑
i=i0

(
cMc

2
Ψ(2H − 1)2t4H−4

i (∆t)2t2−2H
i

+ cM(2− 2H)c2
Ψt

4H−2
i t1−2H

i ∆t
)

+ C4

m∑
i=i0

m∑
j=i0

t2H−1
i t2H−1

j (∆t)2

=
m∑
j=i0

m∑
i=i0

(
−2C2cMc

2
Ψ(2H − 1)2t2H−2

i t2H−1
j (∆t)3 − 2C4t2H−1

i t2H−1
j (∆t)2

+ C4t2H−1
i t2H−1

j (∆t)2
)

=
m∑
j=i0

m∑
i=i0

(
−2C2cMc

2
Ψ(2H − 1)2t2H−2

i t2H−1
j (∆t)3 − C4t2H−1

i t2H−1
j (∆t)2

)
.

(4.20)

43



We will see that the first term of (4.20) converges and the second term,

−
∑∑

C4t2H−1
i t2H−1

j (∆t)2, (4.21)

is canceled by another term. The first term of (4.18) is slightly less enjoyable to

compute:

m∑
i=i0

m∑
j=i0

E[(∆Vti)
2(∆Vtj)

2]

=
m∑
i=i0

m∑
j=i0

E[((∆Ψti)
2M2

ti−1
+ 2∆ΨtiMti−1

Ψti∆Mti + Ψ2
ti

(∆Mti)
2)

· ((∆Ψtj)
2M2

tj−1
+ 2∆ΨtjMtj−1

Ψtj∆Mtj + Ψ2
tj

(∆Mtj)
2)]

=
m∑
i=i0

m∑
j=i0

E[(∆Ψti)
2M2

ti−1
· ((∆Ψtj)

2M2
tj−1

+ 2∆ΨtjMtj−1
Ψtj∆Mtj + Ψ2

tj
(∆Mtj)

2)

+ 2∆ΨtiMti−1
Ψti∆Mti · ((∆Ψtj)

2M2
tj−1

+ 2∆ΨtjMtj−1
Ψtj∆Mtj + Ψ2

tj
(∆Mtj)

2)

+ Ψ2
ti

(∆Mti)
2 · ((∆Ψtj)

2M2
tj−1

+ 2∆ΨtjMtj−1
Ψtj∆Mtj + Ψ2

tj
(∆Mtj)

2)]

=
m∑
i=i0

m∑
j=i0

E[(∆Ψti)
2M2

ti−1
(∆Ψtj)

2M2
tj−1

+ 2(∆Ψti)
2M2

ti−1
∆ΨtjMtj−1

Ψtj∆Mtj

+ (∆Ψti)
2M2

ti−1
Ψ2
tj

(∆Mtj)
2 + 2∆ΨtiMti−1

Ψti∆Mti(∆Ψtj)
2M2

tj−1

+ 4∆ΨtiMti−1
Ψti∆Mti∆ΨtjMtj−1

Ψtj∆Mtj + 2∆ΨtiMti−1
Ψti∆MtiΨ

2
tj

(∆Mtj)
2

+ Ψ2
ti

(∆Mti)
2(∆Ψtj)

2M2
tj−1

+ 2Ψ2
ti

(∆Mti)
2∆ΨtjMtj−1

Ψtj∆Mtj

+ Ψ2
ti

(∆Mti)
2Ψ2

tj
(∆Mtj)

2]

=
m∑
i=i0

m∑
j=i0

[
(∆Ψti)

2(∆Ψtj)
2E[M2

ti−1
M2

tj−1
] + 2(∆Ψti)

2∆ΨtjΨtjE[M2
ti−1

Mtj−1
∆Mtj ]

+ (∆Ψti)
2Ψ2

tj
E[M2

ti−1
(∆Mtj)

2] + 2∆ΨtiΨti(∆Ψtj)
2E[Mti−1

∆MtiM
2
tj−1

]

+ 4∆ΨtiΨti∆ΨtjΨtjE[Mti−1
∆MtiMtj−1

∆Mtj ]

+ 2∆ΨtiΨtiΨ
2
tj
E[Mti−1

∆Mti(∆Mtj)
2]

+ Ψ2
ti

(∆Ψtj)
2E[(∆Mti)

2M2
tj−1

] + 2Ψ2
ti

∆ΨtjΨtjE[(∆Mti)
2Mtj−1

∆Mtj ]

+ Ψ2
ti

Ψ2
tj
E[(∆Mti)

2(∆Mtj)
2]
]
.

(4.22)
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By symmetry, this is equal to

2
m∑
i=i0

∑
i<j

[
(∆Ψti)

2(∆Ψtj)
2E[M2

ti−1
M2

tj−1
] + 2(∆Ψti)

2∆ΨtjΨtjE[M2
ti−1

Mtj−1
∆Mtj ]

+ (∆Ψti)
2Ψ2

tj
E[M2

ti−1
(∆Mtj)

2] + 2∆ΨtiΨti(∆Ψtj)
2E[Mti−1

∆MtiM
2
tj−1

]

+ 4∆ΨtiΨti∆ΨtjΨtjE[Mti−1
∆MtiMtj−1

∆Mtj ] + 2∆ΨtiΨtiΨ
2
tj
E[Mti−1

∆Mti(∆Mtj)
2]

+ Ψ2
ti

(∆Ψtj)
2E[(∆Mti)

2M2
tj−1

] + 2Ψ2
ti

∆ΨtjΨtjE[(∆Mti)
2Mtj−1

∆Mtj ]

+ Ψ2
ti

Ψ2
tj
E[(∆Mti)

2(∆Mtj)
2]
]

+
m∑
i=i0

[
(∆Ψti)

4E[M4
ti−1

] + 4(∆Ψti)
3ΨtiE[M3

ti−1
∆Mti ]

+ 6(∆Ψti)
2Ψ2

ti
E[M2

ti−1
(∆Mti)

2] + 4∆ΨtiΨ
3
ti
E[Mti−1

(∆Mti)
3] + Ψ4

ti
E[(∆Mti)

4]
]
(4.23)

We generalize the cross terms as follows:

(∆Ψti)
βΨ4−β

ti E[Mβ
ti−1

(∆Mti)
4−β], (4.24)

for β = 1, 2, 3, 4. The only nonzero cross terms correspond to β = 0, 2, 4:

(∆Ψti)
4E[M4

ti−1
] ≈ c4

ψ(2H − 1)4t8H−8
i (∆t)4c2

M t
4−4H
i = c4

Ψc
2
M(2H − 1)4t4H−4

i (∆t)4,

6(∆Ψti)
2Ψ2

ti
E[M2

ti−1
(∆Mti)

2] ≈ 6c4
Ψc

2
M(2H − 1)2(2− 2H)t4H−3

i (∆t)3, and

Ψ4
ti
E[(∆Mti)

4] ≈ c4
Ψc

2
M(2− 2H)2t4H−2

i (∆t)2.

(4.25)
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To see that each of these terms converges, we compute in general,
m∑
i=i0

t4H−Ki (∆ti)
K

for K ≥ 2. Setting ti = iT
m

, we have

m∑
i=i0

t4H−Ki (∆t)K =
(
T
m

)4H
m∑
i=i0

i4H−K

=
(
T
m

)4H

[
i4H−K0 +

m∑
i=i0+1

i4H−K

]

≤
(
T
m

)4H
[
i4H−K0 +

∫ m

i0

x4H−K dx.

]
=
(
T
m

)4H [
i4H−K0 + 1

4H−K+1
(m4H−K+1 − i4H−K+1

0 )
]

= T 4H

[(
t0m
T

)4H−K

m4H
+ 1

4H−K+1

(
1

mK−1
−
(
t0m
T

)4H−K+1

m4H

)]

= T 4H

[(
t0
T

)4H−K

mK
+ 1

4H−K+1

(
1

mK−1
−
(
t0
T

)4H−K+1

mK−1

)]

= T 4H

[(
t0
T

)4H−K

bn1+δcK
+ 1

4H−K+1

(
1

bn1+δcK−1
−
(
t0
T

)4H−K+1

bn1+δcK−1

)]
.

This converges strictly faster than 1
n

for all K ≥ 2. Note that if K = 2 and δ = 0,

it only converges at a rate of 1
n
. Thus we sample at a rate strictly faster than 1

n
.

Next we generalize the i < j terms:

E[Mα1
ti−1

Mα2
tj−1

∆Mα3
ti ∆Mα4

tj ]

= E[Mα1
ti−1

((Mtj−1
−Mti) +Mti)

α2∆Mα3
ti ∆Mα4

tj ]

= E[Mα1
ti−1

((Mtj−1
−Mti) + ∆Mti +Mti−1

)α2∆Mα3
ti ∆Mα4

tj ]

(4.26)

Now we need cases:
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1. If α2 = 2 then α4 = 0 and

E[Mα1
ti−1

((Mtj−1
−Mti) + ∆Mti +Mti−1

)2∆Mα3
ti ]

=E[Mα1
ti−1

∆Mα3
ti ((Mtj−1

−Mti)
2 + ∆M2

ti
+M2

ti−1

+ 2(Mtj−1
−Mti)∆Mti + 2(Mtj−1

−Mti)Mti−1
+ 2∆MtiMti−1

)]

=E[Mα1
ti−1

∆Mα3
ti (Mtj−1

−Mti)
2 +Mα1

ti−1
∆Mα3

ti ∆M2
ti

+Mα1
ti−1

∆Mα3
ti M

2
ti−1

+ 2Mα1
ti−1

∆Mα3
ti (Mtj−1

−Mti)∆Mti

+ 2Mα1
ti−1

∆Mα3
ti (Mtj−1

−Mti)Mti−1
+ 2Mα1

ti−1
∆Mα3

ti ∆MtiMti−1
]

=E[Mα1
ti−1

∆Mα3
ti (Mtj−1

−Mti)
2] + E[Mα1

ti−1
∆Mα3+2

ti ]

+ E[Mα1+2
ti−1

∆Mα3
ti ] + 2E[Mα1

ti−1
∆Mα3+1

ti (Mtj−1
−Mti)]

+ 2E[Mα1+1
ti−1

∆Mα3
ti (Mtj−1

−Mti)] + 2E[Mα1+1
ti−1

∆Mα3+1
ti ].

(4.27)

Using the independence of disjoint increments of (Mt) and then that (Mt) is

centered, this is

E[Mα1
ti−1

]E[∆Mα3
ti ]E[(Mtj−1

−Mti)
2] + E[Mα1

ti−1
]E[∆Mα3+2

ti ]

+ E[Mα1+2
ti−1

]E[∆Mα3
ti ] + 2E[Mα1

ti−1
]E[∆Mα3+1

ti ]E[Mtj−1
−Mti ]

+ 2E[Mα1+1
ti−1

]E[∆Mα3
ti ]E[Mtj−1

−Mti ] + 2E[Mα1+1
ti−1

]E[∆Mα3+1
ti ]

=E[Mα1
ti−1

]E[∆Mα3
ti ]cM(t2−2H

j−1 − t2−2H
i ) + E[Mα1

ti−1
]E[∆Mα3+2

ti ]

+ E[Mα1+2
ti−1

]E[∆Mα3
ti ] + 2E[Mα1+1

ti−1
]E[∆Mα3+1

ti ].

(4.28)

If α1 = α3 = 1 then we have

E[Mα1
ti−1

]E[∆Mα3
ti ]cM(t2−2H

j−1 − t2−2H
i ) + E[Mα1

ti−1
]E[∆Mα3+2

ti ]

+ E[Mα1+2
ti−1

]E[∆Mα3
ti ] + 2E[Mα1+1

ti−1
]E[∆Mα3+1

ti ]

=E[Mti−1
]E[∆Mti ]cM(t2−2H

j−1 − t2−2H
i ) + E[Mti−1

]E[∆M3
ti

]

+ E[M3
ti−1

]E[∆Mti ] + 2E[M2
ti−1

]E[∆M2
ti

]

=2E[M2
ti−1

]E[∆M2
ti

]

≈2c2
M t

2−2H
i (2− 2H)t1−2H

i ∆t

=2c2
M(2− 2H)t3−4H

i ∆t.

(4.29)
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If α1 = 0 then α3 = 2 and then

E[Mα1
ti−1

]E[∆Mα3
ti ]cM(t2−2H

j−1 − t2−2H
i ) + E[Mα1

ti−1
]E[∆Mα3+2

ti ]

+ E[Mα1+2
ti−1

]E[∆Mα3
ti ] + 2E[Mα1+1

ti−1
]E[∆Mα3+1

ti ]

=E[∆M2
ti

]cM(t2−2H
j−1 − t2−2H

i ) + E[∆M4
ti

]

+ E[M2
ti−1

]E[∆M2
ti

] + 2E[Mti−1
]E[∆M3

ti
]

≈c2
M [(2− 2H)t1−2H

i ∆t(t2−2H
j − t2−2H

i ) + 3(2− 2H)2t2−4H
i ∆t2

+ (2− 2H)t3−4H
i ∆t]

=c2
M [(2− 2H)t1−2H

i t2−2H
j ∆t+ 3(2− 2H)2t2−4H

i ∆t2].

(4.30)

Finally, if α1 = 2 and α3 = 0 then

E[Mα1
ti−1

]E[∆Mα3
ti ]cM(t2−2H

j−1 − t2−2H
i ) + E[Mα1

ti−1
]E[∆Mα3+2

ti ]

+ E[Mα1+2
ti−1

]E[∆Mα3
ti ] + 2E[Mα1+1

ti−1
]E[∆Mα3+1

ti ]

=E[M2
ti−1

]cM(t2−2H
j−1 − t2−2H

i ) + E[M2
ti−1

]E[∆M2
ti

]

+ E[M4
ti−1

] + 2E[M3
ti−1

]E[∆Mti ]

≈c2
M [t2−2H

i (t2−2H
j − t2−2H

i ) + t2−2H
i (2− 2H)t1−2H

i ∆t+ 3t4−4H
i ]

=c2
M [t2−2H

i t2−2H
j + (2− 2H)t3−4H

i ∆t+ 2t4−4H
i ].

(4.31)

2. If α2 = 1 then

E[Mα1
ti−1

((Mtj−1
−Mti) + ∆Mti +Mti−1

)∆Mα3
ti ∆Mα4

tj ]

=E[Mα1
ti−1

∆Mα3
ti ∆Mα4

tj (Mtj−1
−Mti) +Mα1

ti−1
∆Mα3

ti ∆Mα4
tj ∆Mti

+Mα1
ti−1

∆Mα3
ti ∆Mα4

tj Mti−1
]

=E[Mα1
ti−1

∆Mα3
ti ∆Mα4

tj (Mtj−1
−Mti) +Mα1

ti−1
∆Mα3+1

ti ∆Mα4
tj

+Mα1+1
ti−1

∆Mα3
ti ∆Mα4

tj ]

=E[Mα1
ti−1

]E[∆Mα3
ti ]E[Mtj−1

−Mti ]E[∆Mα4
tj ]

+ E[Mα1
ti−1

]E[∆Mα3+1
ti ]E[∆Mα4

tj ] + E[Mα1+1
ti−1

]E[∆Mα3
ti ]E[∆Mα4

tj ]

=E[Mα1
ti−1

]E[∆Mα3+1
ti ]E[∆Mα4

tj ] + E[Mα1+1
ti−1

]E[∆Mα3
ti ]E[∆Mα4

tj ].

(4.32)

If α1 = 0 then α3 = 1 and α4 = 2 and we have

E[∆M2
ti

]E[∆M2
tj

] + E[Mti−1
]E[∆Mti ]E[∆M2

tj
] ≈ c2

M(2− 2H)2t1−2H
i t1−2H

j ∆t2.

(4.33)
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If α1 = 1 then α3 = α4 = 1 and we have

E[Mti−1
]E[∆M2

ti
]E[∆Mtj ] + E[M2

ti−1
]E[∆Mti ]E[∆Mtj ] = 0. (4.34)

Finally, if α1 = 2 then α3 = 0 and α4 = 1 and we have

E[M2
ti−1

]E[∆Mti ]E[∆Mtj ] + E[M3
ti−1

]E[∆Mtj ] = 0. (4.35)

3. If α2 = 0 then α4 = 2 and we have

E[Mα1
ti−1

∆Mα3
ti ∆M2

tj
] = E[Mα1

ti−1
]E[∆Mα3

ti ]E[∆M2
tj

] (4.36)

and so if α1 = 0 then α3 = 2 and we have

E[∆M2
ti

]E[∆M2
tj

] ≈ c2
M(2− 2H)2t1−2H

i t1−2H
j ∆t2. (4.37)

If α1 = 1 then α3 = 1 and we have

E[Mti−1
]E[∆Mti ]E[∆M2

tj
] = 0. (4.38)

Finally, if α1 = 2 then α3 = 0 and

E[M2
ti−1

]E[∆M2
tj

] ≈ c2
M(2− 2H)t2−2H

i t1−2H
j ∆t. (4.39)

After incorporating the Ψt terms, one term emerges to cancel with the term

C4
∑∑

t2H−1
i t2H−1

j (∆t)2 (4.40)

in (4.20). Otherwise, all remaining terms are of the form∑∑
t2H−Mi t2H−Nj (∆t)M+N ,
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for combinations of N,M ∈ {1, 2} except M = N = 1. For terms of this form,

setting ti = iT
m

and tj = jT
m

, we have

m∑
i=i0

m∑
j=i+1

t2H−Mi t2H−Nj (∆t)M+N

=
(
T
m

)4H
m∑
i=i0

i2H−M
m∑

j=i+1

j2H−N

≤
(
T
m

)4H
m∑
i=i0

i2H−M
∫ m

i

x2H−N dx.

=
(
T
m

)4H
m∑
i=i0

i2H−M 1
2H−N+1

(
m2H−N+1 − i2H−N+1

)
= T 4H

2H−N+1

[
1

m2H+N−1

m∑
i=i0

i2H−M − 1
m4H

m∑
i=i0

i4H−N−M+1

]

≈ T 4H

2H−N+1

[
1

m2H+N−1

[
i2H−M0 +

∫ m

i0

x2H−M dx

]
− 1

m4H

[
i4H−M−N+1
0 +

∫ m

i0

x4H−N−M+1 dx

]]
.

= T 4H

2H−N+1

[(
t0
T

)2H−M

mM+N−1
+ 1

2H−M+1

(
1

mM+N−2
−
(
t0
T

)2H−M+1

mM+N−2

)

−
(
t0
T

)4H−M−N+1

mM+N−1
− 1

4H−M−N+2

(
1

mM+N−2
−
(
t0
T

)4H−M−N+2

mM+N−2

)]

This converges strictly faster than 1
n

for allN,M ∈ {1, 2}, excludingM = N = 1,

as required. Since the order is strictly faster than 1
n

for all terms, Borel Cantelli

implies almost sure convergence.

4.2.3 Ratio method with quadratic variation

As in Section 4.1, suppose we have m = bn1+δc equally time-spaced observations of

the stock price process (Sεt ), called si, observed at time ti = iT
n

, i = 0, . . . ,m. Let

∆t = T
m

. Again, assume that the stock price does not pay dividends during this

interval and define the log returns yi = ln si
si−1

for i = 1, . . . ,m. We assume the
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stock price process follows a geometric Dobrić-Ojeda process, as detailed in Chapter

3, where we have

Sεt = S0 exp

{
rt+ σC

∫ t

0

sH−1/2dW ε
s −

σ2C2

2(2H)
t2H
}
. (4.41)

Assume

yi = µ∆t+ σ(V ε
H(ti)− V ε

H(ti−1))− 1

2
σ2 C

2

2H
(t2Hi − t2Hi−1). (4.42)

By Corollary 4.2.4, we have

m∑
i=1

y2
i → σ2 C

2

2H
T 2H (4.43)

and similarly, the sample quadratic variation of half of the sample path converges

to σ2 C2

2H

(
T
2

)2H
:

bm/2c∑
i=1

y2
i → σ2 C

2

2H

(
T

2

)2H

. (4.44)

Therefore, since this convergence is almost sure, we can use a ratio of quadratic

variations method to estimate the parameter H:∑bm/2c
i=1 y2

i∑m
i=1 y

2
i

→
σ2 C2

2H

(
T
2

)2H

σ2 C2

2H
T 2H

=

(
1

4

)H
. (4.45)

Therefore for m sufficiently large, we will estimate the Hurst index H by

H ≈ Ĥ = log4

(∑bm/2c
i=1 y2

i∑m
i=1 y

2
i

)
. (4.46)

Finally, we can use the estimator Ĥ to obtain an estimate for the volatility σ:

σ2 ≈ σ̂2 =
2H

C(Ĥ)2T 2Ĥ

m∑
i=1

y2
i . (4.47)
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Chapter 5

Simulation and case study

We conclude the development of this model with a brief mention of simulation and

finally computation of the value of a European call option using historical stock

price data.

5.1 Simulation

Using the Itô diffusion representation of the Dobrić-Ojeda process given in Proposi-

tion 2.2.1, we can use a sequence of i.i.d. standard normal random variables in order

to simulate a discretized Dobrić-Ojeda sample path, assuming that VH(0) = 0. More

specifically, if {Xi}i=1,...,n is a sequence of i.i.d. standard normal random variables,

then we simulate increments of the martingale process ∆MH(ti) by

∆MH(ti) =
√
cM(2− 2H)t

1/2−H
i

√
∆tXi. (5.1)

We sum the increments ∆MH(ti) and multiply by the deterministic function ΨH(t)

to simulate a sample path of VH(t).

To describe implementation of the model, we price a historical European call op-

tion and compare this price with the actual trading price along with prices computed

using the original Black-Scholes model and the model using fractional Brownian mo-

tion as its driving process, as developed by Hu and Oksendal [13] and Sottinen [28].
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5.2 Case study

We consider a call option on American Airlines stock (AAL) with strike price K = 38

and expiration November 22, 2014. For each day beginning March 27, 2014 and

ending October 15, 2014, we estimate H and σ using the previous 62 consecutive

daily AAL closing prices. Figure 5.1 shows the daily closing price for the stock over

this time period.

Figure 5.1: Graph of AAL daily closing prices.

For each day, we compute 3 estimations for the parameters: 1. assuming the stock

price follows a geometric Brownian motion process and using standard Black-Scholes

techniques; 2. assuming the stock price follows a geometric fractional Brownian

motion process and using using a ratio of second moments technique as detailed in

Section 4; 3. assuming the stock price follows a geometric Dobrić-Ojeda process and

using a ratio of quadratic variations technique, also in Section 4. The latter two

rolling H estimates are shown in Figure 5.2.

Figure 5.2: Graph of rolling H estimates.

One immediate observation is that the H estimate using quadratic variation is ex-

tremely sensitive to large changes in the log return of the underlying stock. We also
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notice that the estimates for H are in both cases often significantly lower than 0.6,

our market-wide expected H estimate. These observations lead us to believe that

H varies both over time and over stock selection. Next we compute the option price

using the three competing models and their respective parameter estimation tech-

niques and compare these prices to the actual trading price of the stock at market

close each day. The results are shown in Figure 5.3.

Figure 5.3: Graph of computed option prices.

We notice that when it appears the quadratic variation method overestimates H,

the Dobrić-Ojeda model correspondingly overestimates the option price. However,

when the H estimate using VH(t) is lower than expected, this model outperforms the

others in approximating the actual trading price of the option. We also notice (less

surprisingly) that the Black-Scholes price is fairly similar to the option’s trading

price. A more accurate method of testing the various models would be in building

competing virtual historical portfolios and considering their performance.
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Chapter 6

Dobrić-Ojeda stochastic noise

In the remaining two chapters, we develop and study a Dobrić-Ojeda type noise in

stochastic partial differential equations, particularly in the stochastic heat equation.

As with the Black-Scholes SDE, we propose this noise to be an alternative to frac-

tional noise that gives similar results but allows for the use of Itô calculus because

of its semi-martingale property.

We begin by defining a martingale measure (Mt(A))t≥0,A∈B(Rd) inspired by the

martingale process (MH(t)). When a Borel set A ∈ B(Rd) is fixed, the process

(Mt(A))t≥0 is a martingale and when t ≥ 0 is fixed, Mt(A) is a measure on B(Rd).

Next we use this martingale measure to define a stochastic integral with respect to

a noise that is white in space and of a Dobrić-Ojeda type in time.

6.1 Martingale measure

In the Black-Scholes differential equation studied in the first half of this dissertation,

random noise is incorporated in time. To consider the stochastic heat equation with

a random external heat source, we incorporate a space-time random noise. Random

noise that behaves like a Brownian motion in space and like another Brownian

motion in time is called space-time white noise, Ẇ . To understand an integral with

respect to white noise, we follow the method of Walsh [29].

First, the definition of martingale measure:
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Definition 6.1.1. A process (Xt(A))t≥0,A∈B(Rd) is a martingale measure with respect

to a probability space (Ω,Ft,P) if

1. X0(A) = 0 a.s.,

2. If t > 0 then Xt is a sigma-finite L2(P)-valued signed measure, and

3. For all Borel sets A ∈ B(Rd), (Xt(A))t≥0 is a mean-zero martingale with

respect to the filtration Ft = σ(Xt(A), t ≥ 0).

With respect to any martingale measure, including white noise Ẇ , we can define

an integral:

Definition 6.1.2. A Walsh integral is an integral with respect to a martingale mea-

sure X, first defined on elementary functions f(x, t, ω) = Y (ω)1(a,b](t)1A(x) as∫∫
B×(0,t]

f(x, s)X(dx ds) = X(ω)[Xt∧b(A ∩B)−Xt∧a(A ∩B)](ω) (6.1)

and extended in the usual fashion to adapted functions f .

Hence, Walsh defines an integral with respect to white noise. We wish to intro-

duce a space dependence to white noise so we define the martingale measure below

by replacing Brownian motion with the martingale process (Mt)t≥0 as defined in

Chapter 1, for 0 < H < 1:

dMt =
√
cM(2− 2H)t1/2−HdWt, (6.2)

where (Wt)t≥0 is a standard Brownian motion process.

Proposition 6.1.3. Then (Mt(A))t≥0,A∈B(R), defined by

Mt(A) =

∫ t

0

√
cM(2− 2H)s1/2−H dWs(A)

=

∫∫
A×(0,t]

√
cM(2− 2H)s1/2−HW ( dx ds),

(6.3)

is a martingale measure, where
∫∫

f(x, s)W ( dx ds) is the Walsh integral in Defini-

tion 6.1.2, as in [29].
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For similar reasons as in Part 1, Mt(A) is well-defined:
∫ t

0
s1−2H ds < ∞ for

0 < H < 1. For A ∈ B(R), Mt(A) is Gaussian as discussed in Part 1 as well. In

order to show (Mt(A)) is a martingale measure, we will first prove the following

lemma:

Lemma 6.1.4. For t, s > 0 and A,B ∈ B(R) and (Mt(A))t≥0,A∈B(R) as defined

above, we have

E [Mt(A)Ms(B)] = cM(t ∧ s)2−2Hλ(A ∩B), (6.4)

where λ is the Lebesgue measure.

Proof of Lemma 6.1.4. For (Mt(A))t≥0,A∈B(R) as defined above, we have

E [Mt(A)Ms(B)]

=E

 ∫∫
A×(0,t]

√
cM(2− 2H)u

1/2−H
1 W ( dx du1)

∫∫
B×(0,s]

√
cM(2− 2H)u

1/2−H
2 W ( dy du2)


=cM(2− 2H)

∫ t

0

∫
A

∫ s

0

∫
B

u
1/2−H
1 u

1/2−H
2 δ0(u1 − u2)δ0(x− y) dy du2 dx du1

=cM(2− 2H)

∫ ∞
0

∫
R

∫ ∞
0

∫
R
1(0,t)(u1)1(0,s)(u2)1A(x)1B(y)u

1/2−H
1 u

1/2−H
2

× δ0(u1 − u2)δ0(x− y) dy du2 dx du1

=cM(2− 2H)

∫
(0,∞)

∫
R
1(0,t∧s)(u)1A∩B(x)u1−2H dx du

=cM(2− 2H)
(t ∧ s)2−2H

2− 2H
λ(A ∩B)

=cM(t ∧ s)2−2Hλ(A ∩B).

(6.5)

Proof of Proposition 6.1.3. 1. First,

M0(A) =

∫∫
A×(0,0]

√
cM(2− 2H)s1/2−HW ( dx ds) = 0. (6.6)
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2. Fix t > 0. Then to show Mt is a sigma-finite L2(P)-valued signed measure,

it suffices to prove three things: (a) If A,B ∈ B(Rd) are disjoint then Mt(A)

and Mt(B) are independent random variables; (b) For all compact sets K,

E
[
(Mt(K))2] < ∞; and (c) If A1 ⊃ A2 ⊃ . . . are all in B(Rd) and ∩An = ∅,

then Mt(An) → 0 in L2(P ) as n → ∞. The proof of (a) is trivial by Lemma

6.1.4. To prove (b), we have

E
[
(Mt(K))2] = cM t

2−2Hλd(K) <∞. (6.7)

To prove (c),

E
[
(Mt(An))2] = cM t

2−2Hλd(An)→ 0 (6.8)

as n→∞ since λd(An)→ 0.

3. Finally, for A ∈ B(Rd), (Mt(A))t≥0 is a mean-zero martingale with respect to

F by Proposition 2.1.1.

Remark 1. Alternatively, we could use Theorem 5.26 in [18], stated here without

proof, to prove that (Mt(A))t≥0,a∈B(Rd) is a worthy martingale measure.

Theorem 6.1.5. Let X be a worthy martingale measure. Then for all predictable

functions f with E
[(∫∫

K×(0,t]
f dX

)2
]
<∞, for all K ∈ R compact, we have

∫∫
A×(0,t]

f dX (6.9)

is a worthy martingale measure.

Proof. See [18].

Alternate proof of Proposition 6.1.3. Let f(x, t) =
√
cM(2− 2H)t1/2−H . Note that

f does not depend on x. First, f is previsible because it’s deterministic. Now let K
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be any compact set in R. Then

E


 ∫∫
K×(0,T ]

f(x, t)W ( dx dt)


2 =cM(2− 2H)

∫ T

0

∫
K

∫
K

t1−2Hδ0(x− y) dx dy dt

=cMT
2−2H

∫
K

dx

=cMT
2−2Hλ(K)

<∞.
(6.10)

6.2 Dobrić-Ojeda stochastic noise

We define

∫ t

0

∫ L

0

F (y, s)V ( dy ds) for any function F that satisfies

∫ t

0

∫ L

0

F 2(y, s)s2H−1 dy ds <∞ (6.11)

and ∫ t

0

sH−1

(∫ L

0

F 2(y, s) dy

)1/2

ds <∞. (6.12)

These conditions ensure that F is V−integrable.

Definition 6.2.1. We define V̇ as the Dobrić-Ojeda stochastic noise, for fixed H ∈
(0, 1) and for F (y, s) that satisfies (6.11) and (6.12),∫ t

0

∫ L

0

F (y, s)V ( dy ds)

=

∫ t

0

∫ L

0

F (y, s)sH−1/2W ( dy ds) +

∫ t

0

[∫ s

0

∫ L

0

F (y, s)r1/2−HW ( dy dr)

]
s2H−2 ds.

(6.13)

Note that we need (Mt(A)) to be a worthy martingale measure (as in Remark

1) to ensure that this stochastic noise is well-defined.
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Remark 2. With no space dependency, we have∫ t

0

F (s) dVs

=

∫ t

0

F (s)sH−1/2 dWs +

∫ t

0

F (s)

[∫ s

0

r1/2−H dWr

]
s2H−2 ds

=

∫ t

0

F (s)sH−1/2 dWs +

∫ t

0

F (s)Mss
2H−2 ds,

(6.14)

where (Ms) is the Martingale process defined in Part 1. When F (s) ≡ 1, we have

Vt =

∫ t

0

dVs =

∫ t

0

sH−1/2 dWs +

∫ t

0

Mss
2H−2 ds, (6.15)

which corresponds with the Itô diffusion given in Proposition 2.2.1. This motivates

our definition of V̇ .
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Chapter 7

Stochastic heat equation

In this chapter we apply the Dobrić-Ojeda noise to the stochastic heat equation.

We prove the existence and uniqueness of a solution for H > 1/4 and we establish

the Hölder continuity of the solution.

7.1 Definition

Consider the following stochastic heat equation, for fixed H ∈ (1/4, 1):
∂u

∂t
=
∂2u

∂x2
+ f(u)V̇ , t > 0, x ∈ R,

u(x, 0) = u0(x), x ∈ R,
(7.1)

where V̇ is the Dobrić-Ojeda stochastic noise defined in (6.13), u0 : R → R is

nonrandom, measurable, and bounded; and f : R → R is globally Lipschitz and

bounded:

K := sup
0≤x6=y

|f(x)− f(y)|
|y − x|

+ sup
0≤x≤L

|f(x)| <∞. (7.2)

We begin by proving the existence of a unique and continuous solution to the

stochastic heat equation (7.1) with a modified Dobrić-Ojeda noise. These results for

the entire Dobrić-Ojeda noise, including the drift term, remain a work in progress.

We expect that properties such as Hölder continuity and intermittency with respect
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to the time variable are invariant to the drift term because the drift term is differ-

entiable in time and thus continuous. Motivated by this intuition, we redefine the

Dobrić-Ojeda stochastic noise:

Definition 7.1.1. The modified Dobrić-Ojeda stochastic noise, V̇ , is given by∫ t

0

∫ ∞
−∞

F (y, s)V ( dy ds) =

∫ t

0

∫ ∞
−∞

F (y, s)sH−1/2W ( dy ds), (7.3)

for any function F satisfying the integrability condition∫ t

0

∫ ∞
−∞

F 2(y, s)s2H−1 dy ds <∞. (7.4)

Note that condition (6.11) is required so that the integral∫ t

0

∫ ∞
−∞

F (y, s)sH−1/2W ( dy ds)

is well-defined but without including the drift term, condition (6.12) is no longer

necessary. From now on, we will refer to V̇ as in Definition 7.1.1 as Dobrić-Ojeda

noise.

7.2 Existence and uniqueness

As in [18], we know that the noise in (7.1) is not differentiable so we cannot find

a strong solution u(x, t) satisfying (7.1). Instead, we seek an integral solution, or

“mild” solution, a function u(x, t) that satisfies

u(x, t)

=

∫ ∞
−∞

u0(y)Π(t, x− y) dy +

∫ t

0

∫ ∞
−∞

f(u(y, s))Π(t− s;x− y)V ( dy ds)

=

∫ ∞
−∞

u0(y)Π(t, x− y) dy +

∫ t

0

∫ ∞
−∞

f(u(y, s))Π(t− s;x− y)sH−1/2W ( dy ds),

(7.5)

where Π is the fundamental solution to the linear heat equation:

Π(t, a) =
1

(4πt)1/2
e
−a2

4t . (7.6)

First, a few lemmas:
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Lemma 7.2.1. For t > 0, x ∈ R, the function Π(t, a) as defined in (7.6) satisfies∫ ∞
−∞

Π2(t, a) da =
1√
8πt

. (7.7)

Proof. By the definition of Π (7.6), we have∫ ∞
−∞

Π2(t, a) da =

∫ ∞
−∞

(
1

(4πt)1/2
e
−a2

4t

)2

da

=

∫ ∞
−∞

1

4πt
e
−a2

2t da

=
1√
8πt

∫ ∞
−∞

1√
2πt

e
−a2

2t da

=
1√
8πt

.

(7.8)

Lemma 7.2.2. When α > −1 and γ > −1,∫ t

0

sα(t− s)γ ds = tα+γ+1β(α + 1, γ + 1), (7.9)

where β(α + 1, γ + 1) =
∫ 1

0
tα(1− t)β dt.

Proof. Let u = s
t
. Then∫ 1

0

(tu)α(t− tu)γt du = tα+γ+1

∫ 1

0

uα(1− u)γ du = tα+γ+1β(α + 1, γ + 1). (7.10)

Lemma 7.2.3. For H ∈ (1/4, 1) fixed, and g(t) any bounded non-negative function,

there exists a number q > 2 and a constant A such that for all t ∈ [0, T ],∫ t

0

g(s)s2H−1(t− s)−1/2 ds ≤ A

(∫ t

0

gq(s) ds

)1/q

. (7.11)

63



Proof. Consider p ∈ (1, 2). Define q > 2 so that 1
p

+ 1
q

= 1. Then with Hölder’s

Inequality, we have∫ t

0

g(s)s2H−1(t− s)−1/2 ds

≤
(∫ t

0

∣∣s2H−1(t− s)−1/2
∣∣p ds)1/p(∫ t

0

gq(s) ds

)1/q

=

(∫ t

0

s(2H−1)p(t− s)−p/2 ds
)1/p(∫ t

0

gq(s) ds

)1/q

.

(7.12)

If H ≥ 1/2, then (2H − 1)p > 0 so s(2H−1)p is increasing and if we choose, say,

p = 3/2, we have (∫ t

0

s(2H−1)p(t− s)−p/2 ds
)1/p(∫ t

0

gq(s) ds

)1/q

=

(∫ t

0

s3/2(2H−1)(t− s)−3/4 ds

)2/3(∫ t

0

gq(s) ds

)1/q

≤
(
T 3/2(2H−1)

∫ t

0

(t− s)−3/4 ds

)2/3(∫ t

0

gq(s) ds

)1/q

=
(
T 3/2(2H−1)4t1/4

)2/3
(∫ t

0

gq(s) ds

)1/q

≤
(
4T 3/2(2H−1)+1/4

)2/3
(∫ t

0

gq(s) ds

)1/q

.

(7.13)

Now consider 1/4 < H < 1/2. Set p = 1
3/2−2H

. We verify p ∈ (1, 2):

1/4 < H < 1/2

⇒1/2 < 2H < 1

⇒− 1 < −2H < −1/2

⇒3/2− 1 < 3/2− 2H < 3/2− 1/2

⇒1/2 < 3/2− 2H < 1

⇒1 <
1

3/2− 2H
< 2.

(7.14)

64



We also have (2H − 1)p > −1:

(2H − 1)p > −1

⇐⇒ 2H − 1

3/2− 2H
> −1

⇐⇒2H − 1 > −(3/2− 2H) (note that 3/2− 2H > 0 for H < 1/2)

⇐⇒− 1 > −3/2.

(7.15)

Then with Hölder’s Inequality and Lemma 7.2.2, for q satisfying 1
p

+ 1
q

= 1, we have

(∫ t

0

s(2H−1)p(t− s)−p/2 ds
)1/p(∫ t

0

gq(s) ds

)1/q

=
(
t0β((2H − 1)p+ 1,−p/2 + 1)

)1/p
(∫ t

0

gq(s) ds

)1/q

=β((2H − 1)p+ 1,−p/2 + 1)1/p

(∫ t

0

gq(s) ds

)1/q

.

(7.16)

We require p > 1 so that q > 0 and we require p < 2 so that −p/2 > −1 and the

first term is integrable.

We will also need the following lemma, as stated in [18].

Lemma 7.2.4. Suppose φ1, φ2, . . . : [0, T ]→ R+ are measurable and non-decreasing

and there exists a constant A such that for all integers n ≥ 1 and all t ∈ [0, T ],

φn+1(t) ≤ A

∫ t

0

φn(s) ds. (7.17)

Then

φn(t) ≤ φ1(T )
(At)n−1

(n− 1)!
(7.18)

for all n ≥ 1 and t ∈ [0, T ] and therefore any positive power of φn(t) is summable

in n. In the special case that φn does not depend on n, it follows that φn ≡ 0.

Proof. For n = 1, the right hand side of (7.18) is simply φ1(T ) and since φ1 is
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non-decreasing, φ1(t) ≤ φ1(T ). Now suppose φn(t) ≤ φ1(T ) (At)n−1

(n−1)!
. Then

φn+1(t) ≤A
∫ t

0

φn(s) ds

≤A
∫ t

0

φ1(T )
(As)n−1

(n− 1)!
ds

=Aφ1(T )
An−1

(n− 1)!

∫ t

0

sn−1 ds

=φ1(T )
(At)n

n!
.

(7.19)

Finally, we can prove the existence and uniqueness of a solution to (7.5). For

simplicity, we assume the initial condition u0 is constant.

Theorem 7.2.5. The stochastic heat equation (7.5) subject to (7.2) has an almost-

sure unique solution u that satisfies

sup
x∈R

sup
0≤t≤T

E
(
|u(x, t)|2

)
<∞ (7.20)

for all T > 0 and for H ∈ (1/4, 1) fixed.

Proof. Existence: To show that a solution exists to (7.5) we use a Picard-type

iteration scheme, as in [18]. First, let u0(x, t) = u0 and then define

un+1(x, t) =

∫ ∞
−∞

u0Π(t, x− y) dy

+

∫ t

0

∫ ∞
−∞

f(un(y, s))Π(t− s, x− y)sH−1/2W ( dy ds)

=u0 +

∫ t

0

∫ ∞
−∞

f(un(y, s))Π(t− s, x− y)sH−1/2W ( dy ds).

(7.21)

for n ≥ 1, where Π is defined as in (7.6). To see that the second term is well-defined,
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we show that its second moment is finite:

E

[(∫ t

0

∫ ∞
−∞

f(un(y, s))Π(t− s, x− y)sH−1/2W ( dy ds)

)2
]

=

∫ t

0

∫ ∞
−∞

f 2(un(y, s))Π2(t− s, x− y)s2H−1 dy ds

≤K2

∫ t

0

∫ ∞
−∞

Π2(t− s, x− y)s2H−1 dy ds

=
K2

√
8π

∫ t

0

s2H−1(t− s)−1/2 ds

=
K2

√
8π
t2H−1−1/2+1β(2H − 1 + 1,−1/2 + 1)

=
K2

√
8π
t2H−1/2β(2H, 1/2)

<∞

(7.22)

by the condition (7.2) on f , Lemma 7.2.1, and Lemma 7.2.2. Let

dn(x, t) = un+1(x, t)− un(x, t)

=

∫ t

0

∫ ∞
−∞

(f(un(y, s))− f(un−1(y, s))) Π(t− s, x− y)sH−1/2W ( dy ds).

(7.23)

Then by Burkholder’s inequality [4] and the restriction (7.2) on f ,

E
[
(dn(x, t))2]

=E

[(∫ t

0

∫ ∞
−∞

(f(un(y, s))− f(un−1(y, s))) Π(t− s, x− y)sH−1/2W ( dy ds)

)2
]

≤
∫ t

0

∫ ∞
−∞

E
[
(f(un(y, s))− f(un−1(y, s)))2]Π2(t− s, x− y)s2H−1 dy ds

≤K2

∫ t

0

∫ ∞
−∞

E
[
(un(y, s)− un−1(y, s))2]Π2(t− s, x− y)s2H−1 dy ds

=K2

∫ t

0

∫ ∞
−∞

E
[
(dn−1(y, s))2]Π2(t− s, x− y)s2H−1 dy ds.

(7.24)
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Note that in particular,

E
[
(d0(x, t))2]

=E

[(∫ t

0

∫ ∞
−∞

f(u0)Π(t− s, x− y)sH−1/2W (dy ds)

)2
]

≤ K2

√
8π
t2H−1/2β(2H, 1/2)

≤ K2

√
8π
T 2H−1/2β(2H, 1/2),

(7.25)

as in (7.22), since H > 1/4. Let R2
n(t) = sup0≤x≤L sup0≤s≤t E

[
(dn(x, t))2]. Then by

Lemmas 7.2.1 and 7.2.3,

R2
n(t) ≤K2

∫ t

0

∫ ∞
−∞

R2
n−1(s)Π2(t− s, x− y)s2H−1 dy ds

=K2

∫ t

0

R2
n−1(s)s2H−1

∫ ∞
−∞

Π2(t− s, x− y) dy ds

=
K2

√
8π

∫ t

0

R2
n−1(s)s2H−1(t− s)−1/2 ds

≤A
(∫ t

0

R2q
n−1(s) ds

)1/q

.

(7.26)

Raising both sides to the power q, we have

R2q
n (t) ≤ Aq

∫ t

0

R2q
n (s) ds. (7.27)

Then by Gronwall’s lemma 7.2.4, we have

R2q
n (t) ≤R2q

0 (T )
(At)n−1

(n− 1)!

≤
(
K2

√
8π
T 2H−1/2β(2H, 1/2)

)2q
(At)n−1

(n− 1)!
,

(7.28)

which implies

Rn(t) ≤ K2

√
8π
T 2H−1/2β(2H, 1/2)

(At)(n−1)/2q

((n− 1)!)2q , (7.29)

and therefore
∞∑
n=0

Rn(t) <∞. (7.30)
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Then we have a solution for (7.5) given by

u(x, t) =
∞∑
n=1

dn(x, t), (7.31)

which converges as n→∞ in L2 because∣∣∣∣∣
∣∣∣∣∣
∞∑
n=1

dn(x, t)

∣∣∣∣∣
∣∣∣∣∣
2

≤
∞∑
n=1

||dn(x, t)||2 =
∞∑
n=1

Rn <∞. (7.32)

Therefore,

lim
n→∞

∫ t

0

∫ ∞
−∞

f(un(y, s))Π(t− s, x− y)sH−1/2W ( dy ds)

=

∫ t

0

∫ ∞
−∞

f(u(y, s))Π(t− s, x− y)sH−1/2W ( dy ds)

(7.33)

in L2 so u(x, t) is a solution to (7.5). This also proves

sup
0≤x≤L

sup
0≤t≤T

E
(
|u(x, t)|2

)
=

(
∞∑
n=1

Rn(t)

)2

<∞. (7.34)

Uniqueness: Suppose u and v both solve (7.5) with the same initial condition and f

satisfies the integrability condition (7.2). Let d(x, t) = u(x, t)− v(x, t). Then using

Burkholder’s inequality [4], we have

E
(
|d(x, t)|2

)
=E

[(∫ t

0

∫ ∞
−∞

[f(u(y, s))− f(v(y, s))] Π(t− s;x− y)sH−1/2W ( dy ds)

)2
]

≤
∫ t

0

∫ ∞
−∞

E
[
(f(u(y, s))− f(v(y, s)))2]Π2(t− s;x− y)s2H−1 dy ds

≤K2

∫ t

0

∫ ∞
−∞

E
(
|d(y, s)|2

)
Π2(t− s;x− y)s2H−1 dy ds.

(7.35)

Let

R(t) := sup
0≤x≤L

sup
0≤s≤t

E
(
|d(x, s)|2

)
. (7.36)
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Then using the definition of Π, we have

R(t) ≤K2

∫ t

0

∫ ∞
−∞

R(s)Π2(t− s;x− y)s2H−1 dy ds

=K2

∫ t

0

R(s)s2H−1

∫ ∞
−∞

Π2(t− s;x− y) dy ds

=CK2

∫ t

0

R(s)s2H−1(t− s)−1/2 ds.

(7.37)

By Lemma 7.2.3, we have

R(t) ≤ A

(∫ t

0

Rq(s) ds

)1/q

, (7.38)

which implies

Rq(t) ≤ Aq
∫ t

0

Rq(s) ds, (7.39)

for some constant A and q > 2, uniformly for all t ∈ [0, T ]. Therefore by Gronwall’s

lemma 7.2.4, Rq(t) ≡ 0 and therefore R(t) ≡ 0. This concludes the uniqueness

proof.

In the case of fractional noise, the analogous functions Rn(t) as in the above

proof are finite for H > 3/8 but for 3/8 < H < 1/2, summability remains unproven

to date [12].

7.3 Continuity

Next, to prove that this unique solution u(x, t) is continuous, we need some lemmas.

Lemma 7.3.1. For −1/2 < α < 0 and x ≥ 0,

∞∑
n=0

xα+n+1

n!(α + n+ 1)
≤ 4ex. (7.40)

Proof. We prove the lemma in two cases:
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1. If x < 1 then for all n ≥ 0, xn ≤ 1. Also, α + 1 > 0 so α + n + 1 > n.

Therefore,
∞∑
n=0

xα+n+1

n!(α + n+ 1)

≤xα+1

∞∑
n=0

1

n!(α + n+ 1)

=xα+1

(
1

α + 1
+
∞∑
n=1

1

n!(α + n+ 1)

)

≤xα+1

(
1

α + 1
+
∞∑
n=1

1

n!n

)

≤xα+1

(
1

α + 1
+
∞∑
n=1

1

n!

)

=xα+1

(
1

α + 1
+ e− 1

)
≤xα+1

(
1

α + 1
+ 2

)
.

≤
(

1

α + 1
+ 2

)
ex

≤4ex.

(7.41)

2. Now suppose x ≥ 1. Let f(x) =
∑∞

n=0
xα+n+1

n!(α+n+1)
. We will show that f(1) < e1

and for all x > 1, f ′(x) ≤ ex, which suffices to show f(x) ≤ ex ≤ 4ex for x > 1:

f(1) =
∞∑
n=0

1

n!(α + n+ 1)
< e1. (7.42)
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Next,

f ′(x)

=
∞∑
n=0

xn+α

n!

=xα
∞∑
n=0

xn

n!

=xαex

≤ex (since α < 0 and x ≥ 1).

(7.43)

Lemma 7.3.2. For t ∈ [0, T ] and H ∈ (1/4, 1),

∫ t

0

s2H−1e−2(t−s)ξ2

ds ≤


cT

1+ξ2 if H ≥ 1/2

23−2H

ξ4H if 1/4 < H < 1/2.
(7.44)

Proof. We prove this Lemma in two cases.

1. In the case H ≥ 1/2, 2H − 1 > 0 so we have∫ t

0

s2H−1e−2(t−s)ξ2

ds

≤ t2H−1

∫ t

0

e−2(t−s)ξ2

ds

≤ T 2H−1

∫ t

0

e−2(t−s)ξ2

ds

= T 2H−1e−2tξ2

∫ t

0

e2sξ2

ds

= T 2H−1e−2tξ2

(
e2tξ2 − 1

2ξ2

)

= T 2H−1

(
1− e−2tξ2

2ξ2

)
≤ CT

1 + ξ2
,

(7.45)

uniformly for all 0 ≤ t ≤ T , where the last inequality is shown in two cases:
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(a) When |ξ| ≤ 1 and thus ξ2 ≤ 1, consider the Taylor expansion of e−2tξ2
:

e−2tξ2

= 1 +−2tξ2 +
(2tξ2)2

2
− (2tξ2)3

3!
+ . . .

⇒1− e−2tξ2

= 2tξ2 − (2tξ2)2

2
+

(2tξ2)3

3!
− . . .

⇒1− e−2tξ2

2ξ2
≤ t.

(7.46)

Then since |ξ| ≤ 1, we have 1 + ξ2 ≤ 2 and so

1− e−2tξ2

2ξ2
≤ t = t

(
1 + ξ2

1 + ξ2

)
≤ 2t

1 + ξ2
≤ 2T

1 + ξ2
. (7.47)

(b) When |ξ| > 1, 1− e−2tξ2
< 1 so we have

1− e−2tξ2

2ξ2
<

1

2ξ2
=

1

2ξ2

(
1 + ξ2

1 + ξ2

)
=

1

1 + ξ2

(
1

2ξ2
+

1

2

)
≤ 1

1 + ξ2
.

(7.48)

2. In the case 1/4 < H < 1/2, we use the Taylor expansion of e2sξ2
, Fubini’s
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theorem, and Lemma 7.3.1:∫ t

0

s2H−1e−2(t−s)ξ2

ds

= e−2tξ2

∫ t

0

s2H−1e2sξ2

ds

= e−2tξ2

∫ t

0

s2H−1

∞∑
n=0

(2sξ2)n

n!
ds

= e−2tξ2
∞∑
n=0

(2ξ2)n

n!

∫ t

0

s2H−1+n ds

= e−2tξ2
∞∑
n=0

(2ξ2)n

n!(2H + n)
t2H+n

= t2He−2tξ2
∞∑
n=0

(2tξ2)n

n!(2H + n)

=
t2He−2tξ2

(2tξ2)2H

∞∑
n=0

(2tξ2)n+2H

n!(2H + n)

=
e−2tξ2

(2ξ2)2H

∞∑
n=0

(2tξ2)n+2H

n!(2H + n)

≤ 4e−2tξ2

(2ξ2)2H
e2tξ2

=
22−2H

ξ4H
, where 1 < 4H < 2.

(7.49)

Lemma 7.3.3. For x ≥ 0,

(1− e−x)2 ≤ min(x2, 1). (7.50)
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Proof. To see (1− e−x)2 ≤ 1, we have

x ≥ 0

⇒0 ≤ e−x ≤ 1

⇒− 1 ≤ −e−x ≤ 0

⇒0 ≤ 1− e−x ≤ 1

⇒(1− e−x)2 ≤ 1.

(7.51)

To see (1 − e−x)2 ≤ x2, we set f(x) = x + e−x − 1. Then f(0) = 0 and f ′(x) =

1− e−x ≥ 0 as above and therefore f(x) = x + e−x − 1 ≥ 0 for x ≥ 0. This proves

0 ≤ 1− e−x ≤ x and thus (1− e−x)2 ≤ x2, as required.

Lemma 7.3.4. For 1/4 < H < 1/2 and 0 ≤ t ≤ t′,∫ ∞
−∞

[
1− e−(t′−t)ξ2

]2
∫ t

0

s2H−1e−2(t−s)ξ2

ds dξ

≤ 24−2H

(
1

5− 4H
+

1

4H − 1

)
(t′ − t)2H−1/2.

(7.52)

Proof. By Lemma 7.3.2 and Lemma 7.3.3,∫ ∞
−∞

[
1− e−(t′−t)ξ2

]2
∫ t

0

s2H−1e−2(t−s)ξ2

ds dξ

≤23−2H

∫ ∞
−∞

[
1− e−(t′−t)ξ2

]2

ξ4H
dξ

=24−2H

∫ ∞
0

[
1− e−(t′−t)ξ2

]2

ξ4H
dξ

≤24−2H

∫ ∞
0

min((t′ − t)2ξ4, 1)

ξ4H
dξ

=24−2H

(
(t′ − t)2

∫ (t′−t)−1/2

0

ξ4−4H dξ +

∫ ∞
(t′−t)−1/2

ξ−4H dξ

)
(note H > 1/4)

=24−2H

(
1

5− 4H
+

1

4H − 1

)
(t′ − t)2H−1/2.

(7.53)
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Lemma 7.3.5. For 1/2 ≤ H < 1 and 0 ≤ t ≤ t′ ≤ T ,∫ ∞
−∞

[
1− e−(t′−t)ξ2

]2
∫ t

0

s2H−1e−2(t−s)ξ2

ds dξ ≤ 4T 2H−1

3
(t′ − t)1/2. (7.54)

Proof. If H ≥ 1/2 then for all 0 ≤ s ≤ t, we have s2H−1 ≤ t2H−1 ≤ T 2H−1. So by

Lemma 7.3.3, ∫ ∞
−∞

[
1− e−(t′−t)ξ2

]2
∫ t

0

s2H−1e−2(t−s)ξ2

ds dξ

≤T 2H−1

∫ ∞
−∞

[
1− e−(t′−t)ξ2

]2

e−2tξ2

∫ t

0

e2sξ2

ds dξ

=T 2H−1

∫ ∞
−∞

[
1− e−(t′−t)ξ2

]2

e−2tξ2

(
e2tξ2 − 1

)
2ξ2

dξ

=T 2H−1

∫ ∞
−∞

[
1− e−(t′−t)ξ2

]2

(
1− e−2tξ2

)
2ξ2

dξ

≤T 2H−1

∫ ∞
−∞

[
1− e−(t′−t)ξ2

]2

2ξ2
dξ

=2T 2H−1

∫ ∞
0

[
1− e−(t′−t)ξ2

]2

2ξ2
dξ

≤2T 2H−1

∫ ∞
0

min((t′ − t)2ξ4, 1)

2ξ2
dξ

=2T 2H−1

(∫ (t′−t)−1/2

0

(t′ − t)2ξ4

2ξ2
dξ +

∫ ∞
(t′−t)−1/2

1

2ξ2
dξ

)

=2T 2H−1

(
(t′ − t)2

2

∫ (t′−t)−1/2

0

ξ2 dξ +
1

2

∫ ∞
(t′−t)−1/2

ξ−2 dξ

)

=T 2H−1

(
(t′ − t)2 1

3
((t′ − t)−1/2)3 + ((t′ − t)−1/2)−1

)
=T 2H−1

(
1

3
(t′ − t)1/2 + (t′ − t)1/2

)
=

4Tα

3
(t′ − t)1/2.

(7.55)
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Lemma 7.3.6. For 0 ≤ t ≤ t′,∫ ∞
−∞

(Π(t′ − s;x− y)− Π(t− s;x− y))2 dy

=
1

2π

∫ ∞
−∞

e−2(t−s)ξ2
(
e−(t′−t)ξ2 − 1

)2

dξ.

(7.56)

Proof. The Fourier transform of Π(t, x) = 1√
4πt
e
−x2

4t in x is

Π̂(t, ξ) =
1√
2π

∫ ∞
−∞

e−ixξΠ(t, x) dx

=
1√
2π

1√
4πt

∫ ∞
−∞

e−ixξe
−x2

4t dx

=
1√
2π

1√
4πt

∫ ∞
−∞

e
−x2

4t
−ixξ dx

=
1√
2π
e−tξ

2 1√
4πt

∫ ∞
−∞

e−
1
4t

(x+2tiξ)2

dx

=
1√
2π
e−tξ

2

.

(7.57)

Then by Plancherel’s theorem and linearity of the Fourier transform,∫ ∞
−∞

(Π(t′ − s;x− y)− Π(t− s;x− y))
2
dy

= ||Π(t′ − s;x− y)− Π(t− s;x− y)||22

=
∣∣∣∣∣∣Π̂(t′ − s; ξ)− Π̂(t− s; ξ)

∣∣∣∣∣∣2
2

=

∣∣∣∣∣∣∣∣ 1√
2π
e−(t′−s)ξ2 − 1√

2π
e−(t−s)ξ2

∣∣∣∣∣∣∣∣2
2

=
1

2π

∫ ∞
−∞

(
e−(t′−s)ξ2 − e−(t−s)ξ2

)2

dξ

=
1

2π

∫ ∞
−∞

e−2(t−s)ξ2
(
e−(t′−t)ξ2 − 1

)2

dξ.

(7.58)

We aim to show that there is a continuous solution for (7.1), i.e. a continuous
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modification of u(x, t) where

u(x, t) =

∫ ∞
−∞

u0(y)Π(t, x−y) dy+

∫ t

0

∫ ∞
−∞

f(u(y, s))Π(t−s, x−y)sH−1/2W ( dy ds),

(7.59)

as in (7.5). For simplicity, we will assume the initial condition u0 is constant. Then

the first term of (7.5) is

U0(x, t) = C

∫ ∞
−∞

Π(t, x− y) dy = C (7.60)

since Π(t, a) is a Gaussian density. Then the derivative of U0(x, t) with respect

to both x and t is 0 and therefore bounded by, say 1. Then by the Mean Value

Theorem,

|U0(x, t)− U0(x, t′)|k ≤ |t− t′|k (7.61)

and

|U0(x, t)− U0(x′, t)|k ≤ |x− x′|k . (7.62)

This is sufficient to show that the first term is continuous with Hölder continuity 1,

in both space and time. Next we prove that there exists a continuous modification

of the second term of (7.5), U(x, t), where

U(x, t) :=

∫ t

0

∫ ∞
−∞

f(u(y, s))Π(t− s;x− y)sH−1/2W ( dy ds). (7.63)

Theorem 7.3.7. There exists a constant Ck > 0 such that uniformly for all (x, t),

(x, t′) ∈ (−∞,∞)× [0, T ],

E
(
|U(x, t)− U(x, t′)|k

)
≤ Ck|t− t′|γ, (7.64)

where U is defined as in (7.63), and

γ =

(H − 1/4)k if 1/4 < H < 1/2 and

k/4 if 1/2 ≤ H < 1.
(7.65)
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Proof. Let 0 ≤ t ≤ t′. Then

U(x, t′)− U(x, t)

=

∫ t

0

∫ ∞
−∞

f(u(y, s)) [Π(t′ − s;x− y)− Π(t− s;x− y)] sH−1/2W ( dy ds)

+

∫ t′

t

∫ ∞
−∞

f(u(y, s))Π(t′ − s;x− y)sH−1/2W ( dy ds).

(7.66)

Define

Λ(s, t, t′;x, y) := [Π(t′ − s;x− y)− Π(t− s;x− y)]
2
. (7.67)

Then by Burkholder’s inequality [4], the inequality |a + b|k ≤ 2k|a|k + 2k|b|k, and

(7.2),

E
(
|U(x, t)− U(x, t′)|k

)
≤2kckE

[(∫ t

0

∫ ∞
−∞

f 2(u(y, s))Λ(s, t, t′;x, y)s2H−1 dy ds

)k/2]

+ 2kckE

(∫ t′

t

∫ ∞
−∞

f 2(u(y, s))Π2(t′ − s;x− y)s2H−1 dy ds

)k/2


≤2kck

(∫ t

0

∫ ∞
−∞

K2Λ(s, t, t′;x, y)s2H−1 dy ds

)k/2
+ 2kck

(∫ t′

t

∫ ∞
−∞

K2Π2(t′ − s;x− y)s2H−1 dy ds

)k/2

=(2K)kck

(∫ t

0

∫ ∞
−∞

Λ(s, t, t′;x, y)s2H−1 dy ds

)k/2
+ (2K)kck

(∫ t′

t

∫ ∞
−∞

Π2(t′ − s;x− y)s2H−1 dy ds

)k/2

.

(7.68)

To bound the first term, we use Lemma 7.3.6, Fubini’s theorem, and finally Lemmas
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7.3.4 and 7.3.5:

(2K)kck

(∫ t

0

∫ ∞
−∞

Λ(s, t, t′;x, y)s2H−1 dy ds

)k/2
=

(2K)kck
2π

(∫ t

0

s2H−1

∫ ∞
−∞

e−2(t−s)ξ2
[
1− e−(t′−t)ξ2

]2

dξ ds

)k/2
=

(2K)kck
2π

(∫ ∞
−∞

[
1− e−(t′−t)ξ2

]2
(∫ t

0

s2H−1e−2(t−s)ξ2

ds

)
dξ

)k/2

≤


(2K)kck

2π

(
23−α ( 1

3−2α
+ 1

2α+1

)
(t′ − t)α+1/2

)k/2
if 1/4 < H < 1/2

(2K)kck
2π

(
4Tα

3
(t′ − t)1/2

)k/2
if 1/2 ≤ H < 1

=


(2K)kck

2π

(
24−2H

(
1

5−4H
+ 1

4H−1

)
(t′ − t)2H−1/2

)k/2
if 1/4 < H < 1/2

(2K)kck
2π

(
4Tα

3
(t′ − t)1/2

)k/2
if 1/2 ≤ H < 1

=

Dk(t
′ − t)(H−1/4)k if 1/4 < H < 1/2

D′k(t
′ − t)k/4 if 1/2 ≤ H < 1

.

(7.69)

A bound for the second term in (7.68) uses the definition of Π and the Gaussian

probability density function:

(2K)kck

(∫ t′

t

∫ ∞
−∞

Π2(t′ − s;x− y)s2H−1 dy ds

)k/2

=(2K)kck

(∫ t′

t

∫ ∞
−∞

(
1

(4π(t′ − s))1/2
e
−(x−y)2

4(t′−s)

)2

s2H−1 dy ds

)k/2

=(2K)kck

(∫ t′

t

s2H−1

∫ ∞
−∞

(
1

4π(t′ − s)
e
−(x−y)2

2(t′−s)

)
dy ds

)k/2

=(2K)kck

(∫ t′

t

s2H−1 2

4(2π(t′ − s))1/2

∫ ∞
−∞

(
1

(2π(t′ − s))1/2
e
−(x−y)2

2(t′−s)

)
dy ds

)k/2

=
(2K)kck
2(2π)1/2

(∫ t′

t

s2H−1(t′ − s)−1/2 ds

)k/2

.

(7.70)
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If H ≥ 1/2, then 2H − 1 ≥ 0 so

(2K)kck
2(2π)1/2

(∫ t′

t

s2H−1(t′ − s)−1/2 ds

)k/2

≤T 2H−1 (2K)kck
2(2π)1/2

(∫ t′

t

(t′ − s)−1/2 ds

)k/2

=T 2H−1 (2K)kck
2(2π)1/2

(
2(t′ − t)1/2

)k/2
=Ck(t

′ − t)k/4.

(7.71)

If 1/4 < H < 1/2, then the function f(x) = x2H−1 is decreasing so by Lemma 7.2.2,

we have

(2K)kck
2(2π)1/2

(∫ t′

t

s2H−1(t′ − s)−1/2 ds

)k/2

=
(2K)kck
2(2π)1/2

(∫ t′−t

0

(u+ t)2H−1(t′ − t− u)−1/2 du

)k/2

(where u = s− t)

≤(2K)kck
2(2π)1/2

(∫ t′−t

0

u2H−1(t′ − t− u)−1/2 du

)k/2

=
(2K)kck
2(2π)1/2

(
(t′ − t)2H−1/2β(2H, 1/2)

)k/2
=C ′k(t

′ − t)(H−1/4)k.

(7.72)

Before we prove continuity in x, a few more lemmas:

Lemma 7.3.8. For x, x′ ∈ R,∫ ∞
−∞
|Π(t− s;x− y)− Π(t− s;x′ − y)|2 dy =

1

2π

∫ ∞
−∞

e−2(t−s)ξ2
∣∣∣1− eiξ(x′−x)

∣∣∣2 dξ.
(7.73)

Proof. As shown in the proof of Lemma 7.3.6, the Fourier transform of Π(t, x) =
1√
4πt
e
−x2

4t in x is

Π̂(t, ξ) =
1√
2π
e−tξ

2

. (7.74)
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Let u = x−y. Then by Plancherel’s theorem and properties of the Fourier transform,∫ ∞
−∞
|Π(t− s;x− y)− Π(t− s;x′ − y)|2 dy

=

∫ ∞
−∞
|Π(t− s;u)− Π(t− s;x′ − x+ u)|2 du

= ||Π(t− s;u)− Π(t− s;x′ − x+ u)||22

=
∣∣∣∣∣∣Π̂(t− s, ξ)− e−iξ(x′−x)Π̂(t− s, ξ)

∣∣∣∣∣∣2
2

=
∣∣∣∣∣∣Π̂(t− s, ξ)

(
1− e−iξ(x′−x)

)∣∣∣∣∣∣2
2

=

∣∣∣∣∣∣∣∣ 1√
2π
e−(t−s)ξ2

(
1− e−iξ(x′−x)

)∣∣∣∣∣∣∣∣2
2

=

∫ ∞
−∞

∣∣∣∣ 1√
2π
e−(t−s)ξ2

(
1− e−iξ(x′−x)

)∣∣∣∣2 dy
=

1

2π

∫ ∞
−∞

e−2(t−s)ξ2
∣∣∣1− e−iξ(x′−x)

∣∣∣2 dξ.

(7.75)

Lemma 7.3.9. For x, x′ ∈ R,∫ ∞
−∞

∣∣∣1− eiξ(x−x′)∣∣∣2 1

ξ4H
dξ = 4

∫ ∞
0

|1− cos(ξ(x′ − x))| 1

ξ4H
dξ. (7.76)

Proof. By elementary arithmetic, we have∣∣∣1− eiξ(x−x′)∣∣∣2 = |1− cos(ξ(x− x′))− i sin(ξ(x− x′))|2

= (1− cos(ξ(x− x′)))2
+ sin2(ξ(x− x′))

=1− 2 cos(ξ(x− x′)) + cos2(ξ(x− x′)) + sin2(ξ(x− x′))

=2− 2 cos(ξ(x− x′))

(7.77)

and therefore since (1− cos(ξ(x− x′))) 1
ξ4H is even,∫ ∞

−∞

∣∣∣1− eiξ(x−x′)∣∣∣2 1

ξ4H
dξ =2

∫ ∞
−∞

(1− cos(ξ(x− x′))) 1

ξ4H
dξ

=4

∫ ∞
0

(1− cos(ξ(x− x′))) 1

ξ4H
dξ.

(7.78)
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Lemma 7.3.10. For all θ ∈ R,

2− 2 cos(θ) ≤ min(4, θ2) (7.79)

Proof. Since −1 ≤ cos(θ) for all θ ∈ R, 2− 2 cos(θ) ≤ 4. To see 1− cos(θ) ≤ θ2, let

f(θ) = 2 cos(θ) + θ2 − 2. Then f(0) = 0 and for x ≥ 0, f ′(θ) = −2 sin(θ) + 2θ ≥
2θ + 2θ = 0. Thus for θ ≥ 0, f(θ) ≥ 0. Since f is even, we have f(θ) ≥ 0 for all

θ ∈ R, as required.

Lemma 7.3.11. For x, x′ ∈ R,∫ t

0

∫ ∞
−∞
|Π(t− s, x− y)− Π(t− s, x′ − y)|2 dy ds ≤ 5|x′ − x|

2π
. (7.80)
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Proof. By Lemma 7.3.8, Fubini’s theorem, and Lemma 7.3.10,∫ t

0

∫ ∞
−∞
|Π(t− s, x− y)− Π(t− s, x′ − y)|2 dy ds

=

∫ t

0

1

2π

∫ ∞
−∞

e−2(t−s)ξ2
∣∣∣1− eiξ(x′−x)

∣∣∣2 dξ ds
=

1

2π

∫ ∞
−∞

∣∣∣1− eiξ(x′−x)
∣∣∣2 ∫ t

0

e−2(t−s)ξ2

ds dξ

=
1

2π

∫ ∞
−∞

∣∣∣1− eiξ(x′−x)
∣∣∣2 e−2tξ2

∫ t

0

e2sξ2

ds dξ

=
1

2π

∫ ∞
−∞

∣∣∣1− eiξ(x′−x)
∣∣∣2 e−2tξ2 1

2ξ2

(
e2tξ2 − 1

)
dξ

=
1

2π

∫ ∞
−∞

∣∣∣1− eiξ(x′−x)
∣∣∣2 1− e−2tξ2

2ξ2
dξ

=
1

2π

∫ ∞
−∞

(2− 2 cos(ξ(x′ − x)))
1− e−2tξ2

2ξ2
dξ

=
1

π

∫ ∞
0

(2− 2 cos(ξ(x′ − x)))
1− e−2tξ2

2ξ2
dξ

≤ 1

π

∫ ∞
0

min(4, ξ2(x′ − x)2)
1− e−2tξ2

2ξ2
dξ

≤ 1

π

∫ ∞
0

min(4, ξ2(x′ − x)2)

2ξ2
dξ

=
1

2π

(
(x′ − x)2

∫ |x′−x|−1

0

1 dξ + 4

∫ ∞
|x′−x|−1

ξ−2 dξ

)
=

1

2π

(
(x′ − x)2|x′ − x|−1 + 4(|x′ − x|−1)−1

)
=

5|x′ − x|
2π

.

(7.81)

Theorem 7.3.12. There exists a constant Dk > 0 such that uniformly for all

(x, t), (x′, t) ∈ (−∞,∞)× [0, T ],

E
(
|U(x, t)− U(x′, t)|k

)
≤ Dk|x− x′|γ, (7.82)
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where U is defined as in (7.63), and

γ =

(2H − 1/2)k if 1/4 < H < 1/2 and

k/2 if 1/2 ≤ H < 1.
(7.83)

Proof. Let x, x′ ∈ [0, L]. Then by Burkholder’s inequality [4] and condition (7.2) of

f ,

E
[
|U(x, t)− U(x′, t)|k

]
=E

[∣∣∣∣∫ t

0

∫ ∞
−∞

f(u(y, s))Π(t− s;x− y)sH−1/2W ( dy ds)

−
∫ t

0

∫ ∞
−∞

f(u(y, s))Π(t− s;x′ − y)sH−1/2W ( dy ds)

∣∣∣∣k
]

=E

[∣∣∣∣∫ t

0

∫ ∞
−∞

f(u(y, s))(Π(t− s;x− y)− Π(t− s;x′ − y))sH−1/2W ( dy ds)

∣∣∣∣k
]

≤E

[
ck

(∫ t

0

∫ ∞
−∞

f 2(u(y, s))(Π(t− s;x− y)− Π(t− s;x′ − y))2s2H−1 dy ds

)k/2]

=ck

(∫ t

0

∫ ∞
−∞

E
[
f 2(u(y, s))

]
(Π(t− s;x− y)− Π(t− s;x′ − y))2s2H−1 dy ds

)k/2
≤ckKk

(∫ t

0

∫ ∞
−∞

(Π(t− s;x− y)− Π(t− s;x′ − y))2s2H−1 dy ds

)k/2
=ckK

k

(∫ t

0

s2H−1

∫ ∞
−∞

(Π(t− s;x− y)− Π(t− s;x′ − y))2 dy ds

)k/2
.

(7.84)
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If H ≥ 1/2 then we have, by Lemma 7.3.11,

ckK
k

(∫ t

0

s2H−1

∫ ∞
−∞

(Π(t− s;x− y)− Π(t− s;x′ − y))2 dy ds

)k/2
≤ckKk

(
T 2H−1

∫ t

0

∫ ∞
−∞

(Π(t− s;x− y)− Π(t− s;x′ − y))2 dy ds

)k/2
=ckK

kT (2H−1)k/2

(∫ t

0

∫ ∞
−∞

(Π(t− s;x− y)− Π(t− s;x′ − y))2 dy ds

)k/2
≤ckKkT (2H−1)k/2

(
5|x− x′|

2π

)k/2
by Lemma 7.3.11

=ckK
kT (2H−1)k/2

(
5

2π

)k/2
|x− x′|k/2

=Jk|x− x′|k/2.

(7.85)
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If 1/4 < H < 1/2, then by Lemmas 7.3.8, 7.3.2, 7.3.9, and 7.3.10, we have

ckK
k

(∫ t

0

s2H−1

∫ ∞
−∞

(Π(t− s;x− y)− Π(t− s;x′ − y))2 dy ds

)k/2
=ckK

k

(∫ t

0

s2H−1

(
1

2π

∫ ∞
−∞

e−2(t−s)ξ2
∣∣∣1− eiξ(x−x′)∣∣∣2 dξ) ds

)k/2
=
ckK

k

(2π)k/2

(∫ ∞
−∞

∣∣∣1− eiξ(x−x′)∣∣∣2 ∫ t

0

s2H−1e−2(t−s)ξ2

ds dξ

)k/2
≤ ckK

k

(2π)k/2

(∫ ∞
−∞

∣∣∣1− eiξ(x−x′)∣∣∣2 23−2H

ξ4H
dξ

)k/2
=
ckK

k2(3−2H)k/2

(2π)k/2

(∫ ∞
−∞

∣∣∣1− eiξ(x−x′)∣∣∣2 1

ξ4H
dξ

)k/2
=
ckK

k2(2−2H)k/2

πk/2

(∫ ∞
0

|1− cos(ξ(x′ − x))| 1

ξ4H
dξ

)k/2
≤ckK

k2(1−H)k

(2π)k/2

(∫ ∞
0

min(4, ξ2(x′ − x)2)
1

ξ4H
dξ

)k/2
=
ckK

k2(1−H)k

(2π)k/2

(
(x′ − x)2

∫ |x−x′|−1

0

ξ2−4H dξ + 4

∫ ∞
|x−x′|−1

ξ−4H dξ

)k/2

=
ckK

k2(1−H)k

(2π)k/2

(
1

3− 4H
(x′ − x)2(|x− x′|−1)3−4H +

4

4H − 1
(|x− x′|−1)1−4H

)k/2
=
ckK

k2(1−H)k

(2π)k/2

(
4

3− 4H
|x− x′|4H−1 +

1

4H − 1
|x− x′|4H−1

)k/2
=
ckK

k2(1−H)k

(2π)k/2

((
1

3− 4H
+

4

4H − 1

)
|x− x′|4H−1

)k/2
=J ′k|x− x′|(2H−1/2)k.

(7.86)

The Hölder continuity in space and time is summarized in Table 1.1. Finally,

since we have continuity in both x and t, we can show that u(x, t) has a Hölder

continuous modification, using Kolmogorov’s continuity theorem [19]: For fixed H,
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define the norm ||(x, t)||H on R× R by

||(x, t)||H =

|x|2H−1/2 + |t|H−1/4 if 1/4 < H < 1/2, and

|x|1/2 + |t|1/4 if 1/2 ≤ H < 1.
(7.87)

Note that the H-norm ||.||H is topologically equivalent to the standard Euclidean

norm. Now we can combine our continuity results, Theorems 7.3.7 and 7.3.12:

Theorem 7.3.13. There exists a constant Ak > 0 such that uniformly for all

(x, t), (x′, t′) ∈ [0, T ]× (−∞,∞),

E
(
|U(x, t)− U(x′, t′)|k

)
≤ Ak||(x, t)− (x′, t′)||kH . (7.88)

Moreover, by Kolmogorov’s continuity theorem [19], it follows that U(x, t) has a

continuous modification.
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