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Abstract 
 

This study aims at evaluating the performance of a company, ‘XYZ Company’, that has 115 

service locations. Because of its ability of handling large numbers of inputs and outputs, and 

removing the need of predefining the factors’ weights, Data Envelopment Analysis (DEA) is 

used. DEA is benchmark tool that measures the efficiency of entities with respect to each other 

by assessing their performance of utilizing inputs to produce outputs. Researchers have 

developed several DEA models, all of which have different characteristics. 

A main assumption of DEA is that the entities are homogeneous – i.e. operating under similar 

conditions, which is not applicable sometimes. Thus, various approaches have been introduced to 

relax the homogeneity assumption. In this study, we propose an approach that estimates the 

efficiency over some stages, obtains efficiency scores from each stage, and then calculates the 

final weighted score by assigning a higher weight to the stage that represents the actual 

conditions of the entity more clearly. 

We apply three DEA models, utilizing the proposed approach to overcome the entities’ 

heterogeneity, to the data set of XYZ Company. Then, we compare the results of the three 

models, analyze the efficiency scores of the 115 service locations, and provide some major 

findings. 
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 Introduction 
 

An international company which we refer to in this paper as “XYZ Company” has customers all 

over the world. In the United States, there are tens of thousands customers who use its products 

on a daily basis. It doesn’t only sell the products but also provides post-sale services. 

Consequently, it has high demand of maintenance orders which could be for repairs or spare 

parts installation. XYZ Company’s products are mainly different kinds of machines. Each 

machine belongs to a platform and contains several parts. The number of machines exceeds 200 

which results in huge number of spare parts to be available upon customers’ requests. In order to 

store all these parts, different service locations are needed. XYZ Company managed to locate 

these service locations such that logistics and services are optimized. Currently, there are 115 

service locations servicing over 7447 cities in 50 states. 

The process starts with signing a contract with the new customer, and then assigning that 

customer to a service location, most likely the nearest one. However, various factors are taken 

into account in order to do the assignment. For example, the contentious availability of spare 

parts based on how many customers are using the same kind of machine in that area. Another 

factor is the availability of experienced technicians since some machines require a higher level of 

skill, unlike some other machines, which could be repaired by any technician. A key 

consideration is the Part Delivery Time (PDT), which classifies the contracts into three types. 

The service timeframes for the three types, “High Priority”, “Normal Priority”, and “Low 

Priority”, are 2, 4 and 12-hour service delivery windows, respectively. Therefore, some service 

locations are assigned to all types of contracts, while others are only assigned to 2, or even 1 

type. 
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XYZ Company is seeking an efficiency tool to measure the performance of each service 

location, evaluate the effect of the three service performance PDT types and conduct an internal 

benchmark analysis. One objective of the study is to find out how revenue could be increased. In 

other words, what are the cost reduction techniques that are implemented in some service 

locations and can possibly be also done in the others? Another objective is to investigate the 

relationship between the service locations’ efficiency and the assigned PDT types at a particular 

location. In some locations, technicians need to travel for hours to fulfill a service order, while it 

is a matter of few steps in other locations. Such a difference could definitely impact the service 

level and associated costs. 

In this study, we implement Data Envelopment Analysis (DEA) using real data provided by 

XYZ Company to achieve the mentioned objectives. DEA is selected from among a number of 

other efficiency tools because of its capability of dealing with both homogeneous and non-

homogeneous entities, which are entities operate under either similar or different conditions. 

Moreover, DEA can deal with a large number of variables, and come up with weights for 

performance factors. 

 Literature Review 
 

2.1. DEA 

 
In 1978, Charnes et al (Charnes et al., 1978) introduced a measurement tool known as Data 

Envelopment Analysis (DEA). This tool is capable of measuring ‘decision making efficiency’. 

They defined the entities of DEA as Decision Making Units (DMUs) which are the center of 

interest in the analysis. DMU is any unit or processor that consumes certain amount of resources 
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to produce some outcomes. Those resources and outcomes are the inputs and outputs of the 

model, respectively. 

DMUs are evaluated with respect to each other. Hence, DEA gives a relative efficiency score, 

but not an absolute one. More specifically, DMUs are compared with the ‘best’ DMU, and that is 

what distinguishes DEA from other statistical measures which compare entities with the 

‘average’ one. 

Simply put, if a given DMU, “DMU1”, can produce a certain amount of output, “output1”, 

utilizing a certain amount of input, “input1”, then any DMU that has the same amount of 

“input1” should be capable of producing the same amount of “output1”. If a DMU is operating 

“better” than all other DMUs, the model defines it as an efficient DMU with a relative efficiency 

score of 100%. Therefore, those efficient DMUs form the Efficiency Frontier which envelops all 

DMUs. In other words, all data are either touched or contained by the frontier. The score of an 

inefficient DMU is represented by the distance from the DMU to the frontier. Figure 1 shows an 

example of an efficiency frontier that touches entity “B” which makes it efficient, and contains 

the other inefficient entities “A” and “C”. It also shows ways of improving the efficiency of 

entity “C” by reducing the distance between the entity and the frontier. 
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Figure 1: Efficiency Frontier 

Each DMU is given an efficiency score between zero and unity based on the ratio of its outputs 

to its inputs. So, a DMU is given a score of less than unity if there is a linear combination of 

other DMUs that can produce more outputs with a similar quantity of inputs, or produce a similar 

quantity of outputs with less inputs. 

DEA is able to process large numbers of inputs and outputs since it is based on a mathematical 

programming formulation. Also, it is a non-parametric method which removes the need of 

specifying the weights before estimating the frontier. Moreover, it is capable of dealing with 

multiple inputs and outputs that have different units of measure. 

The first DEA model, CCR (Charnes et al., 1978), has some assumptions that limit the use of the 

method in some real cases. Since its introduction, many researchers have studied DEA to relax 

these assumptions and introduce extended models. Some of the assumptions are mentioned and 

discussed in this paper, such as model orientation, non-discretionary factors, return to scale, 
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types of efficiencies, and homogeneity (Banker et al., 1985; Cooper et al., 2007; Sean et al., 

2005; Gregoriou et al., 2007; Haas et al., 2003; Hua, 2006; Ruggiero, 1996). 

2.2. Model Orientation 

 
In general, the efficiency can be declared as the ratio of produced outcomes to utilized resources. 

In DEA, it is referred to as the output\input ratio. Traditionally, there are two ways to increase 

the efficiency; input reduction or output augmentation. Simply put, either the cost of resources 

should be reduced while maintaining, at least, the same level of production or the outcomes of 

production should be increased while utilizing, at most, the same level of resources. So, the 

model that is formulated to reduce costs is called input-oriented model, while the one formulated 

to increase outcomes is called output-oriented model (Cook et al., 2013; Cooper et al., 2007; 

Cooper et al., 2004; Dyson et al., 2001; Gomes et al., 2012). However, it may happen that 

reducing inputs or increasing outputs is insufficient to make a DMU efficient, which motivated 

introducing a new direction of DEA modeling in which inputs get minimized and outputs get 

maximized, simultaneously. Cooper et al. (Cooper et al., 2007) mention Charnes-Cooper-Rhodes 

(CCR) and Banker-Charnes-Cooper (BCC) as examples of input-oriented and output-oriented 

models and The Additive Model and The Slacks-Based Measure (SBM) as examples of 

combined input\output-oriented models. These models will be defined and explained in DEA 

Models section. 

It is worth mentioning that empirical results show that the efficiency scores differ according to 

the choice of the model orientation, except under the assumption of Constant Return to 

Scale(CRS), as Meza et al. mention (Meza et al., 2002). Therefore, the choice should be made 

carefully and reasonably. Here are some tips for choosing: 
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 Control of change over inputs and outputs (Banker et al., 1999): some inputs could be 

exogenous and uncontrollable or some outputs could be limited to a certain level by 

policies. 

 Ease of change: in some cases, changing either inputs or outputs is possible but dealing 

with one of them is much easier than dealing with the other one because of, for example, 

the length of the change process or the reaction of the affected people. 

As a bottom line, it is the management’s call to decide which direction to go, considering all 

conditions and consequences. 

2.3. Non-Discretionary 

 
Identifying the variables of the model should be done carefully. The model should include all 

possible inputs and outputs. Doing so would increase the possibility of having more accurate and 

representative results. However, this may lead to include some factors that cannot be varied, i.e. 

increased or decreased, since they are out of the DMUs’ control. In the literature, these factors 

are referred to as ‘Non-Discretionary’ factors, or as Banker et al (Banker et al., 1985) first called 

them, “exogenously fixed factors”. Ignoring such factors or not considering them as non-

discretionary factors result in infeasible values and misleading efficiency scores. Examples may 

include the budget allocated to a department by the corporation, the population around a market, 

or targeted level of production. Therefore, non-discretionary factors are to be involved in 

assessing the efficiency but not in the improvement actions taken after the analysis because it is 

impossible for a department to go beyond its budget, a market to change the population or a 

manufacturer to exceed the production limit (Cooper et al., 2007; Hua et al., 2007). 
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Dyson et al (Dyson et al., 2001) summarize the techniques to enable accommodating non-

discretionary factors in DEA models: 

Performing an output-oriented model, while all exogenous factors are in the inputs side. 

Performing an input-oriented model, while all exogenous factors are in the outputs side. 

Using DEA models that are extended and formulated to include exogenous factors. See (Cooper 

et al., 2007) for examples such as Non-controllable Variable Model (NCN) and Non-

discretionary Variable Model (NDSC). 

2.4. Return to Scale 

 
Returns, at DMU’s, are of different kinds based on size, all of which have their own 

characteristics and can be found by different models. Data could be analyzed for returns to scale, 

or, a priori information could be used. One of the returns types is Constant Returns to Scale 

(CRS), which, as an alternative, could instead be either Increasing Returns to Scale (IRS) or 

Decreasing Returns to Scale (DRS). CRS implies a proportional relationship between inputs and 

outputs. Simply put, if an activity belongs to the Production Possibility Set (PPS) which is the set 

of all inputs and outputs, then any activity multiplied by a positive scaler should belong as well. 

On the other hand, Variable Returns to Scale (VRS) doesn’t assume proportionality and exhibits 

convexity, instead. VRS was developed by Banker, et al (Banker et al., 1985), to take in scale 

effects in analysis. Basically, VRS allows both IRS and DRS to be combined. In general, 

efficiency scores resulting from CRS are lower than those resulting from VRS, since the frontier 

that exhibit VRS envelops the data more tightly (Cooper et al., 2007; Dyson et al., 2001; Gomes 

et al., 2012; Gregoriou et al., 2007; Martić et al., 2009). 
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2.5. Types of Efficiencies 

 
In DEA, efficiency measures can be classified into two types; radial measures and non-radial 

measures. The radial measures are based on an assumption that all inputs or outputs are changed 

(increased or decreased) in which their proportion remains the same. On the other hand, non-

radial measures not only increase or decrease inputs or outputs but also may alter the mix of 

them in order to reach efficiency. Two examples of radial measures are overall technical 

efficiency and pure technical efficiency. The difference between them is that the overall 

technical efficiency combines both technical efficiency and scale efficiency, whereas the scale 

size is not involved in the pure technical efficiency. So, technical efficiency could bring the 

associated DMU to the frontier but doesn’t necessarily make it efficient because of the inefficient 

proportion of its inputs or outputs. Hence, the importance of the non-radial measure (Cooper et 

al., 2007; Hua, 2006; Koltai et al., 2015; Martić et al., 2009). 

2.6. DEA Model Types 

 
Over the years, many DEA models have been developed. Many of them are extensions of the 

basic ones to relax some assumptions and address associated issues. Each model has specific 

characteristics and might share some similarities with other models. Hence, selecting a model to 

use depends on characteristics of the data and the objective of the analysis. Here, we shed light 

on the most popular basic models and provide a brief comparison. 

2.6.1. CCR 

The first DEA model, CCR, was introduced by Charnes, et al (Charnes et al., 1978) in 1978. It 

was proposed as an efficiency measurement tool that evaluates the overall technical efficiency of 

a DMU. A DMU is CCR-efficient if it has an efficiency score of 1 and has no slacks, which 
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means no excess inputs or outputs shortfall. However, CCR includes only the radial efficiency 

and ignores the impact of non-radial efficiency. Also, CCR assumes a Constant Return to Scale 

and requires semi-positive variables which means at least one element of every input and output 

is positive while the others are non-negative (Cooper et al., 2007). 

2.6.2. BCC 

To relax the assumption of Constant Return to Scale in CCR, Baker (Banker, 1984) introduced 

BCC model which assumes Variable Return to Scale, instead. The relaxation was achieved by 

imposing a new constraint into the formulation to impose a convexity condition. So, CCR 

efficiency is always less than or equal to BCC efficiency. BCC is similar to CCR in most 

characteristics yet it measures only pure technical efficiency. In other words, it neglects the 

impact of both scale size and non-radial efficiency (Cooper et al., 2007). 

2.6.3. The Additive Model 

Charnes, et al (Charnes et al., 1985) introduced another model, The Additive Model, that 

involves the slacks in the objective function and measures the mix efficiency, i.e. considers the 

non-radial efficiency. Another feature of this model is that it has the ability to combine both 

input-oriented and output-oriented models and analyze the data considering both goals. 

However, it lacks the scalar measure that provides the efficiency score (Cooper et al., 2007). 

2.6.4. SBM 

In addition to dealing with the slacks directly in the objective function, SBM model give an 

efficiency score, unlike The Additive Model. SBM was proposed by Tone (Tone, 2001) and is 

also known as Enhanced Russell Measure. It measures the mix efficiency and its efficiency score 

can be interpreted as the product of input and output inefficiencies. Furthermore, it has the ability 
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to deal with variables measured in different units which is called Unit Invariance (Cooper et al., 

2007). 

In Table 1, the main characteristics of the above models are summarized: 

Model CCR BCC-I BCC-O Additive SBM 

Data 

X 
Semi-

positive* 

Semi-

positive* 
Free** Free** 

Semi-

positive* 

Y Free** Free** 
Semi-

positive* 
Free** Free** 

Efficiency Score 

Range 
[0-1] [0-1] [0-1] NA [0-1] 

Type of Efficiency 
Overall 

Technical 

Pure 

Technical 

Pure 

Technical 
Mix Mix 

Return To Scale CRS VRS VRS Both Both 

Table 1: DEA Models Comparison 

*Semi-positive: at least on element of every input and output is positive 

**Free: free in sign; positive, negative or zero 

 

2.7. Non-Homogeneity 

 
DMU’s evaluated by DEA are fundamentally assumed to be homogeneous (Charnes et al., 

1978). Homogeneous units should, typically, operate under similar conditions. Researchers state 

different ways to explain the homogeneity conditions. For example, Soteriou, et al (Soteriou et 

al., 1999) mention having similar size and operating in similar business. However, most 
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publications refer to what Dyson, et al (Dyson et al., 2001) suggest as homogeneity conditions. 

These conditions could be summarized as follows: 

 Performing the same activities and engaging in the same process. Using common 

technology can be included here, as well. 

 Utilizing similar resources (considered as inputs) and producing similar outcomes 

(considered as outputs). 

 Operating in common environments, which enables the model to minimize the impact of 

external factors (Soteriou et al., 1999). 

However, homogeneity conditions might not exist in many real life cases. DMUs could have 

different sizes, operate under different environmental conditions, or lack some inputs or outputs. 

Comparing heterogeneous entities without considering the differences may result in inaccurate 

conclusions. Therefore, extending DEA to relax the assumption of homogeneity has been a rich 

research area recently. Researchers have discussed this topic from different perspectives 

depending on the reason for heterogeneity. For instance, Sarrico (Sarrico, 1998) applied an 

approach which seeks external comparators in the first stage and compare the standing of the 

DMUs in the second stage. Athanassopoulos, et al (Athanassopoulos et al., 1995) clustered the 

DMUs into homogeneous entities and then performed a typical DEA. Another approach was 

proposed by Sexton, et al (Sexton et al., 1994) to integrate DEA with a regression model which 

adjusts the outputs according to the various conditions of the DMUs. However, these approaches 

do not take into account the case of heterogeneity that is caused by having different sets of inputs 

or outputs. To address this issue, Cook, et al (Cook et al., 2012) proposed a 3-step process to 

measure the efficiency. In the first step, they classify the outputs into subgroups in which one of 

the subgroups contains the common outputs, and then the inputs are split among the outputs 
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subgroups. Then, a standard DEA analysis is performed only for the DMUs that have common 

outputs. In the last step, DEA analysis is performed again only for the DMUs which have extra 

outputs. For DMUs that have been analyzed twice, the final efficiency score is calculated using 

weighted average methods. To illustrate the approach, let’s say we have three DMUs; DMU#A, 

DMU#B and DMU#C. All three DMUs produce four common outputs; set1 {Y1, Y2, Y3, Y4}. 

Only DMU#A and DMU#B produce two more outputs; set2 {Y5, Y6}. The approach is 

performed as follows: 

For DMU#A and DMU#B, a portion of the inputs is assigned to set1 and the other portion to 

set2. On the other hand, all inputs of DMU#C are assigned to set1 since it doesn’t produce set2. 

DEA analysis is carried out to evaluate all DMUs over set1 only, the common outputs. 

Another DEA analysis is carried out to evaluate only DMU#A and DMU#B over set2, the extra 

outputs. 

At the end, the efficiency score of DMU#C is the score measured in step 2, while a weighted 

average method is used to calculate the scores of DMU#A and DMU#B using the scores 

measured in step 2 and step 3. 

Based on the Cook, et al (Cook et al., 2012), we claim, in this paper, that the more outputs we 

involve in each step the more accurate result we get. Also, more weight and credit should be 

given to the step that involves more outputs. Our proposal will be provided and discussed in the 

Methodology section. 
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 Methodology 
 

In this section, we introduce and discuss our proposal and explain the configuration of the model 

and the characteristics of the analysis we are applying. 

3.1. Proposed Approach 

 
There are several factors that increase the accuracy of the efficiency score, two of which are 

including all possible variables and evaluating all DMUs together. Considering both factors at 

the same time is not completely achieved by the methods proposed in the publications that have 

been discussed. What usually happens is one of two approaches: 

 Grouping DMUs into homogeneous subgroups, and then applying a conventional DEA 

analysis for each group separately 

 Comparing DMUs considering only the common outputs they all have. 

Cook, et al (Cook et al., 2012) applied the second approach through multiple steps. The first step 

compares all DMUs considering the common outputs while the second step compares the DMUs 

that have additional outputs considering only the outputs which aren’t considered in the first 

step. We claim that in each step all possible common outputs should be included because this 

represents the performance of the DMUs more realistically. Another way to look at it is that the 

method proposed by Cook, et al (Cook et al., 2012) is based on splitting the inputs and 

considering the portions separately. However, there are some cases where splitting an input 

impacts the effect of having the whole amount altogether. For example, let’s assume a factory 

has 6 workers who produce 3 products. We may split them into 2 groups; 4 workers produce 2 

products and 2 workers produce 1 product. However, the two groups may not be able to 

accomplish production as efficiently as if all workers work together. Reasons could be human 
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factors, management issues, or experience lacking. Hence, what we are pointing to is that we 

should reduce the effect of splitting as much as we can by involving all possible outputs with 

their associated inputs in each step. So, we modify the approach as follows: 

Let’s say we have three DMUs; DMU#A, DMU#B and DMU#C. All three DMUs produce four 

common outputs; set1 {Y1, Y2, Y3, Y4}. Only DMU#A and DMU#B produce two more 

outputs; set2 {Y5, Y6}. The modified steps are: 

 For DMU#A and DMU#B, a portion of the inputs is assigned to set1 and the other 

portion to set2. On the other hand, all inputs of DMU#C are assigned to set1 since it 

doesn’t produce set2. 

 DEA analysis is carried out to evaluate all DMUs over set1 only, the common outputs. 

 Another DEA analysis is carried out to evaluate only DMU#A and DMU#B over set1 and 

set2, all common outputs, without excluding set1. 

In symbols, 

EA = 
𝑠𝑒𝑡1 {𝑌1+𝑌2+𝑌3+𝑌4} + 𝑠𝑒𝑡2 {𝑌5+𝑌6}

𝑋
 

EB = 
𝑠𝑒𝑡1 {𝑌1+𝑌2+𝑌3+𝑌4} + 𝑠𝑒𝑡2 {𝑌5+𝑌6}

𝑋
 

EC = 
𝑠𝑒𝑡1 {𝑌1+𝑌2+𝑌3+𝑌4}

𝑋
 

 A portion of DMU#A and DMU#B inputs is assigned to produce set1 of their outputs, 

denoted as Xset1. 

 DEA analysis for: 

EA1 = 
𝑠𝑒𝑡1 {𝑌1+𝑌2+𝑌3+𝑌4}

𝑋𝑠𝑒𝑡1
, EB1 = 

𝑠𝑒𝑡1 {𝑌1+𝑌2+𝑌3+𝑌4}

𝑋𝑠𝑒𝑡1
 , EC = 

𝑠𝑒𝑡1 {𝑌1+𝑌2+𝑌3+𝑌4}

𝑋
. 

 DEA analysis for: 
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EA2 = 
𝑠𝑒𝑡1 {𝑌1+𝑌2+𝑌3+𝑌4} + 𝑠𝑒𝑡2 {𝑌5+𝑌6}

𝑋𝑠𝑒𝑡1+ 𝑋𝑠𝑒𝑡2
 , EB2 = 

𝑠𝑒𝑡1 {𝑌1+𝑌2+𝑌3+𝑌4} + 𝑠𝑒𝑡2 {𝑌5+𝑌6}

𝑋𝑠𝑒𝑡1+ 𝑋𝑠𝑒𝑡2
. 

Note that the final efficiency score of DMU#C is the score calculated in step 2 (EC). However, 

we have two scores for DMU#A, (EA1) and (EA2), and two score for DMU#B, (EB1) and (EB2). 

To calculate the final score for them, we use the Weighted Average method to assign weights to 

the scores they obtain in each step. We suggest the following approach for determining the 

weights: 

The weight of a score obtained in step i: 

Wi = 
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑢𝑡𝑝𝑢𝑡𝑠 𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑑 𝑖𝑛 𝑠𝑡𝑒𝑝 𝑖

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑢𝑡𝑝𝑢𝑡𝑠 𝑖𝑛 𝑎𝑙𝑙 𝑠𝑡𝑒𝑝𝑠
 

This approach gives more weight to the step that includes more outputs. 

So, the weights for the two steps of the above example: 

W1 = 
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑢𝑡𝑝𝑢𝑡𝑠 𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑑 𝑖𝑛 𝑠𝑡𝑒𝑝 1

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑢𝑡𝑝𝑢𝑡𝑠 𝑖𝑛 𝑎𝑙𝑙 𝑠𝑡𝑒𝑝𝑠
=  

4

10
=  .4 

W2 = 
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑢𝑡𝑝𝑢𝑡𝑠 𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑑 𝑖𝑛 𝑠𝑡𝑒𝑝 2

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑢𝑡𝑝𝑢𝑡𝑠 𝑖𝑛 𝑎𝑙𝑙 𝑠𝑡𝑒𝑝𝑠
=  

6

10
=  .6 

And the final score will be: 

Ef = 
∑ (𝑊𝑖∗𝐸𝑖)𝑖

∑ 𝑊𝑖𝑖
 

Therefore, the final efficiency scores for DMU#A and DMU#B are: 

EAf = 
𝑊1∗𝐸𝐴1 + 𝑊2∗𝐸𝐴2

𝑊1+ 𝑊2
 , EBf = 

𝑊1∗𝐸𝐵1 + 𝑊2∗𝐸𝐵2

𝑊1+ 𝑊2
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In short, the method we propose aims at involving as many variables as possible in each step, 

and then gives a higher weight to the step that considers more outputs. 

To compare both methods and investigate how the results could differ, we applied the proposed 

method in this study to the data provided in Cook’s study (Cook et al., 2012). The problem was 

to examine the efficiency of 32 fabrication plants. All plants have 4 common inputs. Regarding 

outputs, 20 plants, forming the set {N1}, produce 4 outputs while 12 plants, forming the set {N2}, 

produce only 3 outputs. The 3 common outputs comprise the set {R1}, and the additional output 

forms the singleton set {R2}. Cook, et al (Cook et al., 2012) did the following steps: 

1) The inputs of N1 were split between the production of R1 and R2. No split was required 

for N2 because they don’t produce R2. 

2) They carried out a DEA analysis for all 32 plants with respect to R1. The scores of N2 

derived from this step were final. 

3) They carried another DEA analysis for N1 with respect to R2. 

4) N1 plants have two efficiency scores derived from step 2 and 3. So, they used some 

multipliers to come up with weighted scores. 

Now, the modified method is applied to the same data with the following steps: 

1) The inputs of N1 are split between the production of R1 and R2. No split is required for 

N2 because they don’t produce R2. 

2) We carry out a DEA analysis for all 32 plants with respect to R1. The scores of N2 

derived from this step are final. 
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3) We carry another DEA analysis for N1 with respect to both R1 and R2 with all associated 

inputs. 

4) N1 plants have two efficiency scores derived from step 2 and 3. So, we use a weighted 

average method that gives more weight to the score derived from the step that involves 

more outputs. In this case, the weight of scores obtained in step 2 is ( 
3

7
 ) = 0.429, and the 

weight of scores obtained in step 3 is ( 
4

7
 ) = 0.571. 
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Table 2 shows the final results of both the original and the modified methods: 

 

 

Clearly, the modification, we propose, makes some differences. In order to conclude which 

method is more appropriate, systematic guidance is needed. Previous literature has not provided 

this, as mentioned by Schaar, et al (Schaar et al., 2008). However, we point out some 

observations based on our comparison study: 

Table 2: Efficiency Scores of The Original and The Modified Methods 
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 The modified method tends to give slightly higher scores. As a result, it increases the 

confidence of identifying the inefficiencies. Sherman, et al (Sherman et al., 2006) 

considered this tendency of understating the inefficiencies as the nature of DEA which 

makes it a powerful tool that managers can use with confidence. In other words, it is 

more capable of determining the losers. However, it is not an absolute advantage because 

it may result in considering all units as efficient units. But, this is not the case with our 

method since the average percentage of increase in the scores is only 15%. 

 Using the original method, the average score of both N1 and N2 is 77.5%. However, 

using the modified method, the average scores for N1 and N2 are 88.1% and 77.5%, 

respectively. This difference shows that the modified method is more able to discriminate 

between the performance of the plants that produce 4 outputs and those that produce only 

3 outputs. 

 The scores of 3 plants, [2, 4, and 12], have significantly increased. By reviewing the 

method steps, we may assume that the analysis that evaluates these plants with respect to 

R1, step 2, represents 75% of their total production since R1 includes 3 outputs out of 4. 

Therefore, their overall score should be very close to the one obtained in this step. The 

results of the modified method comply with this assumption very well. 

3.2. Analysis Characteristics 

 
The approach proposed earlier is applied to measure the performance of 115 service locations of 

XYZ Company. The primary management objective of the company is to increase the revenue 

and improve the service level, which are the outcomes analyzed by the approach. Hence, the 

model will be output-oriented. However, we will examine the model with the combined 
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orientation, input\output, to figure out if we can improve the situation by working on the inputs 

and the outputs at the same time. 

One of the inputs of the model is the “Demand” which represents the frequency of ordering a 

specific part to be replaced in a specific machine. The company doesn’t have a policy to limit the 

number of service or maintenance orders, which takes the level of demand out of its control. 

Therefore, in the model, we consider the “Demand” to be a non-discretionary factor. 

Analyzing the data set shows that there is no proportional relationship between inputs and 

outputs. Simply put, increasing the service level requires more cost in general. On the other 

hand, spending more money decreases the revenue which is the other output that the company is 

trying to augment. So, a model that allows Variable Returns to Scale would fit the data very well. 

As mentioned earlier, the customers have three options of contracts depending on the “Part 

Deliver Time”. The data we are using is categorized, accordingly. For example, we have three 

groups of revenue sources resulting from having three kinds of customers: “High Priority”, 

“Normal Priority” and “Low Priority”. This categorization is applied to all inputs and outputs. 

Knowing that some service locations lack some inputs and outputs since they are assigned to 

only one or two types of customers results in treating them as “non-homogenous” entities in this 

study. 

Taking the characteristics, mentioned above, into account, the model type we implement should 

be output-oriented, or, we might choose a combined orientation model to analyze the results of 

manipulating both inputs and outputs. Moreover, the model should allow for Variable Returns to 

Scale. Hence, we will tackle the data utilizing three models; BCC-O, Non-oriented SBM, and 

SBM-O. 
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 The Application 
 

4.1. The Data 

 
To conduct the benchmark analysis for the service locations of XYZ Company, we group them 

into three homogenous sets: locations that have all types of contracts, locations that have 2 types, 

and locations that have only one. Among the 115 service locations, 9 locations have all types of 

contracts, while 103 locations have 2, and 3 locations have only one type. 

The model has 4 inputs and 2 outputs, all of which are classified based on the contract type. The 

first input is the “Demand” which is the annual level of maintenance orders requested by 

customers who are assigned to this location. Another input is “Holding Cost” of storing the spare 

parts. Another associated cost is “Replenishment Cost”, which is the cost of ordering spare parts 

to refill the inventory. Also, there is a “Transportation Cost” resulting from moving the parts 

from the service location to the customer’s site. On the output side, the “Revenue” represents the 

annual income of each service location. The other output is the annual “Service” level reached by 

the service location (i.e., the satisfied demand). 

In Table 3, all inputs and outputs are shown with the classification based on the Part Delivery 

Time (PDT) for 2, 4 and 12-hour service delivery timeframes. 
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4.2. Results and Analysis  

 
Three models are applied to the data mentioned above, BCC (output oriented), SBM (not 

oriented), and SBM (output-oriented). The results yielded some variations that is worth 

investigating. XYZ Company is more concerned about the service locations which are not 

performing well, since they provide the focus for improvement. Using DEA enables management 

to discover the inefficient locations and improve them by applying the best practices that are 

done by the efficient locations. To be more focused, we follow the 80-20 rule and point out the 

best 20% and the worst 20% of the service locations. The following tables, Table 4, Table 5, and 

Table 3: Model's Inputs and Outputs 

D=Demand, H=Holding Cost, RP=Replenishment Cost, T=Transportation Cost 

RV=Revenue, S=Service 

SL=Service Location, TC=Type of Contract 
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Table 6, shows those locations and their efficiency scores, utilizing the 3 DEA models 

mentioned, earlier. 

Table 4: The Best and the Worst 20% Service Locations Using BCC 
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Table 5: The Best and the Worst 20% Service Locations Using SBM 

Table 6: The Best and the Worst 20% Service Locations Using SBM-O 
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To show the different performances of the DEA models, we calculate the average score of the 

locations that have all types of contracts, 2 types, and only one type, and compare them in Figure 

2. 

 

In order to achieve the main objective of XYZ Company, which is to find out the service 

locations that are not performing well, we analyze Table 4, Table 5, Table 6, and Figure 2 and 

provide the following observations: 

 BCC consider 80 locations out of 115 as efficient (See Table 4). Also, the scores of the 

inefficient locations are close 1. As Figure 2 shows, these results imply that BCC is not 

the most capable model to distinguish between the DMUs’ efficiencies. A main reason 

for this pattern is that the scores, given by BCC, only represent the Pure Technical 

Efficiency. Thus, we may conclude that the inefficiency of these locations is caused by 

Figure 2: Average Scores of Three types of Service Locations 
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their size of operations. In other word, the combination of inputs and outputs is not 

efficient. 

 On average, the service locations that have 2 types of contract have the lowest scores. In 

addition, they make up the majority of the worst 20% locations and only 10% of them are 

efficient. On the other hand, they form more than 60% of the best 20% lists. This 

distinction indicates a high performance variation within the set of locations that have 

similar conditions. 

 Based on the results of SBM and SBM-O, none of the service locations that have three 

types of contracts appears in the worst 20% lists. However, more than 50% of them are in 

the best 20% lists. 

 Most of the service locations that have only one type of contracts appear in the best 20% 

lists, and considered as efficient. 

 All service locations tend to have higher scores when evaluated from the output side. 

Thus, the management should give some attention to not only augmenting the outputs but 

also reducing the inputs. 

 The same 15 service locations are considered as efficient by both SBM and SBM-O. 

 For SBM and SBM-O, 65% of the worst locations on the 20% lists are similar, while 6 

locations, (17, 27, 42, 53, 60, and 103), are not doing well from the outputs side. 

 All models agree that service locations 13, 43, and 47 have very low efficiency scores. 

Therefore, these locations should be one the first locations to investigate. 

 Although there are some similarities between the results of SBM and SBM-O, they vary, 

mainly, because of the different orientations of them. Simply put, SBM-O aims at 
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increasing the outputs while keeping, at most, the same level of inputs, whereas SBM 

manipulates both inputs and outputs, simultaneously, in order to, jointly, optimize both. 

 By analyzing the weights of inputs and outputs, generated by the Linear Programming in 

the DEA, we notice that most of the best performers give more importance to 

“Transportation Cost”. In contrary, the worst performers give more importance to 

“Replenishment Cost”, which suggests that their “Transportation Cost” is relatively high. 

Therefore, optimizing the “Transportation Cost” is a critical factor of increasing the 

efficiency of the service locations. 

Seeking a response regarding the reasonableness of the results, we have discussed them with 

the management of XYZ Company and we list their reactions: 

 All main service locations are in the list of the best performers, which indicates that 

the company is performing well at the most important locations. In addition, it shows 

that the DEA analysis is, reasonably, representative. 

 Many bad performers are located in the mid region of US, which makes sense to them 

since the management has noted a low service level at that area. 

 Some results are “surprising”. The management think that some service locations are 

doing well, while their scores are low. Uncovering such hidden weaknesses is an 

advantage of DEA, because it involves several factors, unlike the management’s 

judgment, which, mainly, is based on the density of demand and service. However, 

the correctness of the efficiency studies is not, always, assured. There is a chance of 

deviation due to the inaccuracy of the data or the factors are correlated. 
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 Conclusion 

 

This study evaluates the efficiency of 115 service locations of XYZ Company utilizing DEA. 

The locations are non-homogenous as they operate under different conditions. Basically, they 

share a lot of factors, but some of them lack a few of the factors. To overcome that, a method of 

dealing with non-homogeneous DMUs is needed. We apply a method, proposed by Cook, et al 

(Cook et al., 2012), which groups the DMUs into homogeneous sets, and assesses them through 

multiple stages. However, we modify the method in which we keep the DMUs close to their 

actual set of inputs and outputs as much as we can. Then, in order to calculate the final efficiency 

score, we give more weight to the factors that represents the DMU the best. Even though the 

literature has not suggested clear guidance to compare DEA methods, we examine our approach 

using the data of Cook’s study (Cook et al., 2012), and point out some observations. 

To apply the proposed approach to the data of XYZ Company, we select three DEA models, 

BCC (output oriented), SBM, and SBM (output oriented). The selection relies on the 

characteristics of the data and the objective of management. The models yield quite different 

results because they have different orientations and focus on different kinds of efficiencies. 

However, the variation allows for insightful interpretations from different perspectives. For 

example, using both output-oriented and non-oriented models show that some locations are 

performing well in terms of producing outputs but their expenses and use of revenues are 

considerably higher than what would be desired. 

The results show that the service locations that have all types of contracts perform better, on 

average. Furthermore, beside “Demand” and “Service”, a primary factor of being efficient is to 

optimize the “Transportation Cost”. On the other hand, some scores do not conform to the 
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perception of the management regarding some locations. We recommend that management 

conduct further investigations at those locations and consider all possible factors that might 

affect performance. 

For future work, having guidance or a framework, which helps compare the DEA models, would 

be useful, indeed. Although data characteristics may direct the selection among of the models, 

the decision is somewhat subjective and, consequently, can be misleading. Moreover, for 

calculating the final efficiency score using the scores obtained through the stages, it would be 

helpful to develop a systematic weighting method that considers not only the number of outputs 

involved, but also the weights generated by the LP for them.  
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