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## Abstract

Modern machine learning practices at the interface of big data, distributed environment and complex learning objectives post great challenges to designing scalable optimization algorithms with theoretical guarantees. This thesis, built on the recent advances in randomized algorithms, concerns development of such methods in practice and the analysis of their theoretical implications in the context of large-scale structured learning problems, such as regularized regression/classification, matrix completion, hierarchical multi-label learning, etc. The first contribution of this work is thus a hybrid hierarchical learning system that achieve efficiency in a data-intensive environment. The intelligent decoding scheme inside the system further enhances the learning capacity by enabling a rich taxonomy representation to be induced in the label space. Important factors affecting the system scalability are studied and further generalized. This leads to the next contribution of the work - a globally convergent inexact proximal quasi-Newton framework and the novel global convergence rate analysis. This work constitutes the first global convergence rate result for an algorithm that uses randomized coordinate descent to inexactly optimize subproblems at each iteration. The analysis quantifies precisely the complexity structure of proximal Newton-type algorithms, which makes it possible to optimize based on that structure to reduce complexity. The final contribution of the work is a practical algorithm which enjoys global convergence guarantee from the framework. The algorithm is memory- and communication-efficient and directly addresses the big data learning cases when both N (samples) and n (features) are large. We demonstrated that this general algorithm is very effective in practice and is competitive with state-of-the-art
specialized methods.

## Chapter 1

## Introduction

The basic problem of interest in this work is the unconstrained minimization given by:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} F(x) \equiv f(x)+g(x) \tag{1.0.1}
\end{equation*}
$$

where $f, g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are both convex functions such that $f$ is twice differentiable, with a bounded Hessian, and $g$ is Lipschitz continuous, often non-smooth and in many applications has the following separable structure

$$
\begin{equation*}
g(x)=\sum_{j=1}^{J} \lambda_{j} g_{j}\left(x_{j}\right) \tag{1.0.2}
\end{equation*}
$$

where each $g_{j}$ is a convex function; $\lambda>0$ is a parameter; and $x_{j} \in \mathbb{R}^{n_{j}}$ denotes a partition of the component of $x$, e.g., the widely-used $\ell_{1}$ regularization is obtained by choosing $g_{j}=|\cdot|, n_{j}=1, \forall j$.

Also known as composite optimization, problems of the form 1.0.1 have been the focus of much research lately at the interface of optimization and machine learning. This form encompasses a variety of machine learning models, in which feature selection or structured learning is desired, e.g.,

- regularized logistic regression, where $f$ computes the logistic loss on the given training set and the regularizer $g$ can be group $-\ell_{1} / \ell_{2}$ depending on the problem.
- inverse covariance estimation, where $f(X)=-\log \operatorname{det} X+\operatorname{tr}(S X)$, resulting from maximum conditional log-likelihood estimation like logistic regression, with $S$ as the sample covariance matrix; $g(X)=\sum_{i, j} \lambda_{i j}\left|X_{i j}\right|$ is essential here in order to successfully recover the zero entries in the final inverse covariance matrix.
- LASSO or group LASSO, where $f$ is a least-square function and $g$ is either $\|\cdot\|_{1}$ or group $\ell_{1}$ regularization depending on whether group sparsity is required.
- support vector machine, where $f(w)=\|w\|_{2}^{2}$ and $g(w)$ is the Vapnik's $\epsilon$ insensitive loss such that in the form (1.0.2) $J$ is the sample size, each partition $n_{j}=n$ includes the full vector $w$ and each $g_{j}$ is the loss $\max \left(0,\left|y_{i}-w x_{i}\right|-\epsilon\right)$ for the $i$-th example $\left(x_{i}, y_{i}\right)$ in the training set.
- matrix completion, where in one formulation that estimates a low-rank matrix $X=L R^{T}, f$ computes the least-square loss between the linear mapping $\mathcal{A}\left(L R^{T}\right)$ and a given vector $b$, while $g=\|\cdot\|_{F}^{2}$ regularizes the low-rank factor $L$ and $R$.


### 1.1 Hybrid approach and derivative-free optimization in structured learning

The above examples often present common difficulties to optimization algorithms due to their large scale. During the past decade most optimization effort aimed at these problems focused on development of efficient first-order methods, such as accelerated proximal gradient methods [17-3], block coordinate descent methods [47] and alternating directions methods [8]. These methods enjoy low per-iteration complexity, but typically have slow local convergence rates. Their performance is often hampered by small step sizes. This, of course, has been known about first-oder methods for a long time, however, due to the very large size of these problems, secondorder methods are often not a practical alternative. In particular, constructing and
storing a Hessian matrix, let alone inverting it, is prohibitively expensive for values of $n$ larger than 10000, which often makes the use of the Hessian in large-scale problems prohibitive, regardless of the benefits of fast local convergence rate.

Hybrid approach and top-down scheme A fairly straightforward way to overcome the shortcomings of the two classes of methods is to adopt a hybrid approach. This is demonstrated in Chapter 2 where we propose a flexible classification system called HiClass for inducing hierarchical structure in the prediction results. It strikes a balance between the efficiency of first order methods and the accuracy enjoyed by second order methods. Hierarchical structure appears in many real-world recommendation and targeting systems. In display-ads targeting, for example, each user is associated with a set of labels such as sports, football, vehicles, luxury cars, etc., and each label contains ads campaign that this user is likely to interact with. It is often the case that the labels are not independent of each other, and that their interdependence can be characterized by a connected (tree) structure (see Figure 1.1, e.g., football is the child of sports. The task then is to assign each user with a set of labels that both appeal to the user and satisfy the underlying taxonomy. Overlooking such structure not only undermines the predictive performance (loss of information), but also makes the results hard to interpret, e.g., predicting that a user is interested in football but not in sports.

HiClass exploits the additional knowledge in the structure of the labels, and applies a recursive top-down approach: first discriminate the subsets of labels at the top level of the hierarchy before going down the next level to discern the labels (or sets of labels) in those subsets. This process is repeated until reaching the bottom level. The overall task is decoupled into a series of smaller ones, with each one defined for predicting membership to each class and trained independently with no attention to the hierarchy.

HiClass employs a scalable first-order optimization algorithm to train the highlevel classifiers, and a fast second-order algorithm for the low-level classification problems. The main aim of this hybrid approach is to alleviate the shortcomings of the

Figure 1.1: Visualization of taxonomy among labels in dataset ads.

two methods, i.e. lower accuracy of the first-order method and slower speed of the second-order method, by adjusting the algorithms to the training data sizes that vary from node to node.

It exploits a typical scenario in such top-down approach that size of the data becomes smaller at the lower levels of the hierarchy, as the classes become more specific. Hence, using the same optimization method to solve the classification problems through the hierarchy without accounting for different data distribution can be either inefficient or inaccurate - with IPM we need to solve a sequence of large-scale Quadratic Programming (QP) problems that can quickly become intractable simply
because of the sheer size of data, and with first-order methods it can be painfully slow to reach the solution at nodes in the lower level where higher accuracy is often desirable.

Experiments on the text categorization data set RCV1-v2 show that HiClass achieves better predictive performance ( $30 \%$ more) than first-order method SCD [9] given the same timing budget, and scales to much larger data sets than second-order method IPM [10]. More details about this work are described in [11, 12], and [13] that appears in Learning and Intelligent Optimization Conference.

Structured optimization and parameter learning The problem with the topdown scheme in HiClass is that it predicts the part of the label vector that correspond to the upper levels of the taxonomy first, without considering the lower levels. This clearly is a suboptimal approach because the optimization is not performed over the entire set of variables.

In this work we will introduce a two-stage hierarchical multi-label learning model that improves upon the top-down scheme to achieve a richer and more powerful hierarchical representation. The proposed model combines base learners of each label with an optimal decoding scheme which induces the hierarchical structure among the outputs of base learners by solving a convex optimization problem based on structured sparse learning.

Given a predictor $W$, computed during training, and a input vector $x$, the product $W x$ is typically an unstructured dense vector. The true label vector, however, is not only sparse (with the non zeros in $y$ denoting positive labels) but has to satisfy the hierarchical structure. In prior approaches a unstructured sparse vector has been recovered given $W x$, for example, by using a sparsity inducting $\ell_{1}$ norm.

In this work we make use of a particular variant of group-lasso penalty function [14], called hierarchical norm. This norm is constructed with a recursive group structure based on the given taxonomy. Minimizing objective 1.0.1) equipped with the hierarchical norm, for instance, yields in variable $x$ a particular sparse pattern that respects the underlying taxonomy.

Compared to other hierarchical inducing methods, the use of hierarchical norm turns out to be more powerful and enables a richer hierarchical representation on any input vector to be induced in a very efficient way. But to make it work well in practice is not easy and often requires carefully choosing the parameter/weight for each group. For $\ell_{1}$-norm this is easily done using a grid search since it has only one parameter determining the sparsity. But for hierarchical norm the number of parameters can be several hundreds, depending on the number of subtrees in a given taxonomy.

Hence the two-stage hierarchical model we propose chains the learning and inducing in a single pipeline where each can be efficiently approached. In particular, we base the first-stage training on the multi-label Empirical Risk Minimization (ERM) framework [15] where various convex loss functions can be employed, i.e., least squares, logistic, or hinge loss. The output of the first problem is then used as the input of the second stage. The hierarchical weights are learned in the second stage by directly optimizing popular metrics such as f1, jaccard similarity score or hamming loss, while taking into account of both the classifiers and the encoded hierarchical information present in the training data. While the second problem still is a bi-level optimization problem, its dimension is now significantly reduced to the order of the number of labels that is well under 1000 in this work. In this work we approach the bi-level problem as a black-box optimization problem, which we solve using an efficient derivative-free optimization methods [16]. The details can be found in Section 3.4.

Finally, we demonstrate the model on large-scale real-world data sets from document classification, as well as ad targeting domains that involves two million users' daily activities. The results demonstrate the potential of the proposed model.

### 1.2 Adaptive active-set and communication-efficient coordinate descent

HiClass improves the efficiency and scalability of hierarchical classification by launching different algorithms to optimize sparse logistic regression for different nodes of the hierarchy, thus overcoming the shortcomings of both first-order and second-order methods. The next question we ask is whether we can borrow from these ideas to improve the existing algorithms for sparse logistic regression, or any sparsity-inducing models with objective $F$ (1.0.1) in general. The objective $F$ in these settings are often constructed from a N by n data matrix that can present common difficulties to optimization algorithms due to the large scale of instances N or features n . Here we propose a fast, memory- and communication-efficient algorithm that employs a two-loop scheme designed to directly address such cases when both N and n are large and that combines first- and second-order information within one single optimization algorithm.

This two-loop scheme implements the global-convergent framework that is discussed in Chapter 4 and is designed to separate the optimization procedures into two parts, the outer loop whose complexity depend on both n and N but can be easily distributed, and the inner loop that only relies on $n$ but is sequential in nature. We further propose a self-adaptive active-set selection mechanism, which enhances the inner loop procedures such that the dependence on $n$ can be replaced by dependence on the support/non-zero subspace of the optimal solution $x^{*}$. The improvement is significant for (5.1.1) when feature selection is desirable, i.e., the support of $x^{*}$ is small although $n$ is large. Finally, we show that establishing convergence rate guarantee of the active-set method is simple by applying the theory presented in Chapter 4 for a particular quadratic function $Q$ constructed according to the active-set selection.

The algorithm proposed in this work is backed by convergence analysis presented in Chapter 4 yet outperforms popular methods recently proposed for sparse optimization [4, 17-19]. These methods explore the following special properties of the
sparse problems: at optimality many of the elements of $x$ are expected to equal 0 , hence methods which explore active set-like approaches can benefit from small sizes of subproblems. Whenever the subproblems are not small, these new methods exploit the idea that the subproblems do not need to be solved accurately. In particular several successful methods employ coordinate descent to approximately solve the subproblems. Other approaches to solve Lasso subproblem were considered in [19], but none generally outperform coordinate descent. [4] proposes a specialized GLMNET [5] implementation for sparse logistic regression, where coordinate descent method is applied to the unconstrained Lasso subproblem constructed using the Hessian of $f(x)$ - the smooth component of the objective $F(x)$. Two main improvements increase efficiency of GLMNET for larger problems - exploitation of the special structure of the Hessian to reduce the complexity of each coordinate step so that it is linear in the number of training instances, and a two-level shrinking scheme proposed to focus the minimization on smaller subproblems. Similar ideas are used in [17] in a specialized algorithm called QUIC for sparse inverse covariance selection.

The algorithm we propose is communication-efficient such that, unlike QUIC and GLMNET, the inner coordinate descent does not endure extra communications even when the data is distributed across a network, is general purpose such that its efficiency does not rely on the Hessian structure, and is backed by theoretical analysis and convergence rates [20] yet outperforms the state-of-the-art specialized methods such as QUIC and GLMNET. As these two and other methods, mentioned above, we consider the following general framework:

- At each iteration $F(x)$ is approximated, near the current iterate $x^{k}$, by a convex quadratic function $Q(x)$.
- Then an algorithm is applied to optimize (approximately) the function $Q(x)$, to compute a trial point.
- The trial point is accepted as the new iterate if it satisfies some sufficient decrease condition.
- Otherwise, a different model $Q(x)$ may be computed, or a line search applied to compute a new trial point.

We make use of similar ideas as in 4 and [17, but further improve upon them to obtain efficient general schemes, which apply beyond the special cases of sparse logistic regression and covariance selection and for which convergence rates can be established. In particular, the active-set selection mechanism we propose consists of two phases, the greedy phase and the convergent phase, and the transition between phases is self-adaptive. In the greedy phase the mechanism adjusts the size of the active set adaptively, while in the convergent phase it includes all entries with dual constraint violations. Convergence can be established for the convergent phase by applying the theory in [20]. Compared to QUIC and GLMNET, this mechanism generates smaller inner problems through the process, as we demonstrate empirically.

We employ a compact representation of LBFGS methods [21] to construct the function $Q$ in our algorithm. While the use of LBFGS for (5.1.1) is not new, e.g., [22], to use it in the two-loop framework along with the active-set selection and coordinate descent is novel and has several implications both in theory and in practical algorithm design: 1) it separates the data from the inner solver such that the inner solver can be programmed in a generic way for a vector, the gradient, and two matrices $G$ and $\hat{G}$ as we will see later, with no dependence on the actual form of function $L(x)$; 2) data is solely handled in outer iterations which can also be programmed in a generic way while specifically optimized for how data is stored, e.g., in memory, on disk or across the network; 3) by carefully exploiting the low rank structure present in the compact representation of LBFGS the complexity of each coordinate descent step can be reduced to a constant! 4) the convergence of LBFGS with active-set selection and inexact subproblem minimization has not been analyzed before, but can be established, as we will see, by applying the theory in [20].

One of the key for the algorithm to be fast relies on efficiently computing compact LBFGS representation, which requires constantly performing mutating operations on large matrices. A naive implementation that allocates and frees new chunk of memory
every iteration can be several order slower due to increasing memory fragmentation, allocation overhead, and most importantly memory and cache inefficiency which can further slow down the coordinate descent process. In this work we discuss a mutable matrix type that is designed to exploit the specific mutating patterns present in LBFGS such that the mutating operations are done repeatedly on a single chunk of continuous memory, without consuming extra memory and with ultra-low latency.

### 1.3 Complexity of inexact proximal Newton methods and randomization

The algorithm proposed in Chapter 5 belongs to a class of wide range of algorithms called inexact proximal Newton-type methods. The convergence behaviors and overall complexity of inexact proximal Newton-type methods are further analyzed in Chapter 4. The contributions of this work are mainly twofolds:

1. We discuss theoretical properties of the above framework in terms of global convergence rates. In particular, we show that if we replace the line search by a prox-parameter update mechanism, we can derive sublinear global complexity result for the above methods under mild assumptions on Hessian approximation matrices, which can include diagonal, quasi-Newton and limited memory quasiNewton approximations. We also provide the convergence rate for the case of inexact subproblem optimization. It turns out that standard global convergence analysis of proximal gradient methods (see [2, 23]) does not extend in a natural way to proximal quasi-Newton frameworks, hence we use a different technique derived for smooth optimization in [1, 24, 25], in a novel way, to obtain the global complexity result.
2. The heuristic of applying $l(k)$ passes of coordinate descent to the subproblem is very useful in practice, but has not yet been theoretically justified, due to the lack of known complexity estimates. Here we use probabilistic complexity
bounds of randomized coordinate descent to show that this heuristic is indeed well justified theoretically. In particular, it guarantees the sufficiently rapid decrease of the error in the subproblems (with some probability) and hence allows for sublinear global convergence rate to hold for the entire algorithm (in expectation). This gives us the first complete global convergence rate result for the algorithmic schemes for practical (inexact) proximal Newton-type methods. Moreover, using the new analysis from [24-26] we are able to provide lower overall complexity bound than the one that follows from [23].

Let us elaborate a bit further on the new approaches and results developed in this chapter and discuss related prior work.

In [27] Byrd et al. propose that the methods in the framework described above should be referred to as sequential quadratic approximation (SQA) instead of proximal Newton methods. They reason that there is no proximal operator or proximal term involved in this framework. This is indeed the case, if a line search is used to ensure sufficient decrease. Here we propose to consider a prox term as a part of the quadratic approximation. Instead of a line search procedure, we update the prox term of our quadratic model, which allows us to extend global convergence bounds of proximal gradient methods to the case of proximal (quasi-)Newton methods. The criteria for accepting a new iteration is based on sufficient decrease condition (much like in trust region methods, and unlike that in proximal gradient methods). We show that our mechanism of updating the prox parameter, based on sufficient decrease condition, leads to an improvement in performance and robustness of the algorithm compared to the line search approach as well as enabling us to develop global convergence rates.

Convergence results for the proximal Newton method have been shown in [28] and [27] (with the same sufficient decrease condition as ours, but applied within a line search). These papers also demonstrate super linear local convergence rate of the proximal Newton and a proximal quasi-Newton method. Thus it is confirmed in [27, 28] that using second order information is as beneficial for problems of the form (4.1.1) as it is for the smooth optimization problems. These results apply to our
framework when exact Hessian (or a quasi-Newton approximation) of $f(x)$ is used to construct $q(x)$ (and if the matrices have bounded eigenvalues). However, theory in [27, 28] does not provide global convergence rates for these methods, and just as in the case on smooth optimization, the super linear local convergence rates, generally, do not apply in the case of LBFGS Hessian approximations.

The convergence rate that we show is sub linear, which is generally the best that can be expected from a proximal (quasi-)Newton method with no assumptions on the accuracy of the Hessian approximations. Practical benefits of using LBFGS Hessian approximations is well known for smooth optimization [21] and have been exploited in many large scale applications. In this paper we demonstrate this benefit in the composite optimization setting (4.1.1). Some prior work showing benefit of limited memory quasi-Newton method in proximal setting include [29, 30]. We also emphasize in our theoretical analysis the potential gain over proximal gradient methods in terms of constants occurring in the convergence rate.

To prove the sub linear rate we borrow a technique from [24-26]. The technique used in [2] and [23] for the proof of convergence rates of the (inexact) proximal gradient method do not seem to extend to general positive definite Hessian approximation matrix. In a related work [30] the authors analyze global convergence rates of an accelerated proximal quasi-Newton method, as an extension of FISTA method [2]. The convergence rate they obtain match that of accelerated proximal gradient methods, hence it is a faster rate than that of our method presented here. However, they have to impose much stricter conditions on the Hessian approximation matrix, in particular they require that the difference between any two consecutive Hessian approximations (i.e., $H_{k}-H_{k+1}$ ) is positive semidefinite. This is actually in contradiction to FISTA's requirement that the prox parameter is never increased. Such a condition is very restrictive as is impractical. In this paper we briefly show how results in [2] and [23] can be extended under some (also possibly strong) assumptions of the Hessian approximations, to give a simple and natural convergence rate analysis. We then present an alternative analysis, which only requires the Hessian approximations to
have bounded eigenvalues. Moreover, the bounds on the subproblem optimization error in our analysis are looser than those in [23].

Finally, we use the complexity analysis of randomized coordinate descent in 31] to provide a simple and efficient stopping criterion for the subproblems and thus derive the total complexity of proximal (quasi-)Newton methods based on randomized coordinate descent to solve Lasso subproblems.

### 1.4 A brief outline of the thesis

The remainder of this thesis is organized as follows.
In Chapter 2 (see [11, 12], and [13]; joint work with Siemens Research) various applications of machine learning models are discussed, particularly for sparse logistic regression. Three specialized algorithm for optimizing large sparse logistic regression problem are analyzed and compared, and a hybrid classification system that incorporates those methods is proposed for inducing hierarchical structure in classification results. In the last section the application of support vector machine and non-negative matrix factorization in time series forecasting is also described.

In Chapter 3 (joint work with Yahoo Labs, submitted to AAAI) we discuss a particular application of structured learning in large-scale online-ad targeting. We start by introducing the optimal decoding scheme and the hierarchical operator. The proposed learning algorithm and its complexity are discussed in Section 3.4. Other relevant hierarchical methods and their connections to the hierarchical operator are discussed in Section 3.5 and examples are given at the end of the section to illustrate the difference between those methods. Finally we present numerical experiments.

In Chapter 4 (submitted to Mathematical Programming Series A) we discuss the theoretical properties of the above introduced algorithmic framework in terms of global convergence rates. We start with the algorithmic framework. Then, we present some of the assumptions and discussions and convergence rate analysis based on [2] and [23]. We show the new convergence rate analysis using [24-26] for exact and
inexact version of our framework. We then extend the analysis for the cases where inexact solution to a subproblem is random and in particular to the randomized coordinate descent.

In Chapter 5 (a preliminary version of which appearing in NIPS workshop, submitted to Mathematical Programming Series C) we present a fast, communicationand memory-efficient algorithm that implements the global-convergent framework proposed in Chapter 4. We begin with outlining the algorithm and defining basic terminologies. We then discuss: 1) compact LBFGS and its low-rank structure, paying particular attention to the mutable matrix type; 2) active-set strategies and the convergence guarantee; and 3) different termination conditions for the inner loop and their implications on the global convergence performance. Finally, we present numerical studies of different active-set methods and termination conditions on algorithm running time.

## Chapter 2

## Machine Learning Applications of Convex Optimization

### 2.1 Introduction

In the optimization literature the second order methods, such as the Interior Point Methods (IPM), are well known for their ability to solve QP problems to high accuracy. However, in applications like classifying web content and text documents in a hierarchical structure where large amounts of data exist at higher levels of the hierarchy, the use of IPMs may not be the most appropriate. This is because IPMs require the solution of a system of linear equations (i.e., the Newton system) at every iteration and, as a result, their performance can quickly deteriorate as the size of that system becomes very large.

The recent burst of research at the interface of optimization and machine learning has produced a large family of algorithms that require only the first-order (gradient) information and possibly work on a small subset of the training data in each iteration. Hence, the per-iteration work of these algorithms is small, making them suitable for training on large-scale data.

In this chapter we demonstrate the benefit of combining the first order method
and the second order method in a hybrid approach for large scale hierarchical classification. The sparse logistic regression model is first of all introduced and adapted to the optimization context. We then discuss and compare the complexity difference between two Coordinate Descent approaches [9, 32] and a variant of Interior-Point Method (IPM) [10, all of which are designed specifically for sparse logistic regression. The practical performance of the three algorithms are later compared in a hybrid hierarchical classification problem, which combines them in a top-down approach in order to achieve a good balance between efficiency and accuracy. We finally discuss the use of support vector machine and non-negative matrix factorization in time series forecasting problem. The efficient first order methods for solving the above problems are briefly described in the end.

### 2.2 Sparse Logistic Regression

The objective function of sparse logistic regression is given by

$$
\begin{equation*}
\min _{w} \quad F(w)=\lambda\|w\|_{1}+\frac{1}{N} \sum_{n=1}^{N} \log \left(1+\exp \left(-y_{n} \cdot w^{T} x_{n}\right)\right) \tag{2.2.1}
\end{equation*}
$$

where the first component is a regularization term to select relevant features and enforce sparsity in the solution or classifier $w$, and the second term $\frac{1}{N} \sum_{n=1}^{N} \log (1+$ $\left.\exp \left(-y_{n} \cdot w^{T} x_{n}\right)\right)$ is the average logistic loss function. For each training pair $\left\{x_{n}, y_{n}\right\}$, the logistic loss function is expected to return a positive value (note that the return of the exponent equation inside the $\log$ function is always larger than 1 ), as a measure of whether the predicting label given by $w^{T} x_{n}$ corresponds with the "true" label $y_{n}$ assigned manually before training. Particularly, a different sign between $w^{T} x_{n}$ and $y_{n}$ will force the value given by $\exp \left(-y_{n} \cdot w^{T} x_{n}\right)$ to quickly go much larger than 1 , resulting in a large loss as a whole; on the other hand, a similar sign, indicating a good prediction, will lead to a small loss by driving $\exp \left(-y_{n} \cdot w^{T} x_{n}\right)$ below 1 all the way close to zero. By summing the logistic loss for each sample across the whole training set and dividing it by the cardinality of that set, we obtain the average
logistic loss defined on that training set, and by minimizing the average loss, we are able to obtain the classifier that guarantees to return the smallest error on the training set. A regularization term $\lambda\|w\|_{1}$ is also added to the objective function such that it controls the complexity of the classifier by selecting the most relevant features based on the current training set, which contains important information on how the features relate to each other in predicting the right labels.

Gradient and Hessian To compute the gradient and the Hessian of logistic loss, without loss of generality, we reformulate the problem (5.7.1) as the following by squeezing $\lambda$ and $1 / N$ into one parameter $C$ :

$$
\begin{equation*}
\min _{w} \quad F(w)=\|w\|_{1}+C \sum_{n=1}^{N} \log \left(1+\exp \left(-y_{n} \cdot w^{T} x_{n}\right)\right) \tag{2.2.2}
\end{equation*}
$$

Recall our loss function $L$ is given by $L(\mathbf{w})=C \sum_{k=1}^{N} l\left(\mathbf{w} ; \mathbf{x}_{\mathbf{k}}, y_{k}\right)=C \sum_{k=1}^{N} \log (1+$ $\left.\exp \left(-y_{k} \cdot \mathbf{w}^{T} \mathbf{x}_{\mathbf{k}}\right)\right)$ where $N$ is the size of our sample points. The partial derivative of $L(\mathbf{w})$ with respect to $w_{j}$ can be thus calculated by

$$
\begin{equation*}
\frac{\partial L}{\partial w_{j}}=C \sum_{k=1}^{N} \frac{-1}{1+e^{y_{k} \mathbf{w}^{T} \mathbf{x}_{\mathbf{k}}}} y_{k}\left(\mathbf{x}_{\mathbf{k}}\right)_{j}=C \mathbf{G}^{T} \mathbf{X}_{\mathbf{j}} \tag{2.2.3}
\end{equation*}
$$

where

$$
\mathbf{B}=\left[\begin{array}{c}
G_{1}  \tag{2.2.4}\\
\vdots \\
G_{N}
\end{array}\right] \in \mathbf{R}^{N}, \quad G_{k}=\frac{-y_{k}}{1+e^{y_{k} \mathbf{w}^{T} \mathbf{x}_{\mathbf{k}}}}
$$

and $\mathbf{X}_{j}$ is the $j$ th column of $\mathbf{X}$ as in

$$
\mathbf{X}=\left[\begin{array}{lll}
\mathbf{X}_{1} & \ldots & \mathbf{X}_{p}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{x}_{1}^{T}  \tag{2.2.5}\\
\vdots \\
\mathbf{x}_{N}^{T}
\end{array}\right] \in \mathbf{R}^{N \times p}
$$

Hence, the gradient of $L(\mathbf{w})$ can be written as $\nabla^{T} L(\mathbf{w})=C \mathbf{G}^{T} \mathbf{X}$. Similarly, from (2.2.3) we can obtain the second partial derivatives of $L(\mathbf{w})$

$$
\begin{align*}
\frac{\partial L}{\partial w_{j} \partial w_{i}} & =C \sum_{k=1}^{N} \frac{e^{-y_{k} \mathbf{w}^{T} \mathbf{x}_{\mathbf{k}}}}{\left(1+e^{-y_{k} \mathbf{w}^{T} \mathbf{x}_{\mathbf{k}}}\right)^{2}} y_{k}^{2}\left(\mathbf{x}_{\mathbf{k}}\right)_{j}\left(\mathbf{x}_{\mathbf{k}}\right)_{i}  \tag{2.2.6}\\
& =C \sum_{k=1}^{N} \frac{e^{-y_{k} \mathbf{w}^{T} \mathbf{x}_{\mathbf{k}}}}{\left(1+e^{-y_{k} \mathbf{w}^{T} \mathbf{x}_{\mathbf{k}}}\right)^{2}}\left(\mathbf{x}_{\mathbf{k}}\right)_{j}\left(\mathbf{x}_{\mathbf{k}}\right)_{i} \tag{2.2.7}
\end{align*}
$$

We can then obtain Hessian by $B=C \mathbf{X}^{T} \mathbf{D} \mathbf{X}$ where $\mathbf{D} \in \mathbf{R}^{N \times N}$ is a diagonal matrix with $D_{k k}=\frac{e^{-y_{k} \mathbf{w}^{T} \mathbf{x}_{\mathbf{k}}}}{\left(1+e^{\left.-y_{k} \mathbf{w}^{T} \mathbf{x}_{\mathbf{k}}\right)^{2}}\right.}$. So to compute the full Hessian matrix $B$, even if we assume the matrix $D$ is available to use after computing the gradient because the component $e^{-y_{k} \mathbf{w}^{T} \mathbf{x}_{\mathbf{k}}}$ we need for $D$ is also required for the gradient, it still takes $O\left(N^{2} p\right)+O\left(N p^{2}\right)$ flops to finish the computations.

### 2.2.1 Optimization Algorithms

There are many algorithms tailored for solving sparse logistic regression. Here we are going to discuss three of them, two Coordinate Descent approaches [9, 32] and an Interior-Point Method (IPM) [10]. One of the main difference between those methods lies in the way they handle the second order information. Particularly, the first Coordinate Descent approach (CD1) we are proposing can be considered as a first order method using only gradient information; IPM is the pure second order method solving a Newton system at each step and the second Coordinate Descent approach (CD2) acts more like a quasi-Newton method where the per iteration complexity is cheap because the second order matrix, the actual Hessian in this case rather than the Hessian approximation, is handled efficiently and only matrix-vector multiplications are involved. Next we give an overview of each of the above mentioned algorithms.

## An Interior-Point Method

To apply interior-point method to sparse logistic regression, we begin with transforming the standard unconstrained non-smooth formulation to one with linear smooth
constraints and smooth objective, as following

$$
\begin{array}{ll}
\min _{w, u} & L(w)+\lambda \sum_{i=1}^{p} u_{i} \\
\text { s.t. } & -u_{i} \leq w_{i} \leq u_{i}, \quad i=1, \ldots, p \tag{2.2.8}
\end{array}
$$

where $L(w)=\frac{1}{N} \sum_{k=1}^{N} l\left(w ; x_{k}, y_{k}\right)$ and $\lambda$ is the average logistic loss function the regularization parameter. Note that at the optimality we must have $u_{i}=\left|w_{i}\right|$, in which case the objective in 2.2.8 becomes the same as standard sparse logistic regression objective (5.1.1). Hence, we say problem (2.2.8) is equivalent to the standard formulation. After adding slack variables $\bar{s}_{i}, \underline{s}_{i}$, we reformulate problem (2.2.8) into one with only equality constraints.

$$
\begin{array}{ll}
\min _{w, u} & L(w)+\lambda \sum_{i=1}^{p} u_{i}-\mu \sum_{i=1}^{p} \log \underline{s}_{i}-\mu \sum_{i=1}^{p} \log \bar{s}_{i} \\
\text { s.t. } & w_{i}-u_{i}+\bar{s}_{i}=0, \\
& -w_{i}-u_{i}+\underline{s}_{i}=0, \\
& i=1, \ldots, p \tag{2.2.9}
\end{array}
$$

where the logarithmic barrier is added in the objective to force slack variables to stay positive without explicitly adding bound constraints, and $\mu>0$ is a parameter defining the central path as $\mu \rightarrow 0$. To solve problem 2.2.9 by interior-point method, we can iteratively apply Newton method to its optimality conditions for a sequence of barrier parameters such that the limit of the sequence goes to zero. Noticing that in the constraints we have $\bar{s}_{i}=u_{i}-w_{i}$ and $\underline{s}_{i}=w_{i}+u_{i}$, we substitute these equalities into the objective, thus eliminating both the constraints and slack variables and obtaining the following unconstrained smooth convex problem

$$
\min _{w, u} \quad \phi_{\mu}(w, u)=L(w)+\lambda \sum_{i=1}^{p} u_{i}-\mu \sum_{i=1}^{p} \log \left(u_{i}^{2}-w_{i}^{2}\right)
$$

whose optimality condition is simply its gradient equal to zero

$$
\begin{equation*}
\nabla \phi_{\mu}\left(w^{*}, u^{*}\right)=0 \tag{2.2.10}
\end{equation*}
$$

In primal interior-point method, Newton method is used to solve 2.2.10 for a search direction and line search, often with backtracking, is used to determine the step length before we decrease $\mu$ and solve 2.2 .10 again at the new iterate. That sequence of iterates we compute forms the central path, which eventually leads us to the optimality. The main cost of IPM lies in forming and solving the Newton system, which takes $O\left(N^{2} p\right)$ flops [10].

## Two Coordinate Descent Methods

Basic Idea Following the standard approach, we divide the objective in (5.1.1) into two parts

$$
\begin{equation*}
\min _{w} F(w)=g(w)+L(w) \tag{2.2.11}
\end{equation*}
$$

where $g(w)=\|w\|_{1}$ is convex but non-differentiable and the second component $L(w)=C \sum_{k=1}^{N} l\left(w ; x_{k}, y_{k}\right)$ is both smooth and convex. With $w_{k}$ as the current iteration, the problem is to calculate the direction $d_{k}$ to progress to our next iteration $w_{k+1}$

$$
\begin{equation*}
\min _{d_{k}} F\left(w_{k}+d_{k}\right)=g\left(w_{k}+d_{k}\right)+L\left(w_{k}+d_{k}\right) \tag{2.2.12}
\end{equation*}
$$

Note that $F$ is non-smooth because $g$ is non-differentiable at zeros, so we cannot directly use gradient information of $F$ to calculate the direction. Instead, we consider the second-order approximation of $L$ by Taylor expansion since $L$ is twice differentiable:

$$
\begin{align*}
\min _{d_{k}} q\left(d_{k}\right)= & L\left(w_{k}\right)+\nabla^{T} L\left(w_{k}\right) d_{k}+  \tag{2.2.13}\\
& \frac{1}{2} d_{k}^{T} H_{k} d_{k}+g\left(w_{k}+d_{k}\right)
\end{align*}
$$

To facilitate the discussion, we will ignore the constant for now and use $L_{k}, d, q_{k}(d), g_{k}(d)$ instead of $L\left(w_{k}\right), d_{k}, q\left(d_{k}\right), g\left(w_{k}+d_{k}\right)$ :

$$
\begin{equation*}
\min _{d} q_{k}(d)=\nabla^{T} L_{k} d+\frac{1}{2} d^{T} H_{k} d+g_{k}(d) \tag{2.2.14}
\end{equation*}
$$

Let us now consider the coordinate step on (2.2.14). We start by randomly choosing a coordinate, say $j$, to update. Let $d=z e_{j}$ where $z$ is a scalar, and $e_{j}$ is a vector with the same dimension of $d$. All coordinates of $e_{j}$ are zeros except coordinate $j$ being 1 . Substituting $d=z e_{j}$ into (2.2.14), we obtain

$$
\begin{equation*}
\min _{z e_{j}} q_{k}\left(z e_{j}\right)=\nabla^{T} L_{k} z e_{j}+\frac{1}{2} z e_{j}^{T} H_{k} z e_{j}+g_{k}\left(z e_{j}\right) \tag{2.2.15}
\end{equation*}
$$

since $e_{j}^{T} H_{k} e_{j}=\left(H_{k}\right)_{j j}, \nabla^{T} L_{k} e_{j}=\left(\nabla^{T} L_{k}\right)_{j}$, and $g_{k}\left(z e_{j}\right)=\left|\left(w_{k}\right)_{j}+z\right|, 2.2 .15$ is in fact a one-dimension quadratic problem:

$$
\begin{equation*}
\min _{z} q_{k}\left(z e_{j}\right)=\left(\nabla^{T} L_{k}\right)_{j} z+\frac{1}{2}\left(H_{k}\right)_{j j} z^{2}+\left|\left(w_{k}\right)_{j}+z\right| \tag{2.2.16}
\end{equation*}
$$

It is well known that (2.2.16) has a simple closed-form solution

$$
z= \begin{cases}\frac{\left(\nabla^{T} L_{k}\right)_{j}+1}{-\left(H_{k} j_{j j}\right.} & \text { if }\left(\nabla L_{k}\right)_{j}+1 \leq\left(H_{k}\right)_{j j}\left(w_{k}\right)_{j}  \tag{2.2.17}\\ \frac{\left(\nabla^{T} L_{k}-1\right.}{-\left(H_{k}\right)_{j j}} & \text { if }\left(\nabla L_{k}\right)_{j}-1 \geq\left(H_{k}\right)_{j j}\left(w_{k}\right)_{j} \\ -\left(w_{k}\right)_{j} & \text { otherwise }\end{cases}
$$

Finally, we calculate step length $\alpha$ based on the Armijo rule [33] in the line search procedure:

$$
\begin{align*}
& F\left(w_{k}+\alpha d_{k}\right)-F\left(w_{k}\right)  \tag{2.2.18}\\
\leq & \sigma \alpha\left(\left(\nabla^{T} L_{k}\right)_{j} z+\left|\left(w_{k}\right)_{j}+z\right|-\left|\left(w_{k}\right)_{j}\right|\right)
\end{align*}
$$

The First Order Variant (CD1) To avoid calculating $\left(H_{k}\right)_{j j}$ in 2.2.16, we replace it with an upper bound $\beta$ on the second derivative of the loss such that

$$
\begin{equation*}
\beta \geq\left(H_{k}\right)_{j j}, \quad \forall k \text { and } j \tag{2.2.19}
\end{equation*}
$$

and 2.2 .16 now becomes

$$
\begin{equation*}
\min _{z} \hat{q_{k}}\left(z e_{j}\right)=\left(\nabla^{T} L_{k}\right)_{j} z+\frac{1}{2} \beta z^{2}+\left|\left(w_{k}\right)_{j}+z\right|, \tag{2.2.20}
\end{equation*}
$$

which is an upper-bound function of $q_{k}\left(z e_{j}\right)$ because any $z$ that leads to a decrease of $\hat{q}$ will inevitably follow by a decrease of $q$ since

$$
\begin{equation*}
0 \leq \hat{q_{k}}(0)-\hat{q_{k}}\left(z e_{j}\right) \leq q_{k}(0)-q_{k}\left(z e_{j}\right) \tag{2.2.21}
\end{equation*}
$$

Replacing the $\left(H_{k}\right)_{j j}$ in 2.2.17) by $\beta$, we obtain the closed-form solution of 2.2.20).
Consider the complexity of a full coordinate descent. Updating one coordinate of $w_{k}$ requires only constant time, so the main cost is updating $\nabla^{T} L_{k}$, which takes $O(N)$ given that only one coordinate in $w_{k}$ is changed. Hence, the total complexity is $O(N p)$ to update all $p$ coordinates in $w_{k}$.

The Second Order Variant (CD2) Unlike the above methods, which update $\nabla L$ and $H$ as soon as one coordinate is updated, CD2 compute the optimal solution of 2.2 .14 before updating the objective function. That is, iteratively applying coordinate descent update to 2.2 .14 until it satisfies the optimality conditions. Each coordinate update $z$ is computed by solving the following minimization problem

$$
\begin{align*}
\min _{z} & q_{k}\left(d_{s}+z e_{j}\right)  \tag{2.2.22}\\
= & {\left[\frac{1}{2}\left(H_{k} d_{s}\right)_{j}+\left(\nabla^{T} L_{k}\right)_{j}\right] z+} \\
& \frac{1}{2}\left(H_{k}\right)_{j j} z^{2}+\left|\left(w_{k}\right) j+\left(d_{s}\right)_{j}+z\right|
\end{align*}
$$

A closed-form solution of 2.2 .22 can be obtained in a very similar fashion as (2.2.17).
Following similar complexity analysis of CD1, we end up with the same $O(N p)$ flops in order to apply a full coordinate descent in CD2. Note that to achieve that complexity, we need to take advantage of some careful arrangement and caching of the computations [32].

The computational complexity per iteration for each of the above three algorithms is summarized in Table 2.1.

|  | IPM | CD1 | CD2 |
| :--- | :--- | :--- | :--- |
| Flops | $O\left(p N^{2}\right)$ | $O(p N)$ | $O(p N)$ |

Table 2.1: Per Iteration Complexity

### 2.3 HiClass - An efficient Hierarchical Classification system

Introduction Hierarchical classification is an extension to the multi-class classification by taking into account the hierarchical structure of the labels. This structure is ignored in the standard, or flat multi-classification since each class is treated equally in a flat fashion. However, in many practical applications like classifying web contents [34] and text documents [35, 36], such hierarchical structure of the labels is particularly prevalent and labels can often be more appropriately understood as sets of labels with closely related labels grouped in the same set [37]. Thus labels from the same set are more difficult to discriminate than those from different sets, and it can be beneficial to train a classifier specifically for a set of labels in order to capture the subtle distinction between them. Based on this intuition, hierarchical classification exploits the additional knowledge in the structure of the labels by applying a recursive top-down approach: first discriminate the subsets of labels at the top level of the hierarchy before going down the next level to discern the labels (or sets of labels) in those subsets. This process is repeated until reaching the bottom level. In this paper, we propose a highly flexible and efficient framework for hierarchical classification by combining the strengths of first-order and second-order optimization methods through the top-down approach.

Motivation The primary aim of our proposed framework, HiClass, is to provide a flexible solution which is well balanced between efficiency and accuracy for hierarchical classification. We achieve this by adapting the use of second order information to the
number of data presented in different levels of the hierarchy. To train classifiers in hierarchical classification, we are faced with solving Quadratic Programming (QP) problems whose sizes depend on the number of training data. Nodes that exist at higher levels of the hierarchical tree usually contain many more data than the nodes at the lower levels of the tree. Using the same optimization method to solve the classification problems at different nodes of the tree would result in computational inefficiencies and inaccuracies.

A typical scenario in top-down-based hierarchical classification is that although there is a large amount of data at the high levels of the hierarchy, the size of the training sets are considerably smaller at the low levels, since the classes become much more specific [34 37].

The above observations have motivated us to apply an efficient and scalable first-order optimization algorithm to train the high-level classifiers, and an accurate second-order algorithm for the low-level classification problems. The main aim of this hybrid approach is to alleviate the shortcomings of the two methods, i.e. lower accuracy of the first-order method and slower speed of the second-order method, by adaptively adjusting the algorithms to the training data sizes that are dynamically changing from node to node. We remark that although first-order methods often are not able to solve a problem as accurately as methods using second-order information (e.g. IPM), the large amount of training data available at top-level nodes help compensate the lower accuracy in the solution.

Related Methods In many applications, such as text classifications and fault detection, class labels are arranged as nodes in a tree to represent a given hierarchical relation. The traditional way to approach this kind of problem is to simply ignore the hierarchical structure and treat it as a multi-class classification problem. This allows us to take advantage of existing techniques such as multi-class Support Vector Machine (SVM) [38]. Several variants of this formulation have recently been proposed to take into account the extra information from the hierarchy of classes to improve the loss function [35, 39], but two major drawbacks still remain - inconsistencies in
child-parent relations are difficult to prevent and inaccuracy in solving the training problem results in an inferior generalization quality. Accordingly, several methods including the top-down procedure [34, 36, 40], the bottom-up procedure [41] and the Bayesian network [42] have been proposed.

In this paper, we focus on a novel hybrid approach for training different nodes in the hierarchy. We combine different optimization techniques in the hybrid approach in order to establish a good enough balance between efficiency and accuracy. We also decouple the problem into a series of classification problems defined for each class and train each one independently with no regard to the hierarchy to obtain the classifier that is responsible for predicting membership to that particular class by means of a binary or real-valued output. This provides us with an opportunity to tailor optimization techniques to each problem and solve them in parallel, thus avoiding directly optimizing a single problem that can be much more complex and difficult to even store in memory. From there we discuss the important use of second order information in our hybrid approach and explore ways to build it into our HiClass system.

### 2.3.1 The Hierarchical Classification Framework

Let $\mathcal{X} \subset \mathcal{R}^{p}$ be the instance domain and let $\mathcal{Y}=\{1, \ldots, m\}$ be the index set of categories. We are interested in categories arranged in a tree structure. Each category, or node, in that tree structure is denoted by a unique number $i \in \mathcal{Y}$ ( 0 for the root of the tree). $\overline{\mathcal{Y}}=\mathcal{Y} \cup\{0\}$ is the set of all the nodes in the tree. Every node $i$ has a unique parent $\mathcal{P}(i)$, a set of children $\mathcal{C}(i)$ and siblings $\mathcal{S}(i)$. Let $\mathcal{S}^{+}(i)=\mathcal{S}(i) \cup\{i\}$. Also let $\mathcal{L}$ be the set of leaf nodes with no children:

$$
\begin{equation*}
\mathcal{L}=\{i \in \mathcal{Y} \mid \mathcal{C}(i)=\emptyset\} \tag{2.3.1}
\end{equation*}
$$

A training set is given as $\left\{\left(x_{k}, y_{k}\right)\right\}_{k=1}^{N} \in \mathcal{X} \times \mathcal{L}$. Note that every instance $x_{k}$ is labeled as $y_{k}$ from leaf node set $\mathcal{L}$ instead of $\mathcal{Y}$. One implication for this is illustrated in Figure 2.1, where an instance $x_{k}$ is automatically attached with node 1 and then
the root node if it is categorized to node 4 . Let a path denotes a set of labels with parent-child relations, and for every instance $x_{k}$, let $\mathcal{P}_{\text {ath }}(k)$ be the path that includes $y_{k}$. Then in this case $\mathcal{P}_{\text {ath }}(k)$ will be $\{4,1,0\}$ (remember 0 is the root node). If we further assume that all the instances are categorized until it is found in one and only one leaf node, this leaf node alone is enough to represent the whole path an instance is attached with, which is why we assign every instance only one label $y_{k}$. So in previous example, $y_{k}$ is 4 , the index of leaf node is $x_{k}$ classified to.

The challenge here is to learn a function $f: \mathcal{X} \rightarrow \mathcal{Y}$ that is efficient to train and easy to test. Assuming for each node $i \in \mathcal{Y}$ a vector $w_{i} \in \mathcal{R}^{p}$ has been given, a top-down procedure is utilized to classify an instance from the root to one leaf node [34, 36, 41, 42].

```
Algorithm 1: Top-Down Procedure for Classification
    Inputs: \(\{\mathcal{C}(i)\}_{i=1}^{m},\left\{w_{i}\right\}_{i=1}^{m}, x_{k}\)
    Outputs: \(i\)
    LET \(i \leftarrow 0\)
    while \(\mathcal{C}(i)\) is not empty do
        LET \(i=\underset{j \in \mathcal{C}(i)}{\arg \max } w_{j}^{T} x_{k}\)
```

What Algorithm 1 is trying to do is to assign one leaf node to every unknown instance. Given any node $i$ an instance $x_{k}$ belongs to, Algorithm 11 classifies $x_{k}$ among $\mathcal{S}^{+}(i)$, updating $i$ and repeating the procedure until $i$ is a leaf node. In this way we decouple the problem into a series of multi-class classification problems at each level.

There are different methods to train multi-class classifiers, either one-versus-rest, one-versus-one or solving a single optimization problem [38]. In this paper, we have adopted the one-against-rest approach, where for each node $i$, a binary classification problem is solved independently to learn a classifier that is responsible for predicting the membership of an instance against $\mathcal{S}^{+}(i)$. Let $\mathcal{T}(i)=\left\{k \mid\left(x_{k}, y_{k}\right)\right.$ where $\mathcal{P}(i) \subset$ $\left.\mathcal{P}_{\text {ath }}(k)\right\}$ be the training index set for the classification problem at node $i$. Further


Figure 2.1: The hierarchy tree of the labels.
we define for each node $i \in \overline{\mathcal{Y}}$ and $k \in \mathcal{T}(i)$

$$
y_{k}^{(i)}= \begin{cases}1 & i \in \mathcal{P}_{\text {ath }}(k) \\ -1 & \text { otherwise }\end{cases}
$$

then the training set for node $i$ would be

$$
\begin{equation*}
\overline{\mathcal{X}}(i)=\left\{\left(x_{k}, y_{k}^{(i)}\right) \mid k \in \mathcal{T}(i)\right\} \tag{2.3.2}
\end{equation*}
$$

The procedures are schematized in Algorithm 2.

```
Algorithm 2: Independent Classifiers Training
    1 Inputs: \(\overline{\mathcal{Y}},\left\{\left(x_{k}, y_{k}\right)\right\}_{k=1}^{N}\)
    2 Outputs: \(\left\{w_{i}\right\}_{i=1}^{m}\)
    3 for \(i=0 \rightarrow m\) do
        Construct training set \(\overline{\mathcal{X}}(i)\)
        Training
        Save \(w_{i}\)
```


### 2.3.2 A Novel Hybrid Approach

As motivated in Section 5.1, we want to build a hierarchical classification system that (1) provides scalability and portability, (2) imposes consistency in parent-child relations, (3) reduces inaccuracy in training classifier for each node, (4) adapts tailored
models and algorithms to each node based on different conditions and requirements. While the first two points are addressed in Section 2.3 by introducing the top-down classifying procedure and independent training approach for each node, the last problem that is essential to the system's overall speed and accuracy is taken care of by our novel hybrid approach presented in this section. As mentioned in Section 2.3, in most hierarchical classification problems there are a large amount of data at the high levels of the class hierarchy, and the sizes the training sets are considerably smaller at the low levels as the classes become much more specific. The difference in problem sizes at nodes of different levels presents us with different challenges and emphases in solving the underlying optimization problem. In particular, for those nodes with large amount of data, a small generalization error of the model is inherently easy to obtain since more information is presented to the model. But the resulting optimization problem becomes very large and thus brings about computational difficulties. On the other hand, for those nodes with scarcity of data, it is relatively easy to solve the optimization problem but a more accurate solution is required to compensate for the lack of training information.

Regarding that, we present our novel hybrid approach, which combines the coordinate descent methods and the IPM algorithm in the hierarchical classification framework. Ideally we can use one algorithm from top to bottom if there exists such an algorithm that outperform others both in speed and accuracy. In fact this is what people have been using in practice most of the time, and Interior Point Methods (IPM) with its fast convergence rate makes such a good candidate, demonstrating satisfying performance as long as the size of the problem is small. However, the need to solve a Newton system markedly limits the scalability of IPM-based algorithm since the time and memory it takes to solve the Newton system at every iteration increases substantially as the problem size becomes large. Hence, we only use an IPM-based method as the problem becomes small enough, i.e. when we reach the bottom level of the hierarchy. For the top level of the hierarchy where the problem size is often much larger than that of bottom-level problems, in order to train the classifiers efficiently,
we consider the two variants of coordinate descent methods.

Software Architecture The HiClass system is the combination and implementation of what we have discussed in previous sections, including the hierarchical classification framework and our novel hybrid approach with the implementation of IPM by [10], the first order coordinate descent by [9] called SCD and the second order variant by 32 called GLMNET, to solve the hierarchical classification problems accurately and efficiently. The strength of our HiClass system is that it is designed to be highly modular and flexible. The core of the system consists of four basic modules:

1. Hierarchy Tree The tree module implements the framework described in Section 2.3 and forms the foundation of the system.
2. Data Reader The reader module reads the data from text files of different formats (e.g. LIBSVM or UCI) and stores it in matrix and vector data structures in the memory.
3. QP Writer The writer module transforms the raw data into the appropriate matrices and vectors and writes them in the format required by different solvers as the input file.
4. Solver Engine The solver engine provides implementation for the algorithms described above.

Figure 2.2 shows the general architecture of the software system. Given the training data sets and the hierarchical structure of the labels, HiClass_problem_read transfers those data in memory to HiTree_data, which then distribute to every node a different training set (as defined in (2.3.2) that are necessary for the solvers to compute the classifier of that node. HiClass_node_write interfaces with the data and the solvers that consists of GLMNET used in the top (first) level of the hierarchy along with IPM for the rest. Note that the process is easy to parallelize since every classifier for each node is trained independently, as illustrated in the figure.


Figure 2.2: HiClass system flow chart

### 2.3.3 Experiments

In this section, we first discuss the measure of performance we use in every node of hierarchy and we test the performance of HiClass on real-world data set.

## The Evaluation Metrics

To evaluate the performance of the HiClass system, we use the micro-average $F_{1}$ measure [43]. On a single category the $F_{\beta}$ is given by

$$
\begin{equation*}
F_{\beta}=\frac{\left(\beta^{2}+1\right) A}{\left(\beta^{2}+1\right) A+B+\beta^{2} C} \tag{2.3.3}
\end{equation*}
$$

where A is the number of documents a system correctly assigns to the category (true positives), B is the number of documents a system incorrectly assigns to the category (false positives), and C is the number of documents that belong to the category but which the system does not assign to the category (false negatives). Let $\beta=1.0$, then
we have the harmonic mean of recall and precision:

$$
\begin{equation*}
F_{1}=\frac{2 A}{2 A+B+C}=\frac{2 R P}{R+P}, \tag{2.3.4}
\end{equation*}
$$

where R is recall, i.e., $A /(A+C)$, and P is precision, i.e., $A /(A+B)$.
In our case, every category $i$ will have its own $A_{i}, B_{i}$ and $C_{i}$. There are two methods, called macro-average and micro-average to combine those statistics into one measure in order to evaluate the general performance on the hierarchical structure. If we have category from 1 to $l$, then macro-average $F_{1}$ is just the unweighted mean of F-measure across all categories

$$
\begin{equation*}
\text { macro } F_{1}=\frac{\sum_{i=1}^{l}\left(F_{1}\right)_{i}}{l} \tag{2.3.5}
\end{equation*}
$$

and micro-average $F_{1}$ is given by

$$
\begin{equation*}
\text { microF }_{1}=\frac{2 \sum_{i=1}^{l} A_{i}}{\sum_{i=1}^{l} 2 A_{i}+B_{i}+C_{i}} \tag{2.3.6}
\end{equation*}
$$

In fact, 2.3.6 can be simplified. Since $\sum_{i=1}^{l} A_{i}+C_{i}=N$ where N is the number of all test instances. But we also have $\sum_{i=1}^{l} A_{i}+B_{i}=N$. Therefore,

$$
\sum_{i=1}^{l} 2 A_{i}+B_{i}+C_{i}=2 \sum_{i=1}^{l}\left(A_{i}+C_{i}\right)=2 N
$$

so 2.3 .6 is in fact the ratio of true positives and total number of instances micro $F_{1}=$ $\frac{\sum_{i=1}^{l} A_{i}}{N}$.

## The RCV1 Dataset

The RCV1-v2/LYRL2004 is a text categorization test collection made available from Reuters Corpus Volume I (RCV1), an archive of over 800,000 manually categorized newswire stories [43]. Each RCV1-v2 document used in our experiment has been tokenized, stopworded, stemmed and represented by 47,236 features in a final form as ltc weighted vectors. Those RCV1 documents are categorized with respect to the

Topics, which were organized in four hierarchical groups: CCAT, ECAT, GCAT and MCAT.

The RCV1-v2 documents are split chronologically into a training set and test set, with 23,149 training documents and 781,265 test documents. For our experiments, we focus on CCAT and MCAT two subtrees. The ECAT and GCAT subtrees are not considered because the former has a similar tree structure with CCAT and the latter display a structure that is flat rather than organized hierarchically. During preprocessing, we discard those that are not associated with any those leaf nodes as well as those that are categorized to multiple ones, requiring that each document used in the experiments is categorized to exactly one leaf node of either CCAT or MCAT. Next we discuss details.


Figure 2.3: CCAT subtree

Experiments on the CCAT Subtree We trim the CCAT topic group for our experiments and take out some "dumb" internal nodes, such as, those that have only
one child. Reserving the main structure of CCAT, we end up with topics organized in a tree illustrated in Figure 2.3(a). There are altogether 17 nodes including 13 leaf nodes, 3 internal nodes and 1 root. The number of training data for each topic is illustrated in Figure 2.3(b) where the color shifts from green to red with more green denoting larger numbers. The total number is 2062 and most of them amass in the first hierarchy, which causes the previously mentioned unbalanced data distribution problem. In the experiments, we run including our HYBRID method all four algorithms with the same stopping criteria and same regularization parameter. The accuracy (using micro-average $F_{1}$ measure [43]) and cpu time are recorded for each node respectively and for the whole tree as well. The results are presented in Figure 2.4 .

The first thing to note from Figure 2.4 is that the more second order information we take into consideration, the more accuracy we eventually achieve as expected, which can be seen by comparing the accuracy obtained by GLMNET, a second-order algorithm, with that of SCD which completely ignores the Hessian information. It can be seen that the first-order method SCD actually takes much longer than GLMNET to solve the problem, e.g., 556 s compared with 17 s . Having examined the detailed printouts of each algorithm, we find that even though SCD enjoys cheap per iteration cost, it takes SCD a lot more iterations than GLMNET to be able to satisfy the same stopping criteria, mostly due to the small step size SCD is forced to take each iteration. And the step size of SCD is inevitably small mainly because the lack of second order information forces it to build a globally upper bound model locally, which is thus a very loose bound with the minimizer too close to the current iterate. Hence, SCD progresses slowly, eventually resulting in expensive total computational cost even though each step only takes constant time.

On the other hand, GLMNET solves the problem very fast, e.g., nearly 35 times faster than SCD. The importance of curvature information can be further appreciated comparing the performance of GLMNET with that of SCD. Particularly, by incorporating second order information into the algorithm, GLMNET is able to achieve
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Figure 2.4: Performance comparison at each node between above mentioned algorithms. For HYBRID, we use GLMNET in the upper level and IPM at bottom. The number in the leftmost block of each table denotes the corresponding performance measure on the whole tree. For example, as shown by the rightmost upper table, $70 \%$ aggregate accuracy is achieved using the novel HYBRID method.
the fast convergence rate comparable to that of IPM; plus the cheap iteration cost similar to that of SCD, it is expected that GLMNET performs efficiently. However, GLMNET is not as accurate as IPM and although the inaccuracy can be somehow compensated by the abundance of training at the first hierarchy, the problem becomes more serious as it goes down the tree, e.g., almost $30 \%$ loss of accuracy in some cases.

Finally, by combining different algorithms we obtain a HYBRID method that has better accuracy than GLMNET. It is expected that the time HYBRID takes is over $90 \%$ less than that spent by SCD, due to not only the use of GLMNET in the first hierarchy, but also the fact that IPM at the bottom performs efficiently with
limited amount of data as well. In fact, the saving can be much more when the data distribution is more severely unbalanced, in which case there are much more data in the first level and the number decreases dramatically at the bottom. As a result, the time IPM takes to solve the problem increases much faster than that of GLMNET, mainly due to IPM's per iteration complexity growing quadratically with the number of training points. The advantage of using HYBRID will become more obvious in those cases. Another thing to note is the accuracy HYBRID achieves, which is the highest of all. Again, as we discussed, the use of IPM at the bottom improves the accuracy of GLMNET and the use of GLMNET at the upper level returns a slightly better accuracy than IPM because the ability of GLMNET to efficiently process large scale of data.


Figure 2.5: MCAT subtree

Experiments on the MCAT Subtree The whole experiment setting is similar to that of CCAT, except that this time we have a different hierarchical structure. The MCAT subtree contains altogether 9 nodes including 7 leaf nodes, 2 internal nodes and 1 root node, as illustrated in Figure 2.5(a). The number of training documents labelled under each topics is shown in Figure 2.5(b), from which we can see that over
$75 \%$ of the data are accumulating on M11 and M12. We therefore expect that IPM will have a hard time at the first level where the data matrix has more than 2000 rows and 47326 columns. In fact, it does take IPM too long to solve the problem such that we can't include the results in Figure 2.6. But we are still able to use IPM in the HYBRID method because the problem size at the bottom is at most 300, which is comfortably within the range of IPM.


Figure 2.6: Performance comparison at each node between above mentioned algorithms.

From Figure 2.6 we find that again, HYBRID outperforms other algorithm in terms of accuracy, while taking up only around one tenth of the time spent by SCD. GLMNET is still the fastest algorithm of the three, but as we discussed, lacks the high accuracy attained by most second order methods and using IPM in nodes M141, M142 and M143 helps improve the classification accuracy.

### 2.4 Distributed Learning for Short-term Forecasting

Short-term load forecasting (STLF), normally with a prediction time-horizon from 24 hours up to one-week ahead, has always been an important issue in efficient power system operation and decision making. STLF are not only needed for operation decisions in power system, such as scheduling of unit commitment and energy allocation, but also the key data for the electricity pricing as well. While an underestimation of the energy demand may result in inevitably high operational costs paid to procure energy in the market, an overestimation on the other hand wastes scarce resources. Hence, accurate and reliable load forecasts are vital for the energy transactions in competitive electricity markets. However, with the emergence of deregulation and free competition of modern energy markets [44, 45], the electric load is increasingly becoming difficult to forecast, thus giving rise to the need for more sophisticated forecasting tools with higher accuracy and reliability.

There are a wide variety of STLF methods proposed during the last decades, including linear or multiple regression model [46], autoregressive integrated moving average (ARIMA) [47, exponential smoothing method [48], feed-forward neural networks [49], etc. Generally speaking, all of the above mentioned methods can be categorized into two groups, the classical time series and regression methods including linear regression, ARIMA, exponential smoothing, etc., and the artificial intelligence methods containing for example artificial neural networks. While most of the classical methods are often relatively easy to implement and interpret [50], they are solely based on linear analysis, thus lacking the ability to capture the nonlinearity between the load series and the exogenous influencing factors, i.e., temperature, wind speed, etc. As a reality example illustrating the nonlinearity present in load series, we take the dataset of the North American electric utility [51, 52] and visualize them in Figure ??, And it has been shown by many works in literature, e.g., [45, 52] 55], etc., that the forecasting performance greatly relies on how effectively the prediction algorithm
captures this nonlinear nature of the time series, which is one of the main reasons why recently the so-called artificial intelligence methods have received more and more attention in solving the problem of loads forecasting. In particular, Support Vector Machine (SVM) or Support Vector Regression (SVR) [56], as a novel and powerful machine learning technique established on a theory of the structure risk minimization principle, has been known for its high generalization ability as well as resistant to the over-fitting problem, and several attempts have been made in recent literature to apply SVM to the field of load forecasting, e.g., 45, 52, 53], etc. As the first well-known success of such attempts, authors in [53] embed different load-affecting factors into the feature space of SVR and from these features they formulate the predicted max load. They successfully detect in the beginning of their experiments a periodic component within the data set due to both the seasonal variation of consumer electricity demand, e.g., high demand in the winter while low in the summer, and the so-called "holiday" effect, e.g., demand variation between weekend and weekdays. Although they take advantage of those properties subsequently in their modeling, their method is rather preliminary - manually single out winter data, for example, to forecast loads in winter. Still, they report promising experiment results based on this idea of choosing training data by comparing the similarity between the forecasting points, which is further explored by later forecasting works. Notably, Authors in [45] propose a twostage hybrid method combining an unsupervised network called the self-organizing map (SOM) [57] in the first stage, partitioning the non-stationary data into several subsets of stationary time-series data, with SVRs in the second stage, each defined on one of such subsets to take advantage of the similar dynamic properties. And authors in [52] introduce the locally weighted support vector regression (LWSVR), which, rather than taking in the entire data history, focuses the training on only the neighboring points around the current query point and endows a weight factor to each of the load datum. While most of those works are able to report in their experiments improvement in forecasting accuracy, several problems remain to be addressed, among which the biggest concern is the speed of the algorithm. Applying SVM to
time series forecast often requires solving a constrained quadratic problem in large scale. While this alone is computationally prohibitive, combining it with the SOM in the hybrid method [45] will only make the computational complexity even worse. Similarly, for LWSVR in [52], the computation of the neighborhood before training SVM requires a traverse through the whole training set. Since that has to be done for each forecasting time point, the complexity of this preprocessing alone will be related to the product between the size of the training set and that of the forecasting set, which is impractical in most reality uses.


Figure 2.7: Illustration of Load Series Periodicity.

In this section, we develop a time series forecasting algorithm that is specifically optimized for such large-scale forecasting problems, while at the same time incorporating this similarity-based modeling idea to achieve high accuracy in nonlinear and non-stationary time series prediction. In particular, we propose a two-phase forecasting framework that includes the training phase where forecasting models are distributively constructed, and the forecasting phase where the final forecasts are
computed jointly from the outputs of all the models combined. Since the construction of forecasting models is the most computationally intensive part of the algorithm, the encapsulation of it into a separate phase makes it possible to reuse the models for different forecasting tasks. Another novelty of our algorithm is that the whole framework can be easily parallelized thanks to its distributed nature - we decouple the whole forecasting problem into several smaller separable ones at beginning of the algorithm and construct a forecasting model for each of those decoupled problems. Since each model is self-contained and trained on problem much smaller in size than the original one, the construction process will be much more efficient and can be easily parallelized, which significantly accelerate the whole training process. Finally, in the forecasting phase, the forecasts from all the models are taken into consideration simultaneously to form the final forecasting output, which we cast into a multi-class classification problem defined for each forecasting point such that the algorithm adaptively and intelligently determines the way to form the final forecast from outputs of each model.

### 2.4.1 Problem Setting

Let us suppose that we have an univariate time series $z(t)$ for $t=1,2, \ldots, l$, where $z(t)$ is the electric load measurement at time step $t$. Our goal here is to predict the value of $z(t)$ at the next time step $t=l+1$. Let $f_{i}$ denotes the $i$ th forecasting model for $i=1, \ldots, k$. Let $\mathcal{X}_{i} \subset \mathbb{R}^{d}$ be the instance domain and let $\mathcal{Y}_{i}$ be the set of labels. $\mathcal{S}_{i}=\mathcal{X}_{i} \times \mathcal{Y}_{i}$ is the training data for the forecasting model $f_{i}$. That is, for each point $\left(x_{t}, y_{t}\right) \in \mathcal{S}_{i}$, we have

$$
\begin{equation*}
y_{t}=f_{i}\left(x_{t}\right) \tag{2.4.1}
\end{equation*}
$$

Here a standard approach to determine $\left(x_{t}, y_{t}\right)$ is to follow Takens embedding theorem [58], which states that given any time series $z(t)$, under certain conditions for almost all $t$ and for some finite $d, m$, there is a smooth map $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
z(t)=f(z(t-m), z(t-2 m), \ldots, z(t-d m)), \quad \forall t>d m \tag{2.4.2}
\end{equation*}
$$

where the value of $d$ is called the embedding dimension and the smallest value for which 2.4 .2 is true is called the minimum embedding dimension. Hence, according to the above theorem, the $x_{t}, y_{t}$ pair is given by $y_{t}=z(t)$ and $x_{t}=[z(t-m), z(t-$ $2 m), \ldots, z(t-d m)]^{\prime}$. Note that $d, m$ are the parameters specified by users and considered as constants in the algorithm. So once the time series $z(t), t=1, \ldots, l$ is given and index $t$ is specified, the $x_{t}, y_{t}$ pair is uniquely determined. Hence, for the sake of clarity, we redefine the training set $\mathcal{S}_{i}$ of the forecasting model $f_{i}$ as a index set such that $\mathcal{S}_{i} \subset \mathcal{N}=\{1, \ldots, l\}$, and for any $t \in \mathcal{S}_{i}$ we have $y_{t}=f_{i}\left(x_{t}\right)$, where $y_{t}=z(t)$ and $x_{t}=[z(t-m), z(t-2 m), \ldots, z(t-d m)]^{\prime}$.

The training phase and forecasting phase framework are described in Algorithm 3 and Algorithm 4, respectively. There are three key steps in the two frameworks, which are Step 2 data distribution and Step 4 model training in Algorithm 3, and Step 3 probability estimation in Algorithm 4. And we will discuss each of them in details next.

```
Algorithm 3: Distributed Training Framework
    1 Inputs: time series \(z(t), t \in \mathcal{N}\) and \(k\).
    Determine the data distribution \(\mathcal{S}_{1}, \mathcal{S}_{2}, \ldots, \mathcal{S}_{k}\) such that \(\mathcal{S}_{1} \cup \mathcal{S}_{2} \cup \ldots \cup \mathcal{S}_{k}=\mathcal{N}\).
    3 for each \(i \in\{1, \ldots, k\}\) do
        Train forecasting model \(f_{i}\) on \(\mathcal{S}_{i}\).
    Return: forecasting models \(f_{i}\) for \(i=1, \ldots, k\).
```

```
Algorithm 4: Joint Forecasting Framework
1 Inputs: forecasting models \(f_{i}\) for \(i=1, \ldots, k\) and query point \(x_{q}\)
    for \(i \in\{1, \ldots, k\}\) do
        Estimate probability \(p_{i}\)
        Compute \(\hat{y}_{i}=f_{i}\left(x_{q}\right)\).
    Return: forecasting value \(y_{q}=\sum_{i=1}^{k} p_{i} \hat{y}_{i}\).
```


### 2.4.2 Description of the Algorithm

## k-Means in $\mathcal{F}$ Space

The k-means is a clustering method based on minimization of the total distance between all inputs from their respective cluster centers while at the same time maximizing the between-cluster-object dissimilarity. Here we extend the method into the high-dimensional $\mathcal{F}$ space so that it can be used to cluster data mapped to different affine segments in $\mathcal{F}$. The difficulty is that in most cases $\mathcal{F}$ space is only implicitly defined via kernels, because given any $x_{i}$ in current space it is computationally infeasible to write out explicitly the expression of its counterpart $\Phi(x)$ in $\mathcal{F}$, due to both polynomial features of higher order and higher dimensionality. However, as we shall see later, the k-means algorithm can be modified so that it only depends on dot products between $x_{i}$. Hence, it suffices to know $k\left(x_{i}, x_{j}\right):=\Phi\left(x_{i}\right)^{T} \Phi\left(x_{j}\right)$ rather than $\Phi$ explicitly. Firstly, let us suppose we are given a set of points from original (input) $d$-dimensional space, $\left\{x_{i}\right\}_{i=1}^{N} \in \mathbb{R}^{d}$. The problem is to partition the $N$ points' $\mathcal{F}$-space counterparts $\left\{\Phi\left(x_{i}\right)\right\}_{i=1}^{N} \in \mathcal{F}$ into $k$ sets $(k \leq N) \mathcal{X}=\left\{\mathcal{X}_{1}, \mathcal{X}_{2}, \ldots, \mathcal{X}_{k}\right\}$ such that the within-cluster sum of squares is minimized:

$$
\begin{equation*}
\mu^{*}:=\arg \min _{\mu} \sum_{i=1}^{k} \sum_{\Phi(x) \in \mathcal{X}_{i}}\left\|\Phi(x)-\Phi\left(\mu_{i}\right)\right\|^{2} \tag{2.4.3}
\end{equation*}
$$

where $\mu^{*} \in \mathbb{R}^{d \times k}$ with $\mu_{i}^{*}$ being the $i$ th column in matrix $\mu^{*} ; \Phi\left(\mu_{i}\right) \in \mathcal{F}$ is the centroid of $\mathcal{X}_{i}$, and can be obtained by

$$
\begin{equation*}
\Phi\left(\mu_{i}\right)=\frac{\sum_{\Phi(x) \in \mathcal{X}_{i}} \Phi(x)}{\left|\mathcal{X}_{i}\right|} \tag{2.4.4}
\end{equation*}
$$

Note that $\Phi\left(\mu_{i}\right)$ can be considered as the "best" representative of the cluster $\mathcal{X}_{i}$ since

$$
\begin{equation*}
\Phi\left(\mu_{i}\right)=\arg \min _{z} \sum_{\Phi(x) \in \mathcal{X}_{i}}\|\Phi(x)-z\|^{2} \tag{2.4.5}
\end{equation*}
$$

Although we do not have an explicit expression of the centroid $\Phi\left(\mu_{i}\right)$, we can still compute the Euclidean distance between any point $\Phi(\bar{x})$ and the centroid $\Phi\left(\mu_{i}\right)$ through
the kernel if $\Phi\left(\mu_{i}\right)$ is given by (2.4.4):

$$
\begin{align*}
\left\|\Phi(\bar{x})-\Phi\left(\mu_{i}\right)\right\|^{2} & =\left(\Phi(\bar{x})-\Phi\left(\mu_{i}\right)\right)^{T}\left(\Phi(\bar{x})-\Phi\left(\mu_{i}\right)\right) \\
& =\Phi(\bar{x})^{T} \Phi(\bar{x})-2 \Phi(\bar{x})^{T} \Phi\left(\mu_{i}\right)+\Phi\left(\mu_{i}\right)^{T} \Phi\left(\mu_{i}\right) \\
& =k(\bar{x}, \bar{x})-2 \frac{\sum_{x \in \mathcal{X}_{i}} k(\bar{x}, x)}{\left|\mathcal{X}_{i}\right|}+\frac{\sum_{x^{(1)} \in \mathcal{X}_{i}} \sum_{x^{(2)} \in \mathcal{X}_{i}} k\left(x^{(1)}, x^{(2)}\right)}{\left|\mathcal{X}_{i}\right|^{2}} \tag{2.4.6}
\end{align*}
$$

or if $\mu_{i}$ is known:

$$
\begin{align*}
\left\|\Phi(\bar{x})-\Phi\left(\mu_{i}\right)\right\|^{2} & =\Phi(\bar{x})^{T} \Phi(\bar{x})-2 \Phi(\bar{x})^{T} \Phi\left(\mu_{i}\right)+\Phi\left(\mu_{i}\right)^{T} \Phi\left(\mu_{i}\right) \\
& =k(\bar{x}, \bar{x})-2 k\left(\bar{x}, \mu_{i}\right)+k\left(\mu_{i}, \bar{x}\right) \tag{2.4.7}
\end{align*}
$$

The procedures of implementing k-Means in $\mathcal{F}$ Space are described in Algorithm 5. The structure of the algorithm is very simple, consisting mainly a while-loop to examine the termination conditions and two types of for-loops to compute the clusters $\mathcal{X}$, depending on which formula to use for calculating the distance between the points and the centroids.

Let us now analyze the per iteration cost of Algorithm 5. The main computational expense here is the for-loop to update the cluster $\mathcal{X}_{i}$ for each $i \in\{1, \ldots, k\}$. That is, for each one of the $N$ training points $x$, we compute and compare its distance to the $k$ centroids by 2.4.6 , choosing the nearest centroids, say the $i$ th one, and putting $x$ in the corresponding cluster $\mathcal{X}_{i}$. So it is $k$ times the per evaluation cost of 2.4.6) for each training point $x$. Suppose that we have pre-evaluated and stored the kernel matrix $K \in \mathbb{R}^{N \times N}$ with $k_{i j}=k\left(x_{i}, x_{j}\right)$. Then computing the first term in 2.4.6 takes $O(k)$ flops and the second term takes $O\left(\sum_{i}|\mathcal{X}|\right)=O(N)$ flops. For $N$ points together, it takes $O\left(N^{2}\right)$ flops. Note that this estimate only takes into account the first two terms in 2.4.6). We consider the last term separately because it is fixed for each cluster $\mathcal{X}_{i}$, so in each iteration it is computed once, which takes $O\left(k N^{2}\right)$ flops for $k$ clusters, and cached. Altogether, the per iteration complexity of Algorithm 5 is $O\left(k N^{2}\right)$.

```
Algorithm 5: k-Means in \(\mathcal{F}\) Space
    1 Set \(t \leftarrow 0\).
    Initialize the \(k\) centroids of clusters: \(\mu_{1}^{(t)}, \mu_{2}^{(t)}, \ldots, \mu_{k}^{(t)}\).
    3 for \(i \in\{1, \ldots, k\}\) do
        Compute \(\mathcal{X}_{i}:=\left\{j \mid j \in\{1, \ldots, N\}\right.\) and \(i\) is equal to \(i^{*}\) with \(i^{*}:=\)
        \(\left.\arg \min _{i i \in\{1, \ldots, k\}}\left\|\Phi\left(\mu_{i i}^{(t)}\right)-\Phi\left(x_{j}\right)\right\|^{2}\right\}\) using 2.4.7.
    while optimality test returns false do
        for \(i \in\{1, \ldots, k\}\) do
            Update \(\mathcal{X}_{i}:=\left\{j \mid j \in\{1, \ldots, N\}\right.\) and \(i\) is equal to \(i^{*}\) with \(i^{*}:=\)
            \(\left.\arg \min _{i i \in\{1, \ldots, k\}}\left\|\Phi\left(\mu_{i i}^{(t)}\right)-\Phi\left(x_{j}\right)\right\|^{2}\right\}\) using 2.4.6.
        Set \(t \leftarrow t+1\).
    \({ }_{9}\) Return \(\mathcal{X}\).
```

An Accelerated Kernel k-Means Algorithm Here we propose an algorithm to efficiently solve the kernel kMeans problem (2.4.3) in large scale. While the standard iterative solution to k-Means (Algorithm 5) suffers from poor scalability and is easily trapped in local minima due to the greedy nature of the update, our proposed algorithm, built on the recent advances at the interface of machine learning and optimization research, is not only designed to improve the clustering accuracy, but also specifically tuned to large-scale clustering problem. A key step in achieving such superior performance lies in the equivalent transformation of the optimization of problem (2.4.3) into a Nonnegative Matrix Factorization (NMF) problem, which can be seen, from an optimization point of view, as a nonlinear programming with a nonconvex objective and bound constraints:

$$
\begin{equation*}
\min _{G \geq 0}\left\|K-G G^{T}\right\|^{2} \tag{2.4.8}
\end{equation*}
$$

where the constraints are component-wise and the matrix norm $\|G\|^{2}=\sum_{i, j} G_{i j}^{2}$ is the Frobeneus norm. To see the two problems (2.4.3 and (2.4.8) are actually
equivalent, let us first define the matrix $G \in \mathbb{R}^{N \times k}$ such that

$$
G_{i j}= \begin{cases}1, & \text { if } x_{i} \in \mathcal{X}_{j}  \tag{2.4.9}\\ 0, & \text { otherwise }\end{cases}
$$

If we consider strict k-Means where every point $x_{i}$ is assigned to exactly one cluster, then $G$ is a cluster membership indicator matrix with each row containing none but one non-zero component, which can be enforced by the following two constraints

$$
\begin{equation*}
G \geq 0 \quad \text { and } \quad G^{T} G=I \tag{2.4.10}
\end{equation*}
$$

Using $G$, we can write down the objective of k-Means 2.4.3) alternatively as

$$
\begin{equation*}
\min _{G \geq 0, G^{T} G=I} \sum_{i=1}^{k} \sum_{j=1}^{N} G_{j i}\left\|x_{j}-\mu_{i}\right\|^{2}=\sum_{i=1}^{k} \sum_{j=1}^{N} G_{j i}\left\|x_{j}-\frac{\sum_{j=1}^{N} G_{j i} x_{j}}{\sum_{j=1}^{N} G_{j i}}\right\|^{2} \tag{2.4.11}
\end{equation*}
$$

which has a compact form matrix representation

$$
\begin{equation*}
\min _{G \geq 0, G^{T} G=I} \operatorname{tr}\left(X^{T} X\right)-\operatorname{tr}\left(G^{T} X^{T} X G\right)=-\operatorname{tr}\left(G^{T} K G\right) \tag{2.4.12}
\end{equation*}
$$

where $K=X^{T} X$ is the linear kernel matrix. In nonlinear kernel mapping, $k_{i j}$ is simply given by the inner product of $\Phi\left(x_{i}\right)$ and $\Phi\left(x_{j}\right)$. Since multiplying by a positive number or adding a constant to the objective does not alter the optimal solution, (2.4.12) can be further transformed into the following problem

$$
\begin{equation*}
\min _{G \geq 0, G^{T} G=I}\|K\|^{2}-2 \operatorname{tr}\left(G^{T} K G\right)+\left\|G^{T} G\right\|^{2}=\left\|K-G G^{T}\right\|^{2} \tag{2.4.13}
\end{equation*}
$$

Relaxing the orthogonality $G^{T} G=I$ turns it into the NMF problem 2.4.8) presented in the beginning, and it has been shown that without the constraint the solution to the problem 2.4.8) still retains $G$ orthogonality approximately 59 .

The real challenge, however, lies in how to solve (2.4.8) for the cluster membership indicator matrix $G$ because any such algorithm need to at least address three difficulties: 1.) retain sparsity in $G$ for clustering interpretability. 2.) deal with the non-convexity and non-linearity in the objective to avoid trapped in local minima.
3.) design for large-scale clustering problems. There are mainly three novelties in our proposed algorithm to deal with those difficulties respectively. First of all, we transform the nonconvex problem (2.4.8) into a convex one by both adding the equality constraint $X=G$ and modifying the objective function to $\left\|K-X G^{T}\right\|^{2}$, so the problem now becomes bi-affine

$$
\begin{equation*}
\min _{G \geq 0, X=G}\left\|K-X G^{T}\right\|^{2} \tag{2.4.14}
\end{equation*}
$$

To deal with the equality constraint, we introduce the augmented Lagrangian function:

$$
\begin{equation*}
\mathcal{L}(X, G, V, \mu)=\left\|K-X G^{T}\right\|^{2}-\operatorname{tr}\left(V^{T}(X-G)\right)+\frac{\mu}{2}\|X-G\|^{2} \tag{2.4.15}
\end{equation*}
$$

where $V \in \mathbb{R}^{N \times k}$ is the matrix of untrstricted Lagrange multipliers for the equality constraint $X=G$ and the parameter $\mu \in \mathbb{R}$ is positive. Note that the augmented Lagrangian function can be seen as both the extension of the quadratic penalty function by the addition of Lagrangian multipliers to reduce the possibility of ill conditioning, and the extension of the standard Lagrangian by the addition of the penalty term involving $\mu$ to measure the infeasibility of the problem 2.4.14). The motivation for using the augmented Lagrangian algorithm is that, for an appropriate fixed choice $\left(V^{*}, \mu^{*}\right)$, an optimal solution $\left(X^{*}, G^{*}\right)$ can be obtained by solving the following problem:

$$
\begin{equation*}
\min _{G \geq 0, X} \mathcal{L}\left(X, G, V^{*}, \mu^{*}\right) \tag{2.4.16}
\end{equation*}
$$

which is a bi-convex minimization problem, i.e., convex in $X$ for each $G$ and convex in $G$ for each $X$. This motivates the alternating direction method which splits the nonconvex problem into the following two convex subproblems by alternatingly updating $X$ and $G$ :

$$
\begin{align*}
X^{n+1} & :=\arg \min _{X} \mathcal{L}\left(X, G^{n}, V^{n}\right)  \tag{2.4.17}\\
G^{n+1} & :=\arg \min _{G \geq 0} \mathcal{L}\left(X^{n+1}, G, V^{n}\right) \tag{2.4.18}
\end{align*}
$$

and we update the Lagrange multipliers by $V^{n+1}:=V^{n}-\mu\left(X^{n+1}-G^{n+1}\right)$. Minimizing with respect to $X$ 2.4.17) is easy with a closed-form solution obtained by setting the gradient of $\mathcal{L}$ with respect to $X$ to zero

$$
\begin{align*}
& \nabla_{X} \mathcal{L}\left(X, G^{n}, V^{n}\right)=-2 K G^{n}+2 X^{n+1}\left(G^{n}\right)^{T} G^{n}-V^{n}+\mu\left(X^{n+1}-G^{n}\right)=0  \tag{2.4.19}\\
\Rightarrow \quad & X^{n+1}=\left(2 K G^{n}+V^{n}+\mu G^{n}\right)\left(2\left(G^{n}\right)^{T} G^{n}+\mu I\right)^{-1} \tag{2.4.20}
\end{align*}
$$

The complexity, however, is mainly in obtaining $G^{n+1}$ by (2.4.18), a boundconstrained nonlinear problem. A standard approach is using bound-constrained trust region method to compute the direction each iteration by solving a quadratic model of $\mathcal{L}_{G}$. But this would require manipulating the Hessian matrix that has as many as $O\left(N^{2} k^{2}\right)$ entries, the storage of which alone is going to be computationally prohibitive in some cases. So here we consider an accelerated gradient projection descent method (Algorithm 6), which takes advantage of a Nesterov-type extrapolation technique (step 6) to accelerate the minimization of subproblem to reach the theoretically best convergence rate of first-order method. Due to both the acceleration and the Hessian-free framework, the Algorithm 6 is designed to be scalable and can be called efficiently as a subroutine. Another important property of the Algorithm 6 is that it induces sparsity in $G$ rather aggressively thanks to the projected gradient step 7, where the projection $P$ is defined as follows

$$
P_{i j}(X, a)= \begin{cases}x_{i j}, & \text { if } x_{i j}>a  \tag{2.4.21}\\ a, & \text { otherwise }\end{cases}
$$

Let us now analyze the optimality condition of problem (2.4.14). We first define the standard Lagrangian function

$$
\begin{equation*}
\mathcal{L}\left(X, G, V_{e q}, V_{i e q}\right)=\left\|K-X G^{T}\right\|^{2}-\operatorname{tr}\left(V_{e q}^{T}(X-G)\right)-\operatorname{tr}\left(V_{i e q}^{T} G\right) \tag{2.4.22}
\end{equation*}
$$

where $V_{e q} \in \mathbb{R}^{N \times k}$ and $V_{i e q} \in \mathbb{R}^{N \times k}$ are the Lagrange multipliers for equality constraints $X=G$ and inequality constraints $G \geq 0$ respectively. Then the first-order

```
Algorithm 6: Accelerated Gradient Projection Descent Method for Subprob-
lem (2.4.18)
    1 INPUT: \(X, V, L_{G}\) and \(G\)
    2 INITIALIZATION: Set \(i \leftarrow 0, G^{i-1} \leftarrow G, G^{i} \leftarrow G, t_{i-1} \leftarrow 1\)
    3 while optimality test returns false do
    \(t_{i} \leftarrow\left(1+\sqrt{1+4 t_{i-1}^{2}}\right) / 2\)
    \(\omega_{i} \leftarrow\left(t_{i-1}-1\right) / t_{i}\)
    \(Z^{i} \leftarrow G^{i}+\omega_{i}\left(G^{i}-G^{i-1}\right)\)
    \(G^{i+1} \leftarrow P\left(Z^{i}-\nabla_{G} \mathcal{L}\left(X, Z^{i}, V\right) / L_{G}, 0\right)\)
    \(i \leftarrow i+1\)
9 RETURN \(G^{i}\).
```

optimality condition is given by

$$
\begin{align*}
\nabla_{X^{*}} \mathcal{L}\left(X^{*}, G^{*}, V_{e q}^{*}, V_{i e q}^{*}\right) & =0  \tag{2.4.23}\\
\nabla_{G^{*}} \mathcal{L}\left(X^{*}, G^{*}, V_{e q}^{*}, V_{i e q}^{*}\right) & =0  \tag{2.4.24}\\
G^{*} & \geq 0  \tag{2.4.25}\\
V_{i e q}^{*} & \geq 0  \tag{2.4.26}\\
V_{i e q}^{*} \cdot G^{*} & =0 \tag{2.4.27}
\end{align*}
$$

which yields the optimality test

$$
\begin{equation*}
\nabla_{X} \mathcal{L}=-2 K G+2 X G^{T} G-V_{e q} \leq \epsilon \tag{2.4.28}
\end{equation*}
$$

we use to terminate and return the solution $G$ in Algorithm 7, the final algorithmic frame for solving the kernel kMeans problem (2.4.8).

## Customized Primal SVR via Kernels

In this section we describe the algorithm to train linear regression in high-dimensional $\mathcal{F}$ space for each affine cluster $\mathcal{X}_{i}$, where $\mathcal{F}$ space is defined implicitly through the use of kernels. In particular, we discuss our customizations in standard Support Vector Regression (SVR) in order to learn a forecasting curve that gives a tight

```
Algorithm 7: Accelerated Alternating Projection Method for Kernel kMeans
(2.4.8)
    INPUT: kernel matrix \(K\) and number of clusters \(k\)
    2 INITIALIZATION: Set the iteration counter \(n \leftarrow 1\), penalty parameter \(\mu \leftarrow 10\)
    and the variables \(G^{n}, X^{n}, V^{n} \in \mathbb{R}^{N \times k}, G^{n} \leftarrow \mathbf{0}, X^{n} \leftarrow \mathbf{0}, V^{n} \leftarrow \mathbf{1}\),
    while optimality test (2.4.28) returns false do
        Compute \(X^{n+1}=\left(2 K G^{n}+V^{n}+\mu G^{n}\right)\left(2\left(G^{n}\right)^{T} G^{n}+\mu I\right)^{-1}\).
        Compute \(G^{n+1}\) by Algorithm 6 .
        Compute \(V^{n+1}=V^{n}-\mu\left(X^{n+1}-G^{n+1}\right)\)
        \(n \leftarrow n+1\)
    8 RETURN \(G^{n}\).
```

upper bound prediction of the future load value. To solve the resulted, often largescale, nonlinear optimization problem, we deploy online learning algorithms to ensure efficiency and scalability, which however requires working directly with the primal SVR. While kernelized SVR is often considered in its dual format, we extend the online learning algorithm to kernelized primal SVR.

To facilitate the discussion, we will suppose we have only one affine cluster $\mathcal{X}$ containing a training set $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{N} \subset \mathcal{X} \times \mathbb{R}$. Our goal here is to learn a function $f$ as defined in 2.4.1 by minimizing the empirical loss $L(w)$ on $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{N}$ plus an additional regularization term $\|w\|^{2}$ to avoid overly complex hypotheses:

$$
\begin{equation*}
\min _{w} \quad F(w)=L(w)+\frac{\lambda}{2}\|w\|^{2} \tag{2.4.29}
\end{equation*}
$$

There are variety of loss functions $L(w)$ to choose from for regression, e.g., squared loss, Huber's robust loss, Vapnik's $\epsilon$-insensitive loss, etc. Particularly, Vapnik's $\epsilon$ insensitive loss function is given by $L(w)=\frac{1}{N} \sum_{i=1}^{N} \max \left(0,\left|y_{i}-f\left(x_{i}\right)\right|-\epsilon\right)$, which establishes a $\epsilon$ tube around the data such that no points but those outside of the tube will suffer a loss. The placement of the tube is iteratively optimized in a way that maximizes the number of points inside of the tube. Normally, this $\epsilon$ tube is always placed in symmetric with respect to the regression function $f$, which allows training
data to deviate from $f$ in all direction. But in certain applications like load forecasting, we would rather like the forecasting function to give a slightly overestimated prediction than a underestimated one in order to prevent a potential power outage. To that end, we modify the $\epsilon$-insensitive loss function such that

$$
\begin{equation*}
L(w)=\frac{1}{N} \sum_{i=1}^{N} \max \left(0,\left|y_{i}-f\left(x_{i}\right)\right|-\epsilon+\operatorname{sgn}\left(y_{i}-f\left(x_{i}\right)\right) \eta\right), \quad 0<\eta<\epsilon \tag{2.4.30}
\end{equation*}
$$

which shifts the $\epsilon$ tube upward by the amount of $\eta$ that is the so-called shifting parameter chosen by the users. To make it more clearly the purpose of $\eta$, we can formulate the above equation alternatively in the following way

$$
\begin{align*}
L(w) & =\frac{1}{N} \sum_{i=1}^{N} l_{i}(w), \quad \text { with }  \tag{2.4.31}\\
l_{i}(w) & = \begin{cases}\max \left(0,\left|y_{i}-f\left(x_{i}\right)\right|-(\epsilon-\eta)\right), & \text { if } y_{i}-f\left(x_{i}\right) \geq 0 \\
\max \left(0,\left|y_{i}-f\left(x_{i}\right)\right|-(\epsilon+\eta)\right), & \text { if } y_{i}-f\left(x_{i}\right)<0\end{cases} \tag{2.4.32}
\end{align*}
$$

Note that when the prediction $f\left(x_{i}\right)$ is below the actual value $y_{i}$ we suffer a loss as soon as the deviation grows larger than $\epsilon-\eta$, whereas in the case where $f\left(x_{i}\right)$ is over $y_{i}$, we allow the deviation to be as large as $\epsilon+\eta$ before we begin to penalize. In this way, we basically give the algorithm more space to choose $f$ over the actual load curve, while reducing the freedom of $f$ going under the curve.

Now let us consider the algorithm to solve 2.4.29) with the shifted loss 2.4.30). It has always been a challenge to solve such problem efficiently in large scale because of both the nonlinearity and non-smoothness present in the objective function. Here we consider the projected stochastic gradient descent methods, which enjoys inexpensive per iteration cost while still managing a superior rate of convergence among other first-order methods. We extend it, for the purpose of this paper, to SVR in kernel space. The algorithm mainly contains two steps, an update step and a projection step. In the update step, a stochastic gradient descent is performed such that

$$
\begin{equation*}
w_{t+\frac{1}{2}}=w_{t}-\alpha_{t} \partial F_{\mathcal{A}_{t}}\left(w_{t}\right) \tag{2.4.33}
\end{equation*}
$$

where $\alpha_{t}=\frac{1}{\lambda t}$ is the learning rate and $-\partial F_{\mathcal{A}_{t}}\left(w_{t}\right)=\frac{1}{\left|\mathcal{A}_{t}\right|} \sum_{i \in \mathcal{A}_{t}} \Phi\left(x_{i}\right) \operatorname{sgn}\left(y_{i}-f\left(x_{i}\right)\right)-$ $\lambda w_{t}$ is the negative gradient of the sub-sampled objective function which gives a descent direction in the objective; $\mathcal{A}_{t}$ is the set of points for which $w_{t}$ suffers a non-zero loss. In the projection step, $w_{t+\frac{1}{2}}$ is projected onto the set $\mathcal{B}=\{w:\|w\| \leq 1 / \sqrt{\lambda}\}$ such that

$$
\begin{equation*}
w_{t+1}=\min \left(1, \frac{1 / \sqrt{\lambda}}{\left\|w_{t+\frac{1}{2}}\right\|}\right) w_{t+\frac{1}{2}} \tag{2.4.34}
\end{equation*}
$$

which, as analysis shows, allows the usage of a very aggressive decrease in the learning rate and yields an improved rate of convergence [60]. As simple as the algorithm seems to be, the extension to kernelized SVR is not quite straightforward. The main difficulty here is that $w$ lies in the high dimensional space rather than the input space (recall (2.4.1)), and directly manipulating $w$ in that space is usually intractable. We circumvent that difficulty by expressing $w$ with dual variables $a$ of 2.4.29) as following

$$
\begin{equation*}
w_{t}=\sum_{i=1}^{N} a_{i}^{(t)} \Phi\left(x_{i}\right) \tag{2.4.35}
\end{equation*}
$$

Substituting it into 2.4.1), we obtain the formula expressing $f$ in terms of kernel $k()$

$$
\begin{equation*}
f(\bar{x})=\sum_{i=1}^{N} a_{i}^{(t)} k\left(x_{i}, \bar{x}\right)+b \tag{2.4.36}
\end{equation*}
$$

Substituting (2.4.35) into (2.4.33), we obtain

$$
\begin{equation*}
\sum_{i=1}^{N} a_{i}^{\left(t+\frac{1}{2}\right)} \Phi\left(x_{i}\right)=\sum_{i \in \mathcal{A}_{t}}\left[\left(1-\alpha_{t} \lambda\right) a_{i}^{(t)}+\frac{\alpha_{t}}{\left|\mathcal{A}_{t}\right|} \operatorname{sgn}\left(y_{i}-f\left(x_{i}\right)\right] \Phi\left(x_{i}\right)+\sum_{i \in \overline{\mathcal{A}}_{t}}\left(1-\alpha_{t} \lambda\right) a_{i}^{(t)} \Phi\left(x_{i}\right)\right. \tag{2.4.37}
\end{equation*}
$$

which yields the rules to update the dual variables

$$
\begin{align*}
& a_{i}^{\left(t+\frac{1}{2}\right)} \leftarrow\left(1-\alpha_{t} \lambda\right) a_{i}^{(t)}+\frac{\alpha_{t}}{\left|\mathcal{A}_{t}\right|} \operatorname{sgn}\left(y_{i}-f\left(x_{i}\right), \quad \text { for } i \in \mathcal{A}_{t}\right.  \tag{2.4.38}\\
& a_{i}^{\left(t+\frac{1}{2}\right)} \leftarrow\left(1-\alpha_{t} \lambda\right) a_{i}^{(t)}, \quad \text { for } i \in \overline{\mathcal{A}}_{t} \tag{2.4.39}
\end{align*}
$$

where $f\left(x_{i}\right)$ can be computed by 2.4.36 and $\overline{\mathcal{A}}_{t}$ is the complementary set of $\mathcal{A}_{t}$ with respect to the index set $\mathcal{N}=\{1,2, \ldots, N\}$. Similarly, we can perform the projection step by updating $a$ instead of $w$. Using $\left\|w_{t}\right\|^{2}=\left\|\sum_{i=1}^{N} a_{i}^{(t)} \Phi\left(x_{i}\right)\right\|^{2}=$ $\sum_{i, j \in \mathcal{N}} a_{i}^{(t)} a_{j}^{(t)} k\left(x_{i}, x_{j}\right)$, we obtain

$$
\begin{equation*}
a_{i}^{(t+1)} \leftarrow a_{i}^{\left(t+\frac{1}{2}\right)} \min \left(1, \frac{1 / \sqrt{\lambda}}{\sqrt{\sum_{i, j \in \mathcal{N}} a_{i}^{\left(t+\frac{1}{2}\right)} a_{j}^{\left(t+\frac{1}{2}\right)} k\left(x_{i}, x_{j}\right)}}\right), \quad \text { for } i \in \mathcal{N} \tag{2.4.40}
\end{equation*}
$$

```
Algorithm 8: online learning for kernelized primal SVR
    INPUT: \(T, \mathcal{N}, \lambda, s \leq|\mathcal{N}|,\left\{\left(x_{i}, y_{i}\right)\right\}_{i \in \mathcal{N}}\)
    Set \(t \leftarrow 0\).
    Initialize the dual variables \(a^{(t)}\) to zeros.
    for \(t=1,2, \ldots, T\) do
        Compute \(\mathcal{A}_{t}\) such that \(\mathcal{A}_{t}:=\left\{i: l_{i}(w) \neq 0\right.\) and \(\left.\left|\mathcal{A}_{t}\right|=s\right\}\).
        Update the dual variables by \((2.4 .38)\) and (2.4.39).
        Project the dual variables by 2.4 .40 .
    8 Return \(a^{(t)}\).
```


## Joint Forecasting via Kernel SVM

If only one regression function $f$ is trained to model the data distribution, then the forecasted time series value $f(x)$ is uniquely defined given any query point $x$. But it becomes a little complicated when there are multiple regression functions $f_{\mathcal{X}_{i}}$ learned for each cluster $\mathcal{X}_{i}, i=1, \ldots, k$, because now we have multiple forecasted values $f_{\mathcal{X}_{1}}(x), \ldots, f_{\mathcal{X}_{k}}(x)$ all at the same point $x$ and we need to know which one (or ones) to use. Mathematically, this problem can be formulated as one finding a unit-norm probability vector

$$
\begin{equation*}
p(x)=\left[p_{1}(x), \ldots, p_{k}(x)\right]^{T} \text { with }|p(x)|=1, p_{i}(x) \geq 0 \forall i=1, \ldots, k \tag{2.4.41}
\end{equation*}
$$

such that the linear combination of those forecasted values $\sum_{i=1}^{k} p_{i}(x) f_{\mathcal{X}_{i}}(x)$ predicts better than any one of those value alone does. Here the critical step is to determine the probability vector $p(x)$, where each component $p_{i}(x)$ is the indicator of the
prediction accuracy of $f_{\mathcal{X}_{i}}(x)$. In the extreme case, for example, $p_{i}(x)=1$ implies that $f_{\mathcal{X}_{i}}(x)$ predicts 100 percent correct, and $p_{i}(x)=0$ indicates that $f_{\mathcal{X}_{i}}(x)$ is irrelevant here and better not be included in the forecasting output. To determine the probability vector $p(x)$, let us consider the kernel space where embedded time series data distribute in different clusters $\mathcal{X}, i=1, \ldots, k$ and for each of such cluster $\mathcal{X}_{i}$ an affine regression function $f_{\mathcal{X}_{i}}$ is learned to model the data distribution in that particular cluster. Each affine function $f_{\mathcal{X}_{i}}$ is expected to forecast accurately given the data in the corresponding cluster $i$, and the accuracy is expected to decay as the data point moves away from that cluster. This motivates us to measure the closeness of the query point $x$ to each cluster and use them as a surrogate of the probability vector $p(x)$. The problem then becomes how to determine the membership of the query point $x$ among clusters $\mathcal{X}_{i}, i=1, \ldots, k$, which can be considered as a standard multi-class classification problem.

## Chapter 3

## Hierarchical Multi-label Learning

### 3.1 Introduction

Multi-label learning considers a class of supervised learning problems where each sample is associated with multiple labels. Hierarchical Multi-label Learning (HML), in particular, considers scenarios where labels are connected by a hierarchical structure, and consequently this structure has to be imposed on the predicted labels. Modeling and exploiting label structure has been the main focus of recent research on multi-label learning. Most work along this line is focused on label space reduction by using, for example, random projections, principal component analysis and canonical correlation analysis [61-67]. The overall framework connecting these approaches can be described as follows:

- Encoding. Given a label vector $y \in \mathcal{Y} \subset \mathbb{R}^{L}$, the codeword $z$ is obtained from a linear projection $P \in \mathbb{R}^{m \times L}$ :

$$
\begin{equation*}
z=P y \tag{3.1.1}
\end{equation*}
$$

An $m$-dimensional vector $z \in \mathcal{Z} \subset \mathbb{R}^{m}$ is used to encode $y$, which is of dimension $L(m \ll L)$. The key assumption here is that while the labels are correlated the vector $y$ is often sparse, so that the dimension reduction can be used and later the full label vector can be recovered without loss of information.

- Training. Given the encoding matrix $P$ and the training set $\mathcal{M}=\left\{x_{i}, P y_{i}\right\}_{i=1}^{n}$ where $x_{i} \in \mathcal{X} \subset \mathbb{R}^{d} \forall i \in\{1, \ldots, n\}$, a prediction model $\mathcal{H}: \mathcal{X} \rightarrow \mathcal{Z}$ is trained to predict the codeword $z$, i.e., a linear predictor $\mathcal{H}(\cdot)=W x$ where $W \in \mathcal{R}^{L \times d}$.
- Prediction. An unknown data point $x_{+}$is observed and the prediction model $\mathcal{H}$ is used to obtain codeword

$$
z_{+} \leftarrow \mathcal{H}\left(x_{+}\right)
$$

- Decoding. The unknown sparse label vector $y_{+}$is recovered from the predicted codeword $z_{+}$by solving an optimization problem.

Hierarchical multi-label structure appears in many real-world recommendation and targeting systems. For example, consider the following problem: in display-ads targeting each user is associated with a set of labels such as sports, football, vehicles, luxury cars, etc., and each label contains ads campaign that this user is likely to interact with. It is often the case that the labels are not independent of each other, and that their interdependence can be characterized by a connected (tree) structure, e.g., football is the child of sports. The task then is to assign each user with a set of labels that both appeal to the user and satisfy the underlying taxonomy. Overlooking such structure not only undermines the predictive performance (loss of information), but also makes the results hard to interpret, e.g., predicting that a user is interested in football but not in sports.

There are two key goals of HML: to exploit the hierarchy structure of the labels during training and to preserve the same structure during prediction. The encoding step discussed above is the common way to exploit the structure of labels. However, there is no particular exploitation of the hierarchical structure, just the sparsity of $y$. Moreover, most methods in this field do not impose the structure when predicting the label vector. Some methods [34] 37, [68] produce the structured label vector, by employing a top-down approach; i.e., they predict the part of the label vector that correspond to the upper levels of the taxonomy first, without considering the
lower levels. This clearly is a suboptimal approach because the optimization is not performed over the entire vector $y$. A recent method proposed in [69] considers a different setting where it is mandatory for each prediction to end in a leaf node (no partial path is allowed). The method finds the hierarchical labels by maximizing the posterior probability of a given point $x$ over the whole label space, which is formulated as a combinatorial optimization problem. By exploiting the hierarchy, the total complexity of the method is $O\left(h^{2} L_{l}^{2}\right)$ where $h$ is the height of the tree and $L_{l}$ is the number of leaf nodes.

In this paper we propose a novel two-stage HML method with $O(L)$ complexity in decoding optimal hierarchical labels. In particular, it exploits the hierarchical label structure during the training and also imposed this structure explicitly on the label during the prediction, by solving a convex optimization problem based on structured sparse learning. Most of the existing structure learning methods address the structure of the predictors (such as sparse classifiers), but not the labels. Hence our first contribution in this paper is to propose an optimal decoding scheme that efficiently induces both sparsity and the hierarchical structure on predicted labels. Given a predictor $W$, computed during training, and a input vector $x$, the product $W x$ is typically an unstructured dense vector. The true label vector, however, is not only sparse (with the non zeros in $y$ denoting positive labels) but has to satisfy the hierarchical structure (if a parent label is negative, then so are the labels for its children). In prior approaches a unstructured sparse vector has been recovered given $W x$, for example, by using a sparsity inducting $\ell_{1}$ norm. Here we propose the use of the so-called hierarchical sparsity-inducing norm, parameterized by weights for each subtree in the hierarchy. Hence our method finds the optimal sparse vector that respects both the taxonomy and the unstructured prediction. The hierarchical norm that we use is a convex function and is a variant of group-lasso penalty [14]. It allows us to employ an efficient convex optimization algorithm that enjoys linear complexity in the label dimension [70]. We note that while the hierarchical norm has been explored before (see, e.g., [70-72]), this is the first time, to the best of our knowledge, that it has
been used in the context of inducing hierarchical structure among the output of the HML problems.

In prior work on using hierarchical norm it has been frequently observed that the outcome is strongly dependent on the choice of weights corresponding to the subtrees. Several heuristic approaches to choosing such weights have been, thus, proposed. As we will see in Section 3.3, the weight parameters in hierarchical norm are not scaleinvariant to input data, which make it difficult in our case to choose the correct values for the weights independently of the input data and the classifiers. This leads to our second contribution. First, we describe an ideal learning model that jointly trains the multi-label classifier and the hierarchical weights. This model, is a bi-level optimization problem with a non smooth convex lower-level problem, which make it difficult to solve efficiently in large scale setting. We then propose a two-stage training scheme that decouples the joint learning problem into a sequence of two optimization problems, that each can be efficiently solved. In particular, we base the first-level training on the multi-label Empirical Risk Minimization (ERM) framework [15] where various convex loss functions can be employed, i.e., least squares, logistic, or hinge loss. The output of the first problem is then used as the input of the second problem, where the hierarchical weights are learned while taking into account of both the classifiers and the encoded hierarchical information present in the training data. While the second problem still is a bi-level optimization problem, its dimension is now significantly reduced to the order of the number of labels that is well under 1000 in this work. In this paper we approach the bi-level problem as a black-box optimization problem, which we solve using an efficient derivative-free optimization methods [16]. The details can be found in Section 3.4.

Finally we demonstrate the performance of HML on both 1) publicly available document classification dataset and 2) a proprietary large scale ad targeting dataset constructed from 2 million users' daily activities in a taxonomy tree with 1500 labels.

### 3.2 Hierarchical sparsity-inducing norms

The group-Lasso penalty, which is known to be useful in inducing structured output, is an extension of Lasso that promotes sparsity in the group level as opposed to $\ell_{1}$-norm penalty, which promotes sparsity among individual variable. In its simplest form, the group Lasso partitions the variables into non-overlapping groups with all members of the group either being set to zero or not simultaneously. Recent studies [70-72] have used more complicated and structured groups to induce complex patterns such as tree hierarchy The idea behind the so-called hierarchical norm is based on the observation that

$$
\text { a variable is zero } \Rightarrow \text { its descendants variables are zeros }
$$

This gives us a natural grouping of variables which aims to impose the given hierarchical structure: any given variable and all its descendants form a group.

To formalize this intuition, we introduce notations on general group-Lasso penalty and hierarchical structure. Mathematically speaking, a group-Lasso penalty equipped with the Euclidean norm $\|\cdot\|$ can be described as follows:

$$
\Omega_{\mathcal{G}}(x)=\sum_{g \in \mathcal{G}} \phi_{g}\left\|x_{g}\right\|
$$

where $g \in \mathcal{G}$ forms a subset of the index set of all the coordinates in $x$ and $\mathcal{G}$ is a collection of such index sets. If, for example, $x$ is a vector in space $\mathbb{R}^{n}$, then $g$ is a subset of $\{1, \ldots, n\}$ and $x_{g}$ is a vector of dimension $|g|$.

In this work particularly, we are interested in the case when the set $\mathcal{G}$ and the groups $g \in \mathcal{G}$ are associated with a given tree structure, e.g., each group $g$ consists of nodes that form a rooted subtree of the tree. In particular, let $\mathcal{T}$ denote a tree that consists of a set of nodes indexed by $\{1, \ldots, L\}$. For each node $t \in \mathcal{T}$, let $\mathcal{C}(t)$ denote the set of children of $t, \mathcal{A}(t)$ - the set of ancestors of $t$ (including $t$ ), and $\mathcal{D}(t)$ - the set of descendants of $t$ (including $t$ ). Then, we define the set $\mathcal{G}$ associated with such hierarchical structure $\mathcal{T}$ by

$$
\begin{equation*}
\mathcal{G}_{\mathcal{T}}:=\{\mathcal{D}(t): \forall t \in \mathcal{T}\} \tag{3.2.1}
\end{equation*}
$$


(a) The tree structure is illustrated with blue rectangles as nodes and straight lines as edges. $\mathcal{G}_{\mathcal{T}}=\left\{g_{t}\right\}_{t=1}^{9}$, where $g_{t}=$ $\mathcal{D}(t) \forall t=1, \ldots, 9$, e.g., $g_{1}=\{1,2,3\}$, $g_{4}=\{4,5,6,7,8,9\}$.

(b) Each green rectangle and the nodes it includes represents a group and the variables it contains. Setting group $g_{1}$ and $g_{6}$ to zeros gives us a set of non-zero nodes that also satisfy the tree definition..

Figure 3.1: The tree structure is illustrated with blue rectangles as nodes and straight lines as edges. Groups $g$ are green translucent rectangles covering nodes that are contained in the group.
and the hierarchical norm by

$$
\Omega_{\mathcal{G}_{\mathcal{T}}}(x)=\sum_{g \in \mathcal{G}_{\mathcal{T}}} \phi_{g}\left\|x_{g}\right\|, \quad \phi_{g}>0 \forall g \in \mathcal{G}_{\mathcal{T}}
$$

We use an example in Figure 3.1 to illustrate how hierarchical norm $\Omega_{\mathcal{T}}(\cdot)$ works. The tree we use has 9 nodes plus one root node numbered 0 . The set $\mathcal{G}_{\mathcal{T}}$ contains 9 groups and each group $g$ includes a rooted subtree or a singleton. In Figure 3.1(b) $\Omega_{\mathcal{T}}(\cdot)$ results in variables in groups $g_{1}$ and $g_{6}$ to equal zero, and the remaining non-zero variables form a tree hierarchy.

### 3.3 Hierarchical Multi-label Model

The model we propose for hierarchical multi-label learning problem is built on the empirical risk minimization (ERM) framework, and make use of the hierarchical operator:

$$
\begin{equation*}
P_{\mathcal{T}}(u, \phi):=\arg \min _{v} \frac{1}{2}\|u-v\|_{2}^{2}+\sum_{g \in \mathcal{G}_{\mathcal{T}}} \phi_{g}\left\|v_{g}\right\| \tag{3.3.1}
\end{equation*}
$$

where $\phi$ is a vector with each entry $\phi_{g}$ being the weight of group $g$ in $P_{\mathcal{T}}(\cdot, \cdot)$. It then follows from the descriptions of hierarchical norms in Section 3.2 that the non-zero pattern in $P_{\mathcal{T}}(\cdot, \cdot)$ always satisfies the underlying hierarchical structure specified by $\mathcal{T}$ for any given input pair $\{u, \phi\}$, although such pattern of $P_{\mathcal{T}}(\cdot, \cdot)$ is not necessarily always the same as that of $u$ even if the pattern of $u$ satisfies the same hierarchical structure. In fact, the following lemma follows directly from Theorem 2 presented below:

Lemma 1. We have $s_{v} \subseteq s_{u}$ where $s_{v}=\left\{i: P_{\mathcal{T}}(u, \phi)^{(i)} \neq 0\right\}$ and $s_{u}=\left\{i: u^{(i)} \neq 0\right\}$.
Remark 1. The zero pattern in $P_{\mathcal{T}}(u, \phi)$ is created from the pattern of a given vector $u$ by setting some groups $g \in \mathcal{G}$ to zero, depending on the norm of $u_{g}$ and $\phi_{g}$. If $\phi_{g} \geq\|u\|$, for example, where $g$ is the group at the root which contains all variables, then all variables in $g$ are set to zero, and $P_{\mathcal{T}}(u, \phi)$ is zero. Hence choosing correct values for $\left\{\phi_{g}\right\}_{g \in \mathcal{G}}$, taking the hierarchy and the vector $u$ into account, is critical to recovering the structures in $P_{\mathcal{T}}(u, \phi)$.

We now present the model for the HML problem. Ideally, we want to learn the parameters $\phi$ and $W$ simultaneously so that $W$ is chosen according to the penalty $\Omega_{\mathcal{G}_{\mathcal{T}}}$ (among other things) and $\phi$ are chosen according to the scale of $W x$. Specifically, given $P_{\mathcal{T}}(u, \phi)$, any loss function $\ell(\cdot, \cdot)$ and the training set $\mathcal{M}=\left\{x_{i}, y_{i}\right\}_{i=1}^{n}$ where $x_{i} \in \mathcal{X} \subset \mathbb{R}^{d}, y_{i} \in \mathcal{Y} \subset \mathbb{R}^{L} \forall i \in\{1, \ldots, n\}$, we consider the following $\ell_{1}$-regularized problem:

$$
\begin{equation*}
\min _{\phi, W} \sum_{\left(y_{i}, x_{i}\right) \in \mathcal{M}} \frac{1}{|\mathcal{M}|} \ell\left(y_{i}, P_{\mathcal{T}}\left(W x_{i}, \phi\right)\right)+\lambda\|W\|_{1} \tag{3.3.2}
\end{equation*}
$$

where $\|W\|_{1}:=\sum_{i=1}^{L} \sum_{j=1}^{d}\left|W_{i j}\right|$ is the element-wise $\ell_{1}$ norm of the $L \times d$ matrix $W$. We use feature selection here because in most multi-label applications the data matrix $X$ contains all features, that are relevant for the whole set of labels. it is, hence, useful to select the most relevant features for prediction of particular labels.

After obtaining $W$ and $\phi$, given an observed unknown data point $x_{+}$we generate the predicted set of labels by the following hierarchical projection step:

$$
\begin{equation*}
y_{+}=P_{\mathcal{T}}\left(W x_{+}, \phi\right) \tag{3.3.3}
\end{equation*}
$$

This step ensures that the output $y_{+}$complies with the underlying taxonomy structure. Note that optimizing jointly over $W$ and $\phi$ in Problem (3.3.2) is difficult given the non-smoothness of hierarchical operator $P_{\mathcal{T}}(\cdot, \cdot)$ and the often high dimensionality of $W$. Hence, instead, we propose to use the following decoupling scheme:

- Solve for $W^{*}$ without the hierarchical operator:

$$
\begin{equation*}
W^{*} \leftarrow \arg \min _{W} \sum_{\left(y_{i}, x_{i}\right) \in \mathcal{M}} \frac{1}{|\mathcal{M}|} \ell\left(y_{i}, W x_{i}\right)+\lambda\|W\|_{1} \tag{3.3.4}
\end{equation*}
$$

which is the standard ERM problem for each label, i.e., sparse logistic regression or Lasso depending on which loss function is involved.

- Solve for $\phi^{*}$ with $W$ fixed to $W^{*}$ :

$$
\begin{equation*}
\phi^{*} \leftarrow \arg \min _{\phi} \sum_{\left(y_{i}, x_{i}\right) \in \mathcal{M}_{\phi}} \frac{1}{\left|\mathcal{M}_{\phi}\right|} \ell\left(y_{i}, P_{\mathcal{T}}\left(W^{*} x_{i}, \phi\right)\right) \tag{3.3.5}
\end{equation*}
$$

Problem 3.3.5 minimizes the loss between the true label and the hierarchically projected point $P_{\mathcal{T}}(\cdot, \phi)$, using the input values of $W^{*}$, on the set $\mathcal{M}_{\phi}$, which can be chosen as a subset of the training set $\mathcal{M}$.

Problem (3.3.5) is still non-smooth, but by fixing the matrix $W$ the dimension of the problem is greatly reduced to the number of groups in $\mathcal{G}_{\mathcal{T}}$, which is equal to the number of labels $L$ and is several hundreds in the examples used in our experiments. We consider Problem (3.3.5) as a black-box optimization problem, which allows us to
search for the optimal solution of Problem (3.3.5) without the use of the derivative information. In the next section we will see that the main effort of each step of this optimization lies in evaluating the hierarchical operator (3.3.1) that can be done efficiently by exploiting the hierarchical group structure.

### 3.4 Learning $\phi$

In this work we make use of the basic model-based trust region derivative-free method (DFO) [73] for learning hierarchical group weights $\phi$. While the DFO method and the underlying convergence theory have been designed for smooth problems, it is known to perform very well in practice on non smooth problems such as Problem (3.3.5). In particular, it tends to significantly outperform to other existing approaches, i.e., direct-search methods which applies to no smooth problems (see, e.g., [74). In fact, we observe that in our experiments DFO achieves a significant improvement of objective function value and the resulting weights $\phi$ along with $W$ obtained by solving Problem (3.3.4) give a superior prediction performance compared with traditional multi-label classifiers. Next we give a brief introduction to the basic ideas behind DFO, as well as the efficient function evaluation of Problem (3.3.5). We refer the interested readers to the book by [16] for more details about various DFO approaches.

### 3.4.1 Derivative-Free Optimization

DFO is based on the trust-region framework, which iteratively minimizes a local model to obtain the next step in a region around the current iterate, where the local model is believed to provide a good approximation to the objective function. The minimizer of the local model, thus, serves as the candidate for the next iterate, and depending on the quality of the minimizer, i.e., how much it decreases the objective function, the size of the region, where the local model is defined, is dynamically expanded or shrunk. The most commonly used local model is the Taylor expansion in the case when derivative is available. In the context of DFO, typically, an interpolation
polynomial is constructed from a maintained set of sample points. The model is deemed sufficiently accurate if its accuracy matches the order of that of a Taylor model.

The main computational effort of DFO while minimizing Problem 3.3.5) is spent on objective function evaluations. Here, to construct a sufficiently accurate (firstorder) model, it takes $O(L)$ function evaluations with $L$ being the dimension of the objective function (number of labels in our case). After the first $O(L)$ evaluations, DFO maintains the sample set of the $O(L)$ most recently evaluated points and only updates one new point for each iteration while reusing most of the existing points. So after $K$ iterations, the total number of function evaluations done by DFO is $O(L+K)$. While the worst case complexity of DFO is not polynomial, in practice good solutions are often obtained in $O(L)$ function evaluations. Next we discuss the complexity of each function evaluation in Problem (3.3.5).

### 3.4.2 Complexity of hierarchical operator

It is well known that the dual problem of $P_{\mathcal{T}}(\cdot, \phi)$ with fixed $\phi$ is the following:

$$
\begin{align*}
& \max _{\zeta}-\frac{1}{2}\left(\left\|u-\sum_{g \in \mathcal{G}} \zeta_{g}\right\|^{2}-\|u\|^{2}\right) \\
& \text { s.t. } \forall g \in \mathcal{G}\left\|\zeta_{g}\right\|_{*} \leq \phi_{g}, \zeta_{g}^{(j)}=0 \forall j \notin g \tag{3.4.1}
\end{align*}
$$

In the simplest case when $\mathcal{G}$ constitutes a partition of the index set, it is easy to see that the dual problem (3.4.1) is separable, and thus each dual variable $\zeta_{g}$ can be obtained independently of the others by projecting $u_{g}$ onto the dual norm ball $\mathcal{B}_{\phi_{g}}^{*}=\left\{x:\|x\|_{*} \leq \phi_{g}\right\}$. In general, from strong duality, we have the following optimality conditions:

$$
\begin{align*}
& P_{\mathcal{T}}(u, \phi)=u-\sum_{g \in \mathcal{G}} \zeta_{g}  \tag{3.4.2}\\
& \forall g \in \mathcal{G}, \zeta_{g}=\operatorname{Proj}_{\mathcal{B}_{\phi g}^{*}}\left(P_{\mathcal{T}}(u, \phi)+\zeta_{g}\right) \tag{3.4.3}
\end{align*}
$$

For general overlapping groups one can iteratively apply (3.4.3) to update dual variables $\left\{\zeta_{g}\right\}_{g \in \mathcal{G}}$ until the change in the update is below a given threshold. Then the primal solution from $\left\{\zeta_{g}\right\}_{g \in \mathcal{G}}$ can be recovered using 3.4.2). By exploiting the hierarchical structure in groups, however, a recursive one-pass algorithm to compute $P_{\mathcal{T}}(u, \phi)$ is available and is given in Theorem 2 which follows from result in [70].

Theorem 2. Let $u \in \mathbb{R}^{L}, \Omega_{\mathcal{T}}(\cdot)$ be associated with $\ell_{2}$-norm and $\preceq$ denote a total order relation such that $g_{i} \preceq g_{j} \Rightarrow\left\{g_{i} \subseteq g_{j}\right.$ or $\left.g_{i} \cap g_{j}=\emptyset\right\}$. Then, initializing $v \leftarrow u$ and in order $\preceq$ applying update

$$
\begin{equation*}
v_{g} \leftarrow \max \left(1-\phi_{g} /\left\|v_{g}\right\|_{2}, 0\right) v_{g} \tag{3.4.4}
\end{equation*}
$$

once and for all $g \in \mathcal{G}_{\mathcal{T}}$ returns $v$ as $P_{\mathcal{T}}(u, \phi)$. The whole computation can be done in $O(L)$ operations.

Remark 2. The order $\preceq$ requires that updates (3.4.4) start from the bottom of the tree and propagate all the way to the root node. The $\ell_{2}$-norm term appearing in the $\max (\cdot)$ function can thus be accumulated as the updates are propagated upwards. This can be done recursively so that the sum of squares of the variables is maintained and updated by adding one term for each node, which is the key to the linear complexity (w.r.t. number of variables) of $P_{\mathcal{T}}(u, \phi)$.

Remark 3. From Theorem 2 we conclude that the use of $\Omega_{\mathcal{G}_{\mathcal{T}}}(\cdot)$ indeed imposes the tree structure on $v$. By definition (3.2.1) of $g$, the group-thresholding effect on $g$ $\left(v_{g} \leftarrow 0\right)$ always applied to the whole subtree, including all groups $h$ such that $h \subseteq g$. During the process (3.4.4) if a group is set to zero, then it will remain zero at the later steps, thanks to the nature of the update.

Remark 4. The group-thresholding effect occurs when we have $\left\|v_{g}\right\|_{2} \leq \phi_{g}$. Hence a larger $\phi_{g}$ is more likely to set the variables in group $g$ to zero.

Table 3.1: Datasets statistics used in experiments. Dataset itp and ads have the same exact dimension, but are constructed differently - itp targets users' general interest and includes users' activities from other category-related events besides ads view or ads click.

| DATASETS | LABELS | FEATURES | TRAINING | TESTING |
| :--- | :--- | :--- | :--- | :--- |
| ITP | 380 | 12,787 | $1,775,671$ | 761,002 |
| ADS | 380 | 12,787 | $1,775,671$ | 761,002 |
| RCV | 103 | 47,236 | 17,525 | 16,243 |

Table 3.2: The comparison of FLAT, HML, Leaf Reduce (LR) and Root Map (RM) on all three datasets, with squared and logistic loss function, and evaluated by precision, recall and f1 score.

|  |  |  |  | SQUARED |  |  | LOGISTIC |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| DATA | EVAL | FLAT | HML | LR | RM | FLAT | HML | LR | RM |  |
| ITP | PREC | 0.2216 | 0.2969 | 0.3152 | 0.1603 | 0.2221 | 0.2958 | 0.3133 | 0.1545 |  |
|  | REC | 0.7343 | 0.4694 | 0.4212 | 0.7249 | 0.7383 | 0.4893 | 0.4492 | 0.7496 |  |
|  | F1 | 0.2956 | $\mathbf{0 . 3 3 3 1}$ | 0.3230 | 0.2351 | 0.2960 | $\mathbf{0 . 3 3 5 4}$ | 0.3275 | 0.2356 |  |
| ADS | PREC | 0.2065 | 0.2737 | 0.3054 | 0.1394 | 0.2079 |  | 0.2717 | 0.3092 | 0.1361 |
|  | REC | 0.7013 | 0.4432 | 0.3588 | 0.7576 | 0.7065 | 0.4843 | 0.3785 | 0.7980 |  |
|  | F1 | 0.2732 | $\mathbf{0 . 3 0 3 4}$ | 0.2926 | 0.2135 | 0.2744 | $\mathbf{0 . 3 1 9 7}$ | 0.2942 | 0.2155 |  |
| RCV | PREC | 0.8737 | 0.7784 | 0.8816 | 0.8710 | 0.8664 | 0.8240 | 0.8744 | 0.8603 |  |
|  | REC | 0.6772 | 0.7651 | 0.6718 | 0.6821 | 0.7648 | 0.8193 | 0.7555 | 0.7733 |  |
|  | F1 | 0.7382 | $\mathbf{0 . 7 4 0 4}$ | 0.7357 | 0.7396 | 0.8046 | $\mathbf{0 . 8 1 5 7}$ | 0.8015 | 0.8061 |  |

### 3.5 Other hierarchical methods

Let us consider two simple hierarchical-inducing methods. They are denoted by Leaf Reduce (LR) and Root Map (RM), and presented in Algorithm 11 and Algorithm 12 , respectively. To describe those two methods, we also define two recursive hierarchical operations $\rho$-treeMap and $\eta$-treeReduce in Algorithm 9 and Algorithm 10. We will see that LR and RM can be expressed by $\eta$-treeReduce and $\rho$-treeMap, respectively.


Figure 3.2: Testing and training performance under different metrics as learning objective on $r c v$ dataset. Take (b) for example. HML equipped with jaccard similarity as the learning objective is applied on a training set of 3000 instances. Solutions after each iteration (the x-axis) of HML are recorded and later evaluated under all three metrics on the full $r c v$ dataset (test set). The red curve denotes the objective values evaluated on the test set. In the same subplot along with the red curve are the objective values evaluated at different iterations on the training set. Other two subplots illustrate the same solutions evaluated by other two metrics on the same test set.

While these are two conceptually simple operations, together they are able to produce sophisticated algorithms, as demonstrated in Algorithm 13. In fact, it can be shown that Algorithm 13 is essentially equivalent to the hierarchical operator (3.3.1). This also shed light on the underlying connections between those methods, that the hierarchical operator (3.3.1) is in fact a intricate combination of LR and RM, where the two operations $\rho$-treeMap and $\eta$-treeReduce are integrated under a single objective of inducing hierarchy. The resulting combination enables a richer representation and can thus be more potent than either of the individual compounds alone.

In Algorithm 9 and 10 recall that for a node $t$ its parent node is $p_{t}$ and its set of children is $\mathcal{C}(t)$. We use $\Gamma$ to denote binary operators such as $O R, A N D,+, *$, etc., and $R$ to denote a general function. A simple example would be $\rho$-treeMap $(0,+)$ that computes the depth for each node $t$, if we let $\rho_{p_{0}}=-1$ and initialize $\rho_{t}=1$ for

```
Algorithm 9: \(\rho\)-treeMap \((t, \Gamma)\)
    \(1 \rho_{t} \leftarrow \Gamma\left(\rho_{t}, \rho_{p_{t}}\right)\)
    for \(c\) in \(\mathcal{C}(t)\) do
        \(\rho\)-treeMap \((c, \Gamma)\)
```

all $t \in \mathcal{T}$. Note also that $\rho$-treeMap modifies global variables $\left\{\rho_{t}\right\}_{t \in \mathcal{T}}$ in place and that $\eta$-treeReduce modifies both $\left\{\rho_{t}\right\}_{t \in \mathcal{T}}$ and $\left\{\eta_{t}\right\}_{t \in \mathcal{T}}$.

```
Algorithm 10: \(\eta\)-treeReduce \(\left(t, \Gamma_{1}, \Gamma_{2}, R\right)\)
    for \(c\) in \(\mathcal{C}(t)\) do
        \(\eta_{t} \leftarrow \Gamma_{1}\left(\eta\right.\)-treeReduce \(\left.\left(c, \Gamma_{1}, \Gamma_{2}, R\right), \eta_{t}\right)\)
    \(\rho_{t} \leftarrow R\left(\eta_{t}, \phi_{t}, u_{t}\right)\)
    return \(\Gamma_{2}\left(\eta_{t}, \rho_{t}\right)\)
```

LR is described in Algorithm 11. The main part is a call to $\eta$-treeReduce which calls itself recursively until a leaf node is reached. Then it returns 1 if $u_{t} \geq \phi_{t}$ and 0 otherwise. For all the non-leaf nodes, the return value is non-zero as long as any one of its children returns a non-zero value, or the inequality $u_{t} \geq \phi_{t}$ holds.

RM is described in Algorithm 12. Contrary to LR, RM starts at the root of the hierarchy, and sets the whole subtree to zero if $\rho_{t}=0\left(u_{t}<\phi_{t}\right), t$ the root of the subtree, due to the $A N D$ operator passed to $\rho$-treeMap.

The procedure for evaluating hierarchical operator (3.3.1) is described in Algorithm 13 using $\rho$-treeMap and $\eta$-treeReduce. Note that the call to $\rho$-treeMap is exactly the same as that appearing in RM. The difference is in the values of $\rho$. In RM, they are set for each $t$ individually based on $u_{t}$ and $\phi_{t}$. In Algorithm 13, however, that is determined through a call to the $\eta$-treeReduce with a specific choice of the binary operators $\Gamma_{1}, \Gamma_{2}$ and function $R$. In particular, the value of $\rho_{t}$ is returned by the function $R$ and thus depends on the value of $\phi_{t}$, the input parameter, and the value of $\eta_{t}$. And $\eta_{t}$ is in turn determined by a recursive call to the $\eta$-treeReduce as shown in Algorithm 10. Note also that the function $R$ returns 0 if $\phi_{t}>\sqrt{\eta_{t}}$, where
the value of $\eta_{t}$ is roughly the squared norm of the subtree vector $u_{g_{t}}$ rooted at node $t$.

```
Algorithm 11: Leaf Reduce
    INPUT: \(u, \phi \in \mathbb{R}^{L}\)
    \(\eta \leftarrow \mathbf{0}\)
    \(R\left(\eta_{t}, \phi_{t}, u_{t}\right):=O R\left(I\left(u_{t} \geq \phi_{t}\right), \eta_{t}\right)\)
    \(\eta\)-treeReduce \((0, O R, O R, R) / / 0\) the root
    return \(v \leftarrow \rho\)
```

```
Algorithm 12: Root Map
    INPUT: \(u, \phi \in \mathbb{R}^{L}\)
    \(\rho_{0} \leftarrow 1\)
    for \(t\) in \(\mathcal{T}\) do
        \(\rho_{t} \leftarrow I\left(u_{t} \geq \phi_{t}\right)\)
    for \(t\) in \(\mathcal{C}(0)\) do // children of the root
        \(\rho\)-treeMap \((t, A N D)\)
    return \(v \leftarrow \rho\)
```

Let us illustrate the difference between LR, RM and the hierarchical operator (Algorithm 13) using the following toy example. Consider a taxonomy of three nodes, indexed by 0 , the root, and 1 and 2 , its two children. Suppose all $\phi$ 's are 0.5 , i.e., $\phi_{0}=$ $\phi_{1}=\phi_{2}=0.5$. Let us compare outputs of the three algorithms on this toy taxonomy given different values of input $u$. To start with, let us consider $u=(0.3,0.9,0.8)$. Rounding each entry individually yields $v=(0,1,1)$ which clearly does not respect the taxonomy. Applying RM on $u$ we obtain $v=(0,0,0)$, while both LR and Algorithm 13 produce $v=(1,1,1)$. Both $(0,0,0)$ and $(1,1,1)$ respect the taxonomy but in this case $(1,1,1)$ is probably the better prediction. In fact, the two children nodes being very close to 1 , i.e., $u_{1}=0.9$ and $u_{2}=0.8$, is a strong indicator that the classifier at the root probably made a mistake by producing a low score, i.e., 0.3 , in $u$. Moreover, we find that RM is not able to correct that error because it makes the decision to
set the whole taxonomy to 0 at the root without even looking at the values of its children. Now let us consider a different set of values for the input $u=(0.3,0.3,0.8)$, where we reduce the value for node 1 from 0.9 to 0.3 . Again, rounding with no regards to the taxonomy fails to produce taxonomy-compatible solution. LR, RM, and Algorithm 13 yield $(1,1,1),(0,0,0)$ and $(0,0,0)$, respectively. In this case, we think $(0,0,0)$ is the better solution because both the root and one of its children, two nodes out of three in total, receive low scores in $u$. We find that this time RM produces the good prediction, but LR fails to do so, assigning all nodes 1 by only looking at the children, without taking into account the value at the root. Finally, we note that in both cases Algorithm 13 yields the better solution, precisely through the combination of $\rho$-treeMap and $\eta$-treeReduce which enables a global, and better, decision to be made.

### 3.6 Numerical Experiments

In the first part of the experiments we compare HML, the Hierarchical Multi-Label model described in Section 3.3, with FLAT that treat each label as a separate binary classification problem. We also include the other two aforementioned hierarchical methods LR and RM in the comparison. The results are reported in Table 3.2. In the second part we demonstrate the learning effectiveness of HML by comparing the testing and the training performance for each iteration of HML. We also show that HML is able to directly optimize any objective such as f1, jaccard similarity, hamming loss, etc., even though the underlying optimization problem is both non-smooth and non-convex. The results are illustrated in Figure 3.2,

We consider the following two applications (related datasets are described in Table 3.1):
Online ads targeting: We created features using user activity logs collected at servers of a large internet company. The activities included visited web pages, issued search queries, as well as links and ads clicked during the period of three months.

```
Algorithm 13: Hierarchical Operator (3.3.1)
    INPUT: \(u, \phi, \in \mathbb{R}^{L}\)
    \(\rho_{0} \leftarrow 1\)
    for \(t\) in \(\mathcal{T}\) do
        \(\eta_{t} \leftarrow u_{t}^{2}\)
    \(R\left(\eta_{t}, \phi_{t}, u_{t}\right):=\left(1-\phi_{t} / \sqrt{\eta_{t}}\right)_{+}\)
    \(\eta\)-treeReduce \((0,+, *, R)\)
    for \(t\) in \(\mathcal{C}(0)\) do
        \(\rho\)-treeMap \((t, A N D)\)
    return \(v \leftarrow \rho\)
```

All activities were classified into a in-house hierarchical taxonomy consisting of 1,500 nodes. In the experiments we used two different data sets: 1) ads dataset, where we predict the probability that a user will click on an ad from a specific category; and 2) itp dataset, where we predict the probability that a user will interact with a specific category (either by clicking on the ad from that category, or clicking on a search result from that category, or any other category-related event). In order to generate labels, we selected 380 categories for which we had more than 1,000 positive examples, defined as a user who either clicked on a categorized ad in the ads dataset, or interacted with category in the itp dataset. We retained only active users (those who had positive labels in at least two paths of the taxonomy), which resulted in a data comprising around 2 million users. $70 \%$ of the data set was used to train 380 category-specific models, optimizing for both logistic and squared loss, and the remaining $30 \%$ of the data set was used for testing.
Documents classification: Here we use the publicly-available text categorization test collection RCV1-v2/LYRL2004 made available from Reuters Corpus Volume I (RCV1) [43]. Each RCV1-v2 document used in our experiment has been tokenized, stopworded, stemmed and represented by 47,236 features in a final form as ltc weighted vectors. Those RCV1 documents are categorized with respect to the Topics, which were organized in four hierarchical groups. We go through the entire
dataset and filter out those documents with less than 5 labels. We end up with 33, 768 documents in total for training and testing.

Let us look at the results presented in Table 3.2. In particular, HML is applied to maximize F1 score on the training set, hence if we only look at rows denoted by F1 score, then clearly HML outperforms FLAT and other methods in all experiments involving either squared or logistic loss functions. Note that the results are all evaluated on the full datasets. It demonstrates the generalization ability of HML, as illustrated in Figure 3.2.

The messages become less clear-cut if we look at the other two rows denoted by precision and recall. In general we notice that HML and LR achieve a higher precision while FLAT and RM has a better recall. For the three hierarchical methods, LR and RM are more extreme in terms of precision and recall, and HML strike a balance between those two, achieving better performance which in this case is defined by a higher F1 score.Finally we note that the superiority of HML is more evident in datasets itp and ads, which possesses more complicated taxonomy structure among labels and also more number of labels than rcv does.

Figure 3.2 includes two more metrics other than F1. The message is clear when we look at the plots with red curves. It shows that while the learning algorithm is only trained on the training set, the performance on the unseen testing set tracks closely what is observed on the smaller training set, no matter what objective is used. Optimizing one metric also improves, in general, the performance measured by other metrics. That improvement might not be monotonic as is the case of the optimized metric. While choosing which metric to optimize will depend on the particular application and other practical concerns, HML, as it shows, provides an effective learning algorithm for improving different metrics in hierarchical problems.

### 3.7 Conclusion

In this paper we studied multi-label learning problems with hierarchical structure present on labels. We devise a novel hierarchical decoding scheme that efficiently imposes hierarchical structure on predictions, and we propose an ideal bi-level optimization problem for jointly learning the classifiers and the hierarchical weights that we find are highly influential on the predictive performance. We also propose an efficient decoupling scheme for learning the weights and the classifiers in a sequential two-stage process. We demonstrate the superiority of our model on large-scale real-world datasets.

## Chapter 4

## Complexity of Inexact Proximal Newton Methods

### 4.1 Introduction

In this chapter, we are interested in the following convex optimization problem:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} F(x) \equiv f(x)+g(x) \tag{4.1.1}
\end{equation*}
$$

where $f, g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are both convex functions such that $f$ is twice differentiable, with a bounded Hessian, and $g(x)$ is such that the following problem is easy to solve (approximately) for any $z \in \mathbb{R}^{n}$ and some class of positive definite matrices $H$, relative to minimizing $F(x)$ :

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}}\left\{g(x)+\frac{1}{2}\|x-z\|_{H}^{2}\right\} . \tag{4.1.2}
\end{equation*}
$$

Here $\|y\|_{H}^{2}$ denotes $y^{\top} H y$ (on occasion, in this chapter, we abuse the norm notation by using $H$ matrix that is not positive definite).

This chapter is organized as follows: in Section 4.2 we describe the algorithmic framework. Then, in Section 4.3 we present some of the assumptions and discussions and, in Section 4.3.1, convergence rate analysis based on [2] and [23]. In Section 4.4
we show the new convergence rate analysis using [24-26] for exact and inexact version of our framework. We then extend the analysis for the cases where inexact solution to a subproblem is random in Section 4.5 and in particular to the randomized coordinate descent in Section 4.5.1.

### 4.2 Basic algorithmic framework and theoretical analysis

The following function is used throughout the paper as an approximation of the objective function $F(x)$.

$$
\begin{equation*}
Q(H, u, v):=f(v)+\langle\nabla f(v), u-v\rangle+\frac{1}{2}\langle u-v, H(u-v)\rangle+g(u) . \tag{4.2.1}
\end{equation*}
$$

For a fixed point $\bar{x}$, the function $Q(H, x, \bar{x})$ serves as an approximation of $F(x)$ around $\bar{x}$. Matrix $H$ controls the quality of this approximation. In particular, if $f(x)$ is smooth and $H=\frac{1}{\mu} I$, then $Q(H, x, \bar{x})$ is a sum of the prox-gradient approximation of $f(x)$ at $\bar{x}$ and $g(x)$. This particular form of $H$ plays a key role in the design and analysis of proximal gradient methods (e.g., see [2]) and alternating direction augmented Lagrangian methods (e.g, see [8]). If $H=\nabla^{2} f(\bar{x})$, then $Q(H, x, \bar{x})$ is a second order approximation of $F(x)$ [28, 75]. In this paper we assume that $H$ is a positive definite matrix such that $\sigma I \preceq H \preceq M I$ for some positive constants $M$ and $\sigma$.

Minimizing the function $Q(H, u, v)$ over $u$ reduces to solving problem (4.1.2). We will use the following notation to denote the accurate and approximate solutions of (4.1.2).

$$
\begin{equation*}
p_{H}(v):=\arg \min _{u} Q(H, u, v) \tag{4.2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{H, \phi}(v) \text { is a vector such that: } \quad Q\left(H, p_{H, \phi}(v), v\right) \leq Q(H, v, v)=F(v), \text { and } \tag{4.2.3}
\end{equation*}
$$

$$
Q\left(H, p_{H, \phi}(v), v\right) \leq Q\left(H, p_{H}(v), v\right)+\phi .
$$

The method that we consider in this paper computes iterates by (approximately) optimizing $Q(H, u, v)$ with respect to $u$ using some particular $H$ which is chosen at each iteration. The basic algorithm is described in Algorithms 14 and 15.

```
Algorithm 14: Proximal Quasi-Newton method
    Choose \(0<\rho \leq 1\) and \(x^{0}\);
    for \(k=0,1,2, \cdots\) do
        Choose \(0<\bar{\mu}_{k}, \phi_{k}>0, G_{k} \succeq 0 ;\)
        Find \(H_{k}=G_{k}+\frac{1}{2 \mu_{k}} I\) and \(x^{k+1}:=p_{H_{k}}\left(x^{k}\right)\)
        by applying Prox Parameter Update \(\left(\bar{\mu}_{k}, G_{k}, x^{k}, \rho\right)\);
```

```
Algorithm 15: Prox Parameter Update ( \(\bar{\mu}, G, x, \rho\) )
    Select \(0<\beta<1\) and set \(\mu=\bar{\mu}\);
    for \(i=1,2, \cdots\) do
        Define \(H=G+\frac{1}{2 \mu} I\) and compute \(p(x):=p_{H}(x)\);
        If \(F(p(x))-F(x) \leq \rho(Q(H, p(x), x)-F(x))\), then output \(H\) and \(p(x)\),
        Exit ;
        Else \(\mu=\beta^{i} \bar{\mu}\);
```

Algorithm 15 chooses Hessian approximations of the form $H_{k}=\frac{1}{\mu_{k}} I+G_{k}$. However, it is possible to consider any procedure of choosing positive definite $H_{k}$ which ensures $M I \succeq H_{k} \succeq \sigma I$ and $F\left(p_{H_{k}}(x)\right)-F(x) \leq \rho\left(Q\left(H_{k}, p_{H_{k}}(x), x\right)-F(x)\right)$, for a given $0<\rho \leq 1$, - a step acceptance condition which is a relaxation of conditions used in [2] and [23].

An inexact version of Algorithm 14 is obtained by simply replacing $p_{H_{k}}$ by $p_{H_{k}, \phi_{k}}$ in both Algorithms 14 and 15 for some sequence of $\phi_{k}$ values.

### 4.3 Basic results, assumptions and preliminary analysis

ISTA [2] is a particular case of Algorithm 14 with $G_{k}=0$, for all $k$, and $\rho=1$. In this case, the value of $\mu_{k}$ is chosen so that the conditions of Lemma 4 hold with $\epsilon=0$. In other words, the reduction achieved in the objective function $F(x)$ is at least the amount of reduction achieved in the model $Q\left(\mu_{k}, p\left(x^{k}\right), x^{k}\right)$. It is well known that as long as $\mu_{k} \leq 1 / L(f)$ (recall that $L(f)$ is the Lipschitz constant of the gradient) then condition 4.3.7 holds with $\rho=1$. Relaxing condition 4.3.7 by using $\rho<1$ allows us to accept larger values of $\mu_{k}$, which in turn implies larger steps taken by the algorithm. This basic idea is the cornerstone of step size selection in most nonlinear optimization algorithms. Instead of insisting on achieving "full" predicted reduction of the objective function (even when possible), a fraction of this reduction is usually sufficient. In our experiments small values of $\rho$ provided much better performance than values close to 1.

In the next three sections we present the analysis of convergence rate of Algorithm 14 under different scenarios. Recall that we assume that $f(x)$ is convex and smooth, in other words $\|\nabla f(x)-\nabla f(y)\| \leq L(f)\|x-y\|$ for all $x$ and $y$ in the domain of interest, while $g(x)$ is simply convex. In Section 4.5.1 we assume that $g(x)=\lambda\|x\|_{1}$. Note that we do not assume that $f(x)$ is strongly convex or that it is twice continuously differentiable, because we do not rely on any accurate second order information in our framework. We only assume that the Hessian approximations are positive definite and bounded, but their accuracy can be arbitrary, as long as sufficient decrease condition holds. Hence we only achieve sublinear rate of convergence. To achieve higher local rates of convergence stronger assumptions on $f(x)$ and on the Hessian approximations have to be made, see for instance, [27] and [28] for related local convergence analysis.

First we present a helpful lemma which is a simple extension of Lemma 2 in [23] to the case of general positive definite Hessian estimate. This lemma establishes some simple properties of an $\phi$-optimal solution to the proximal problem (4.1.2). It uses the
concept of the $\phi$-subdifferential of a convex function $a$ at $x, \partial_{\phi} a(x)$, which is defined as the set of vectors $y$ such that $a(x)-y^{T} x \leq a(t)-y^{T} t+\phi$ for all $t$.

Lemma 3. Given $\phi>0$, a p.d. matrix $H$ and $v \in \mathbb{R}^{n}$, let $p_{\phi}(v)$ denote the $\phi$-optimal solution to the proximal problem (4.1.2) in the sense that

$$
\begin{equation*}
g\left(p_{\phi}(v)\right)+\frac{1}{2}\left\|p_{\phi}(v)-z\right\|_{H}^{2} \leq \phi+\min _{x \in \mathbb{R}^{n}}\left\{g(x)+\frac{1}{2}\|x-z\|_{H}^{2}\right\}, \tag{4.3.1}
\end{equation*}
$$

where $z=v-H^{-1} \nabla f(v)$. Then there exists $\eta$ such that $\frac{1}{2}\|\eta\|_{H^{-1}}^{2} \leq \phi$ and

$$
\begin{equation*}
H\left(z-p_{\phi}(v)\right)-\eta \in \partial_{\phi} g\left(p_{\phi}(v)\right) \tag{4.3.2}
\end{equation*}
$$

Proof. 4.3.1) indicates that $p_{\phi}(v)$ is an $\phi$-minimizer of the convex function $a(x):=$ $\frac{1}{2}\|x-z\|_{H}^{2}+g(x)$. If we let $a(x)=a_{1}(x)+a_{2}(x)$ with $a_{1}(x)=\frac{1}{2}\|x-z\|_{H}^{2}$ and $a_{2}(x)=g(x)$, then

$$
\begin{equation*}
0 \in \partial_{\phi} a\left(p_{\phi}(v)\right) \subseteq \partial_{\phi} a_{1}\left(p_{\phi}(v)\right)+\partial_{\phi} a_{2}\left(p_{\phi}(v)\right) . \tag{4.3.3}
\end{equation*}
$$

For any $y \partial_{\phi} a_{1}\left(p_{\phi}(v)\right)$ we apply the definition of $\phi$-subdifferential for point $t=H^{-1} y+z$ and we get

$$
\frac{1}{2}\left\|y+H\left(z-p_{\phi}(v)\right)\right\|_{H^{-1}}^{2} \leq \phi,
$$

from which it follows that

$$
y=\eta-H\left(z-p_{\phi}(v)\right) \left\lvert\, \frac{1}{2}\|\eta\|_{H^{-1}}^{2} \leq \phi\right.
$$

which together with 4.3.3) proves (4.3.2).

We will find the following bound useful on the norm of $\eta$ which follows from the above lemma.

$$
\begin{equation*}
\left\|\eta_{i}\right\| \leq \sqrt{2 \lambda_{\max }(H) \phi_{i}} \tag{4.3.4}
\end{equation*}
$$

where $\lambda_{\max }$ is the largest eigenvalue of $H$ or its upper bound.
Below are the assumptions made in our analysis.

## Assumptions 1.

(i) The set of optimal solutions of 4.1.1, , $X^{*}$, is nonempty and $x^{*}$ is any element of that set.
(ii) The effective domain of $F$ is defined as $\operatorname{dom}(F):=\left\{x \in \mathbb{R}^{n}: F(x)<\infty\right\}$, and the level set of $F$ at point $x \in \operatorname{dom}(F)$ is defined by

$$
\mathcal{X}_{F}(x):=\{y \in \operatorname{dom}(F): F(y) \leq F(x)\} .
$$

Without loss of generality, we restrict our discussions below to the level set $\mathcal{X}_{0}:=$ $\mathcal{X}_{F}\left(x^{0}\right)$ given by some $x^{0} \in \operatorname{dom}(F)$, e.g., the initial iterate of the Algorithm 14 .
(iii) $g$ is convex and Lipschitz continuous with constant $L_{g}$ for all $x, y \in \mathcal{X}_{0}$ :

$$
g(x)-g(y) \leq L_{g}\|x-y\|,
$$

(iv) There exists positive constants $M$ and $\sigma$ such that for all $k \geq 0$, at the $k$-th iteration of Algorithm 14:

$$
\begin{equation*}
\sigma I \preceq \sigma_{k} I \preceq H_{k} \preceq M_{k} I \preceq M I \tag{4.3.5}
\end{equation*}
$$

(v) There exists a positive constant $D_{\mathcal{X}_{0}}$ such that for all iterates $\left\{x^{k}\right\}$ of Algorithm 14:

$$
\sup _{x^{*} \in X^{*}}\left\|x^{k}-x^{*}\right\| \leq D_{\mathcal{X}_{0}}
$$

In the analysis of the proximal gradient methods Assumption $1(v)$ is removed by directly establishing a uniform bound on $\left\|x^{k}-x^{*}\right\|$ (rf. [23]). In the next section we show an outline of a proximal-gradient type analysis where this assumption is imposed for simplicity of the presentation. The proximal gradient approach in the
next subsection, however, requires another, stronger, assumption on $H_{k}$. In the alternative analysis that follows we impose Assumption $1(v)$ but relax the assumption on $H_{k}$ matrices. Note that all iterates $\left\{x^{k}\right\}$ fall into the level set $\mathcal{X}_{0}$, due to the sufficient decrease condition 4.3.7) that demands a monotonic decrease on the objective values. Assumption $1(v)$ thus follows straightforwardly if the level set is bounded, which often holds in real-world problems or can be easily imposed.

### 4.3.1 Analysis via proximal gradient approach

In this section we extend the analysis in [2] and [23] to our framework under additional assumptions on the Hessian approximations $H_{k}$. The following lemma, is a generalization of Lemma 2.3 in [2] and of a similar lemma in [23]. This lemma serves to provide a bound on the change in the objective function $F(x)$.

Lemma 4. Given $\epsilon$, $\phi$ and $H$ such that

$$
\begin{align*}
F\left(p_{\phi}(v)\right) & \leq Q\left(H, p_{\phi}(v), v\right)+\epsilon  \tag{4.3.6}\\
Q\left(H, p_{\phi}(v), v\right) & \leq \min _{x \in \mathbb{R}^{n}} Q(H, x, v)+\phi,
\end{align*}
$$

where $p_{\phi}(v)$ is the $\phi$-approximate minimizer of $Q(H, x, v)$, then for any $\eta$ such that $\frac{1}{2}\|\eta\|_{H^{-1}}^{2} \leq \phi$ and for any $u \in \mathbb{R}^{n}$,

$$
2\left(F(u)-F\left(p_{\phi}(v)\right)\right) \geq\left\|p_{\phi}(v)-u\right\|_{H}^{2}-\|v-u\|_{H}^{2}-2 \epsilon-2 \phi-2\left\langle\eta, u-p_{\phi}(v)\right\rangle .
$$

Proof. The proof is an easy extension of that in [2].

Note that if $\phi=0$, that is the subproblems are solved accurately, then we have $2(F(u)-F(p(v))) \geq\|p(v)-u\|_{H}^{2}-\|v-u\|_{H}^{2}-2 \epsilon$.

If the sufficient decrease condition

$$
\begin{equation*}
\left(F\left(x^{k+1}\right)-F\left(x^{k}\right)\right) \leq \rho\left(Q\left(H_{k}, x^{k+1}, x^{k}\right)-F\left(x^{k}\right)\right) \tag{4.3.7}
\end{equation*}
$$

is satisfied, then

$$
\begin{aligned}
F\left(x^{k+1}\right) & \leq Q\left(H_{k}, x^{k+1}, x^{k}\right)-(1-\rho)\left(Q\left(H_{k}, x^{k+1}, x^{k}\right)-F\left(x^{k}\right)\right) \\
& \leq Q\left(H_{k}, x^{k+1}, x^{k}\right)-\frac{1-\rho}{\rho}\left(F\left(x^{k+1}\right)-F\left(x^{k}\right)\right)
\end{aligned}
$$

and Lemma 4 holds at each iteration $k$ of Algorithm 14 with $\epsilon_{k}=-\frac{1-\rho}{\rho}\left(F\left(x^{k+1}\right)-\right.$ $F\left(x^{k}\right)$ ).

We now establish the sub linear convergence rate of Algorithm 14 under the following additional assumption.

Assumption 2. Let $\left\{x^{k}\right\}$ be the sequence of iterates generated by Algorithm 14 , then there exists a constant $M_{H}$ such that

$$
\begin{equation*}
\sum_{i=0}^{k-1}\left(\left\|x^{i+1}-x^{*}\right\|_{\frac{H_{i+1}}{M_{i+1}}}^{2}-\left\|x^{i+1}-x^{*}\right\|_{\frac{H_{i}}{M_{i}}}^{2}\right) \leq M_{H}, \quad \forall k \tag{4.3.8}
\end{equation*}
$$

where $M_{i}$ is the upper bound on the largest eigenvalue of $H_{i}$ as defined in Assumption 1(iv).

The assumption above is not verifiable, hence it does not appear to be very useful. However, it is easy to see that a condition $\frac{H_{i+1}}{M_{i+1}} \preceq \frac{H_{i}}{M_{i}}$, for all $i$, easily implies 4.3.8) with $M_{H}=0$. This condition, in turn, is trivially satisfied if $H_{i+1}$ is a multiple of $H_{i}$ for all $i$, as it is in the case of ISTA algorithm. It is also clear that Assumption 2 is a lot weaker than the condition that $H_{i+1}$ is a multiple of $H_{i}$ for all $i$. For example, it also hold if $H_{i+1}$ is a multiple of $H_{i}$ for all $i$ except for a finite number of iterations. It also holds if $H_{i+1}$ converges to $H_{i}$ (or to its multiple) sufficiently rapidly. It is also weaker than the assumption in [30] that $H_{i+1} \preceq H_{i}$. Exploring different conditions on the Hessian approximations that ensure Assumption 2 is a subject of a separate study. Below we show how under this condition sub linear convergence rate is established.

Theorem 5. Suppose that Assumptions 1 and 2 hold. Assume that all iterates $\left\{x^{k}\right\}$
of inexact Algorithm 14 are generated with some $\phi_{k} \geq 0$ ( $c f$. 4.2.3)), then

$$
\begin{align*}
& F\left(x^{k}\right)-F\left(x^{*}\right) \leq \\
& \frac{1}{k_{m}}\left(\frac{1}{2}\left\|x^{0}-x^{*}\right\|_{H_{0} / M_{0}}^{2}+\frac{M_{H}}{2}+\frac{(1-\rho)\left(F\left(x^{0}\right)-F\left(x^{*}\right)\right)}{\rho \sigma}+\sum_{i=0}^{k-1} \frac{\phi_{i}}{M_{i}}+D_{\mathcal{X}_{0}} \sum_{i=0}^{k-1} \sqrt{\frac{2 \phi_{i}}{M_{i}}}\right) \tag{4.3.9}
\end{align*}
$$

where $k_{m}=\sum_{i=0}^{k-1} M_{i}^{-1}$.
Proof. Let us apply Lemma 4, sequentially, with $u=x^{*}, p_{\phi}(v)=x^{i}$ and subproblem minimization residual $\phi_{i}$ for $i=0, \ldots, k-1$. Adding up resulting inequalities, we obtain

$$
\begin{align*}
& \sum_{i=0}^{k-1} \frac{F\left(x^{i+1}\right)-F\left(x^{*}\right)}{M_{i}} \\
& \leq \frac{1}{2} \sum_{i=0}^{k-1}\left(\left\|x^{i}-x^{*}\right\|_{H_{i} / M_{i}}^{2}-\left\|x^{i+1}-x^{*}\right\|_{H_{i} / M_{i}}^{2}\right)+\sum_{i=0}^{k-1}\left(\frac{\phi_{i}}{M_{i}}+\frac{\epsilon_{i}}{M_{i}}+\frac{\left\langle\eta_{i}, x^{*}-x^{i+1}\right\rangle}{M_{i}}\right) \\
& =\frac{1}{2}\left(\left\|x^{0}-x^{*}\right\|_{\frac{H_{0}}{M_{0}}}^{2}+\sum_{i=0}^{k-1}\left(\left\|x^{i+1}-x^{*}\right\|_{H_{i+1} / M_{i+1}}^{2}-\left\|x^{i+1}-x^{*}\right\|_{H_{i} / M_{i}}^{2}\right)-\left\|x^{k}-x^{*}\right\|_{H_{k} / M_{k}}^{2}\right)  \tag{4.3.10}\\
& +\sum_{i=0}^{k-1} \frac{\epsilon_{i}}{M_{i}}+\sum_{i=0}^{k-1} \frac{\phi_{i}}{M_{i}}+\sum_{i=0}^{k-1} \frac{\left\langle\eta_{i}, x^{*}-x^{i+1}\right\rangle}{M_{i}} .
\end{align*}
$$

From Assumptions 1 and 2 we have

$$
\sum_{i=0}^{k-1} \frac{F\left(x^{i+1}\right)-F\left(x^{*}\right)}{M_{i}} \leq \frac{1}{2}\left\|x^{0}-x^{*}\right\|_{H_{0} / M_{0}}^{2}+\frac{M_{H}}{2}+\sum_{i=0}^{k-1} \frac{\epsilon_{i}}{M_{i}}+\sum_{i=0}^{k-1} \frac{\phi_{i}}{M_{i}}+D_{\mathcal{X}_{0}} \sum_{i=0}^{k-1} \frac{\left\|\eta_{i}\right\|}{M_{i}}
$$

From (4.3.4) and definition of $M_{i}$ we know that $\left\|\eta_{i}\right\| \leq \sqrt{2 M_{i} \phi_{i}}$. Using the already established bound $\sum_{i=0}^{k-1} \epsilon_{i} \leq \frac{(1-\rho)\left(F\left(x^{0}\right)-F\left(x^{*}\right)\right)}{\rho}$ we obtain

$$
\begin{aligned}
& \sum_{i=0}^{k-1} \frac{F\left(x^{i+1}\right)-F\left(x^{*}\right)}{M_{i}} \\
& \leq \frac{1}{2}\left\|x^{0}-x^{*}\right\|_{H_{0} / M_{0}}^{2}+\frac{M_{H}}{2}+\frac{(1-\rho)\left(F\left(x^{0}\right)-F\left(x^{*}\right)\right)}{\rho \sigma}+\sum_{i=0}^{k-1} \frac{\phi_{i}}{M_{i}}+D_{\mathcal{X}_{0}} \sum_{i=0}^{k-1} \sqrt{\frac{2 \phi_{i}}{M_{i}}} .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& F\left(x^{k}\right)-F\left(x^{*}\right) \\
& \leq \frac{1}{k_{m}} \sum_{i=0}^{k-1} \frac{F\left(x^{i+1}\right)-F\left(x^{*}\right)}{M_{i}} \\
& \leq \frac{1}{k_{m}}\left(\frac{1}{2}\left\|x^{0}-x^{*}\right\|_{H_{0} / M_{0}}^{2}+\frac{M_{H}}{2}+\frac{(1-\rho)\left(F\left(x^{0}\right)-F\left(x^{*}\right)\right)}{\rho \sigma}+\sum_{i=0}^{k-1} \frac{\phi_{i}}{M_{i}}+D_{\mathcal{X}_{0}} \sum_{i=0}^{k-1} \sqrt{\frac{2 \phi_{i}}{M_{i}}}\right)
\end{aligned}
$$

Let us consider the term $\frac{1}{k_{m}}=\frac{1}{\sum_{i=0}^{k-1} M_{i}^{-1}}$. From earlier discussions, we can see that $\frac{1}{k_{m}} \leq \frac{M}{k}$. Moreover, if $H_{k}$ are diagonal matrices, then $M=L(f)$ and, hence $\frac{1}{k_{m}} \leq \frac{L(f)}{k}$, which established a bound similar to that of proximal gradient methods. The role of $M_{i}$ is to show that if most of these values are much smaller than the global Lipschitz constant $L(f)$, then the constant involved in the sub linear rate can be much smaller than that of the proximal gradient methods. This is a well known effect of using partial second order information and it is observed in our computational results.

Lemma 6. Let $v$ be the initial point and $Q^{*}:=\min _{u \in \mathbb{R}^{n}} Q(H, u, v)$. If $v_{i}$ is the random point generated by applying i randomized coordinate descent steps to a strongly convex function $Q$, then for some constant $0<\alpha<1$ (dependent only on $n$ and $\sigma$ - the bound on the smallest eigenvalue of $H$ ) we have

$$
\begin{equation*}
E\left[Q\left(H, v_{i}, v\right)-Q^{*}\right] \leq \alpha^{i}\left(Q(H, v, v)-Q^{*}\right) \tag{4.3.11}
\end{equation*}
$$

Next, we establish a bound on the maximal possible reduction of the model function $Q(\cdot)$ objective function value, for any positive definite matrix $H \succ 0$, and fixed point $v \in \mathbb{R}^{n}$.

Lemma 7. Assume that for any $v \in \mathbb{R}^{n}$ such that $F(v) \leq F\left(x^{0}\right)$, all of the the subgradients of $F$ at $v$ are bounded in norm by a constant $\kappa$, i.e. $\|\nabla f(v)+\gamma\| \leq \kappa$ for all $\gamma \in \partial g(v)$. Then the maximum function reduction for $Q(\cdot)$ is uniformly bounded from above by

$$
\begin{equation*}
Q(H, v, v)-Q^{*} \leq R, \text { with } R=\frac{M \kappa^{2}}{2 \sigma^{2}} \tag{4.3.12}
\end{equation*}
$$

where $M$ and $\sigma$ are respectively the bounds on the largest and smallest eigenvalues of $H$ and $Q^{*}:=\min _{u \in \mathbb{R}^{n}} Q(H, u, v)$.

Proof. Let $v^{*}=\arg \min _{u \in \mathbb{R}^{n}} Q(H, u, v)$ and let $\gamma_{g}\left(v^{*}\right)$ be any subgradient of $g(\cdot)$ at $v^{*}$. From the first-order optimality conditions

$$
\begin{equation*}
H\left(v^{*}-v\right)+\nabla f(v)+\gamma_{g}=0 \tag{4.3.13}
\end{equation*}
$$

we can obtain an upper bound on $\left\|v^{*}-v\right\|$

$$
\begin{equation*}
\left\|v^{*}-v\right\|=\left\|H^{-1}\right\| \cdot\left\|\nabla f(v)+\gamma_{g}\right\| \leq \kappa / \sigma \tag{4.3.14}
\end{equation*}
$$

Now, we bound the reduction in the objective function in terms of $\left\|v^{*}-v\right\|$. From the convexity of $g$,

$$
\begin{equation*}
g(v)-g\left(v^{*}\right) \leq\left\langle\gamma_{g}, v-v^{*}\right\rangle \tag{4.3.15}
\end{equation*}
$$

Multiplying 4.3.13) with $v^{*}-v$, we obtain

$$
\begin{equation*}
-\left\langle\nabla f(v), v^{*}-v\right\rangle=\left\|v^{*}-v\right\|_{H}^{2}+\left\langle\gamma_{g}, v^{*}-v\right\rangle \tag{4.3.16}
\end{equation*}
$$

From (4.3.16), 4.3.13), 4.3.15) and the definition of $Q$, we have

$$
\begin{aligned}
Q(H, v, v)-Q^{*} & =g(v)-g\left(v^{*}\right)-\left\langle\nabla f(v), v^{*}-v\right\rangle-\frac{1}{2}\left\|v^{*}-v\right\|_{H}^{2} \\
& \leq\left\langle\gamma_{g}, v-v^{*}\right\rangle+\left\|v^{*}-v\right\|_{H}^{2}+\left\langle\gamma_{g}, v^{*}-v\right\rangle-\frac{1}{2}\left\|v^{*}-v\right\|_{H}^{2} \\
& =\frac{1}{2}\left\|v^{*}-v\right\|_{H}^{2} \leq \frac{M \kappa^{2}}{2 \sigma^{2}}
\end{aligned}
$$

which concludes the proof of the lemma.
It follows immediately from Lemma 7 that the subproblem optimization error $\phi_{i}$ is also bounded for all $i$, say by $\Phi$, and that $\Phi \leq R$. Using this bound we now present the auxiliary result that derives the bounds on separate terms that appear on the right hand side of (4.5.2) and involve $\phi_{i}$.

Lemma 8. Assume that $\phi_{i}$ are nonnegative bounded independent random variables whose value lies in an interval $[0, \Phi]$. Assume also that $E\left[\phi_{i}\right] \leq \bar{R} \bar{\alpha}^{i}$ for all $i$, and some constants $0<\bar{\alpha}<1$ and $\bar{R}>0$. Then the following inequalities hold

$$
\begin{equation*}
E\left[\sum_{i=1}^{k} \sqrt{\phi_{i}}\right] \leq \frac{\sqrt{\bar{R} \bar{\alpha}}}{1-\sqrt{\bar{\alpha}}}, \quad E\left[\sum_{i=1}^{k} \phi_{i}\right] \leq \frac{\bar{R}}{1-\bar{\alpha}} \tag{4.3.17}
\end{equation*}
$$

Proof. First we note that

$$
\begin{equation*}
E\left[\sqrt{\phi_{i} \phi_{j}}\right]=E\left[\sqrt{\phi_{i}}\right] E\left[\sqrt{\phi_{j}}\right], \tag{4.3.18}
\end{equation*}
$$

due to independence of $\phi_{i}{ }^{\text {'s }}$, and

$$
\begin{equation*}
E\left[\sqrt{\phi_{i}}\right] \leq \sqrt{E\left[\phi_{i}\right]} \tag{4.3.19}
\end{equation*}
$$

due to Jensen inequality and the fact that the square root function is concave and $\phi_{i} \geq 0$. Then, given (4.3.18) and 4.3.19), we derive 4.3.17) using a bound on $E\left[\phi_{i}\right]$.

$$
E\left[\sum_{i=1}^{k} \sqrt{\phi_{i}}\right]=\sum_{i=1}^{k} E\left[\sqrt{\phi_{i}}\right] \leq \sum_{i=1}^{k} \sqrt{E\left[\phi_{i}\right]} \leq \sum_{i=1}^{k} \sqrt{\bar{R}} \bar{\alpha}^{i / 2} \leq \frac{\sqrt{\bar{R} \bar{\alpha}}}{1-\sqrt{\bar{\alpha}}}
$$

And the second bound on $E\left[\sum_{i=1}^{k} \phi_{i}\right]$ can be established in a similar fashion.
Theorem 9. Assume that for each iterate $\left\{x^{k}\right\}$ of Algorithm 17 the following iterate $\left\{x^{k+1}\right\}$ is generated by applying ak $+b$ steps of Algorithm 16, then

$$
E\left[F\left(x^{k}\right)\right]-F\left(x^{*}\right) \leq \frac{\zeta}{k}
$$

where $x^{*}$ is an optimal solution of 4.1.1) and $\zeta$ is a constant.
Proof. Taking expectation on both sides of (4.5.2) in Theorem 15, we have

$$
\begin{equation*}
E\left[F\left(x^{k}\right)\right]-F\left(x^{*}\right) \leq \frac{1}{k}\left(\frac{\sigma}{2} E\left[B_{k}\right]+\frac{\sigma}{2} C+2 E\left[A_{k}^{2}\right]+\sqrt{C} E\left[A_{k}\right]+E\left[\sqrt{B_{k}} A_{k}\right]\right) \tag{4.3.20}
\end{equation*}
$$

Next, we show how to bound $E\left[B_{k}\right], E\left[A_{k}\right], E\left[A_{k}^{2}\right]$ and $E\left[\sqrt{B_{k}} A_{k}\right]$. We first note a key observation, that, as a result of Lemma 19, Lemma 7 and Algorithm 16, the
expectation of subproblem optimization error $\phi_{i}$ can be upper bounded by a geometric progression such that

$$
E\left[\phi_{i}\right] \leq R \alpha^{a i+b}=\bar{R} \bar{\alpha}^{i}
$$

where $0<\alpha<1$ and $R$ are specified respectively in Lemma 19 and Lemma 7 and $\bar{\alpha}=\alpha^{a}$ and $\bar{R}=R \alpha^{b}$. It immediately follows that

$$
E\left[B_{k}\right]=\frac{2\left(M_{\sigma}+1\right)}{\sigma} \sum_{i=0}^{k-1} E\left[\phi_{i}\right] \leq \frac{2\left(M_{\sigma}+1\right)}{\sigma} \sum_{i=0}^{k-1} \bar{R} \bar{\alpha} \leq \frac{2\left(M_{\sigma}+1\right) \bar{R}}{\sigma} \frac{1}{1-\bar{\alpha}} .
$$

Recalling Lemma 8, we then obtain

$$
\begin{aligned}
E\left[A_{k}\right] & =\sqrt{2 M} E\left[\sum_{i=0}^{k-1} \sqrt{\phi_{i}}\right] \leq \frac{\sqrt{2 M \bar{R}}}{1-\sqrt{\bar{\alpha}}} \\
E\left[A_{k}^{2}\right] & =E\left[\left(\sum_{i=1}^{k} \sqrt{2 M \phi_{i}}\right)^{2}\right]=2 M E\left[\left(\sum_{i=0}^{k-1} \sqrt{\phi_{i}}\right)^{2}\right] \leq \frac{4 M \bar{R}}{(1-\sqrt{\bar{\alpha}})^{2}} \\
E\left[\sqrt{B_{k}} A_{k}\right] & =E\left[\sqrt{\left.\frac{2\left(M_{\sigma}+1\right)}{\sigma} \sum_{i=1}^{k} \phi_{i} \sum_{i=1}^{k} \sqrt{2 M \phi_{i}}\right]=\sqrt{\frac{4 M\left(M_{\sigma}+1\right)}{\sigma}} E\left[\sqrt{\left.\sum_{i=1}^{k} \phi_{i} \sum_{i=1}^{k} \sqrt{\phi_{i}}\right]}\right.} \begin{array}{rl}
\frac{4 M\left(M_{\sigma}+1\right)}{\sigma} & \overline{\bar{R}} \\
\sqrt{1-\bar{\alpha}}(1-\sqrt{\bar{\alpha}})
\end{array}\right.
\end{aligned}
$$

and $\zeta$ is equal to

$$
\zeta=\frac{\bar{R}\left(M_{\sigma}+1\right)}{1-\bar{\alpha}}+\frac{\sigma}{2} C+\frac{8 M \bar{R}}{(1-\sqrt{\bar{\alpha}})^{2}}+\sqrt{C} \frac{\sqrt{2 M \bar{R}}}{1-\sqrt{\bar{\alpha}}}+\sqrt{\frac{4 M\left(M_{\sigma}+1\right)}{\sigma}} \frac{\bar{R}}{\sqrt{1-\bar{\alpha}}(1-\sqrt{\bar{\alpha}})} .
$$

Remark 5. Note that the choice of the number of coordinates decent steps in each applications of $R C D$, in other words, the choice of constants a and b has a direct affect on the constants in the complexity bound. Clearly taking more RCD steps leads to fewer iterations of the main algorithm, as larger values of $a$ and $b$ lead to smaller value of $\zeta$. On the other hand, each iterations becomes more expensive. We believe that our practical approach described in Section 5.7.3 strikes a good balance in this trade-off.

We conclude that under Assumption 2, Algorithm 14 converges at the rate of $O(1 / k)$ if $\sum_{i=0}^{k-1} \sqrt{\frac{2 \phi_{i}}{M_{i}}}$ is bounded for all $k$. This result in similar to those obtained in [23]. It is shown how randomized block coordinate descent and other methods can be utilized to optimize subproblems $\min _{u} Q\left(H_{i}, u, x^{i}\right)$ so that $\sqrt{\frac{2 \phi_{i}}{M_{i}}}$ decays sufficiently fast to guarantee such a bound (possibly in expectation).

In this paper, however, we focus on a different derivation of the sub linear convergence rate, which results in a more complex dependence on the constants, but, on the other hand, does not require Assumption 2 and results in a weaker assumption on $\phi_{i}$.

### 4.4 Analysis of sub linear convergence

In our analysis below we will use another known technique for establishing sub linear convergence of gradient descent type methods for smooth convex functions [25]. However, due to the non smooth nature of our function the analysis requires significant extensions, especially in the inexact case. Moreover, it does not apply to the line-search algorithm, we will rely on the fact that a proximal quasi-Newton method is used in that each new iteration $x^{k+1}$ is an approximate minimizer of the function $Q\left(H_{k}, u, x^{k}\right)$. Our analysis, hence, also applies to proximal gradient methods.

First we prove the following simple result.
Lemma 10. Consider $F(\cdot)$ defined in 4.1.1. Let Assumptions 1 (iii) hold. Then for any three points $u, v, w \in \operatorname{dom}(F)$, we have

$$
\begin{equation*}
F(u)-F(w) \leq\left\|\nabla f(u)+\gamma_{g, \phi}^{v}\right\|\|u-w\|+2 L_{g}\|u-v\|+2 \phi . \tag{4.4.1}
\end{equation*}
$$

where $\gamma_{g, \phi}^{v} \in \partial_{\phi} g(v)$ is any $\phi$-subgradient of $g(\cdot)$ at point $v$.
Proof. From convexity of $f$ and $g$ and the definition of $\phi$-subgradient, it follows
that for any points $u, w$ and $v$,

$$
\begin{align*}
f(u)-f(w) & \leq\langle\nabla f(u), u-w\rangle,  \tag{4.4.2}\\
g(v)-g(w) & \leq\left\langle\gamma_{g, \phi}^{v}, v-w\right\rangle+\phi  \tag{4.4.3}\\
g(2 v-u)-g(v) & \geq\left\langle\gamma_{g, \phi}^{v}, v-u\right\rangle-\phi . \tag{4.4.4}
\end{align*}
$$

Hence,

$$
\begin{align*}
F(u)-F(w) & =f(u)-f(w)+g(u)-g(w) \\
& =f(u)-f(w)+g(u)-g(v)+g(v)-g(w) \\
& \leq\langle\nabla f(u), u-w\rangle+\left\langle\gamma_{g, \phi}^{v}, v-w\right\rangle+g(u)-g(v)+\phi  \tag{4.4.5}\\
& =\langle\nabla f(u), u-w\rangle+\left\langle\gamma_{g, \phi}^{v}, u-w\right\rangle+\left\langle\gamma_{g, \phi}^{v}, v-u\right\rangle+g(u)-g(v)+\phi \\
& \leq\left\|\nabla f(u)+\gamma_{g, \phi}^{v}\right\|\|u-w\|+g(2 v-u)-g(v)+g(u)-g(v)+2 \phi .
\end{align*}
$$

Here we applied (4.4.2), (4.4.3) and (4.4.4) to get 4.4.5). Using Assumption 1(iii) to bound the term $g(2 v-u)-g(v)+g(u)-g(v)$ we can easily derive 4.4.1.

### 4.4.1 The exact case

We now consider the exact version of Algorithm 14, i.e., $\phi_{k}=0$ for all $k$. We have the following lemma.

Lemma 11. Let $x^{k+1}:=\arg \min _{u \in \mathbb{R}^{n}} Q\left(H_{k}, u, x_{k}\right)$, then

$$
\begin{equation*}
Q\left(H_{k}, x^{k}, x^{k}\right)-Q\left(H_{k}, x^{k+1}, x^{k}\right) \geq \frac{\sigma_{k}}{2}\left\|x^{k+1}-x^{k}\right\|^{2} \tag{4.4.6}
\end{equation*}
$$

Moreover, there exists a vector $\gamma_{g}^{k+1} \in \partial g\left(x^{k+1}\right)$ such that the following bounds hold:

$$
\begin{equation*}
\frac{1}{M_{k}}\left\|\nabla f\left(x^{k}\right)+\gamma_{g}^{k+1}\right\| \leq\left\|x^{k+1}-x^{k}\right\| \leq \frac{1}{\sigma_{k}}\left\|\nabla f\left(x^{k}\right)+\gamma_{g}^{k+1}\right\| \tag{4.4.7}
\end{equation*}
$$

Proof. The proof is a special case of Lemma 13, proved below.
Theorem 12. Let Assumptions 1 hold for all $k$. Then the iterates $\left\{x^{k}\right\}$ generated by Algorithm 14 satisfy

$$
\begin{equation*}
F\left(x^{k}\right)-F^{*} \leq \frac{2 M^{2}\left(D_{\mathcal{X}_{0}} M+2 L_{g}\right)^{2}}{\rho \sigma^{3}} \frac{1}{k} . \tag{4.4.8}
\end{equation*}
$$

Proof. We will denote $F\left(x^{k}\right)-F^{*}$ by $\Delta F_{k}$. Our goal is to bound $\Delta F_{k}$ from above in terms of $1 / k$ which we will achieve by deriving a lower bound on $\frac{1}{\Delta F_{k}}$ in terms of $k$.

Let us first show that

$$
\begin{equation*}
F\left(x^{k}\right)-F\left(x^{k+1}\right)=\Delta F_{k}-\Delta F_{k+1} \geq c_{k} \Delta F_{k}^{2}, \tag{4.4.9}
\end{equation*}
$$

for some constant $c_{k}$, which depends on iteration $k$, but will be lower bounded by a uniform constant.

First we will show that

$$
\begin{equation*}
\Delta F_{k} \leq\left(D_{\mathcal{X}_{0}}+\frac{2 L_{g}}{\sigma_{k}}\right)\left\|\nabla f\left(x^{k}\right)+\gamma_{g}^{k+1}\right\| \tag{4.4.10}
\end{equation*}
$$

This follows simply from (4.4.1) with $u=x^{k}, w=x^{*}, v=x^{k+1}$ and $\phi=0$,

$$
\begin{equation*}
\Delta F_{k}=F\left(x^{k}\right)-F\left(x^{*}\right) \leq\left\|\nabla f\left(x^{k}\right)+\gamma_{g}^{k+1}\right\|\left\|x^{k}-x^{*}\right\|+2 L_{g}\left\|x^{k}-x^{k+1}\right\| . \tag{4.4.11}
\end{equation*}
$$

Substituting the bounds on $\left\|x^{k+1}-x^{k}\right\|$ (cf. 4.4.7)) and $\left\|x^{k}-x^{*}\right\|$ (cf. Assumptions $1(v)$ in 4.4.11) we get the desired bound 4.4.10).

Now we will show that

$$
\begin{equation*}
F\left(x^{k}\right)-F\left(x^{k+1}\right) \geq \frac{\rho \sigma_{k}}{2 M_{k}^{2}}\left\|\nabla f\left(x^{k}\right)+\gamma_{g}^{k+1}\right\|^{2} \tag{4.4.12}
\end{equation*}
$$

Indeed $F\left(x^{k}\right)-F\left(x^{k+1}\right) \geq \rho\left(Q\left(H_{k}, x^{k}, x^{k}\right)-Q\left(H_{k}, x^{k+1}, x^{k}\right)\right)$. And a bound on the reduction in $Q$ can be established by combining (4.4.6) and 4.4.7),

$$
Q\left(H_{k}, x^{k}, x^{k}\right)-Q\left(H_{k}, x^{k+1}, x^{k}\right) \geq \frac{\sigma_{k}}{2 M_{k}^{2}}\left\|\nabla f\left(x^{k}\right)+\gamma_{g}^{k+1}\right\|^{2},
$$

Hence, the bound (4.4.12) holds.
Finally, combining the lower bound on $F\left(x^{k}\right)-F\left(x^{k+1}\right)$ together with the upper bound on $\Delta F_{k}^{2}$ we can conclude that

$$
F\left(x^{k}\right)-F\left(x^{k+1}\right)=\Delta F_{k}-\Delta F_{k+1} \geq \frac{\rho \sigma_{k}}{2 M_{k}^{2}\left(D_{\mathcal{X}_{0}}+\frac{2 L_{g}}{\sigma_{k}}\right)^{2}} \Delta F_{k}^{2}
$$

which establishes 4.4.30) with $c_{k}=\frac{\rho \sigma_{k}^{3}}{2 M_{k}^{2}\left(D \mathcal{X}_{0} \sigma_{k}+2 L_{g}\right)^{2}}$.
Dividing both sides of the inequality above by $\Delta F_{k+1} \Delta F_{k}$ we have

$$
\frac{1}{\Delta F_{k+1}}-\frac{1}{\Delta F_{k}} \geq c_{k} \frac{\Delta F_{k}}{\Delta F_{k+1}} \geq c_{k}
$$

Summing the above expression for $i=0, \ldots, k-1$ we have

$$
\frac{1}{\Delta F_{k}} \geq \sum_{i=0}^{k-1} c_{i}+\frac{1}{\Delta F_{0}} \geq \sum_{i=0}^{k-1} c_{i}
$$

which finally implies

$$
\Delta F_{k}=F\left(x^{k}\right)-F^{*} \leq \frac{1}{\sum_{i=0}^{k=1} c_{i}} \leq \frac{2 M^{2}\left(D_{\mathcal{X}_{0}} M+2 L_{g}\right)^{2}}{\rho \sigma^{3}} \frac{1}{k} .
$$

Let us note that if $H_{k}=L(f) I$ for all $k$, as in standard proximal gradient methods, where $L(f)$ is the Lipschitz constant of $\nabla f(x)$, then the bound becomes

$$
F\left(x^{k}\right)-F^{*} \leq \frac{2\left(D_{\mathcal{X}_{0}} L(f)+2 L_{g}\right)^{2}}{\rho L(f)} \frac{1}{k} \approx \frac{2 D_{\mathcal{X}_{0}}^{2} L(f)}{k}
$$

if $L_{g} \ll D_{\mathcal{X}_{0}} L(f)$. This bound is similar to $\frac{2\left\|x^{0}-x^{*}\right\|^{2} L(f)}{k}$ established for proximal gradient methods, assuming that $D_{\mathcal{X}_{0}}$ is comparable to $\left\|x^{0}-x^{*}\right\|$.

### 4.4.2 The inexact case

We now analyze Algorithm 14 in the case when the computation of $p_{H}(v)$ is performed inexactly. In other words, we consider the version of Algorithm 14 (and 15) where we compute $x^{k+1}:=p_{H_{k}, \phi_{k}}\left(x^{k}\right)$ and $\phi_{k}$ can be positive for any $k$. The analysis is similar to that of the exact case, with a few additional terms that need to be bounded. We begin by extending Lemma 11 .

Lemma 13. Let $x^{k+1} \in \operatorname{dom}(F)$ be such that the inequality holds

$$
Q\left(H_{k}, x^{k+1}, x^{k}\right)-\min _{y \in \mathbb{R}^{n}} Q\left(H_{k}, y, x^{k}\right) \leq \phi_{k}
$$

for some $\phi_{k} \geq 0$. Then

$$
\begin{equation*}
Q\left(H_{k}, x^{k}, x^{k}\right)-Q\left(H_{k}, x^{k+1}, x^{k}\right) \geq \frac{\sigma_{k}}{2}\left\|x^{k+1}-x^{k}\right\|^{2}-\sqrt{2 M_{k} \phi_{k}}\left\|x^{k+1}-x^{k}\right\|-\phi_{k} . \tag{4.4.13}
\end{equation*}
$$

Moreover there exists a vector $\gamma_{g, \phi}^{k+1} \in \partial g_{\phi_{k}}\left(x^{k+1}\right)$ such that the following bounds hold:

$$
\begin{equation*}
\frac{1}{M_{k}}\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\|-\frac{\sqrt{2 M_{k} \phi_{k}}}{M_{k}} \leq\left\|x^{k+1}-x^{k}\right\| \leq \frac{1}{\sigma_{k}}\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\|+\frac{\sqrt{2 M_{k} \phi_{k}}}{\sigma_{k}} . \tag{4.4.14}
\end{equation*}
$$

Proof. Recall Lemma 3, from (4.3.2), there exists a vector, which we will refer to as $\gamma_{g, \phi}^{k+1}$, such that

$$
\begin{equation*}
\gamma_{g, \phi}^{k+1}=H_{k}\left(x^{k}-x^{k+1}\right)-\nabla f\left(x^{k}\right)-\eta_{k} \in \partial_{\phi} g\left(x^{k+1}\right), \tag{4.4.15}
\end{equation*}
$$

with $\frac{1}{2}\left\|\eta_{k}\right\|_{H_{k}^{-1}}^{2} \leq \phi_{k}$, which, in turn, implies $\left\|\eta_{k}\right\| \leq \sqrt{2 M_{k} \phi_{k}}$. The following inequality follows from the definition of $\phi$-subdifferential,

$$
\begin{equation*}
g\left(x^{k}\right)-g\left(x^{k+1}\right) \geq\left\langle\gamma_{g, \phi}^{k+1}, x^{k}-x^{k+1}\right\rangle-\phi_{k} . \tag{4.4.16}
\end{equation*}
$$

From 4.4.15)

$$
\begin{equation*}
H_{k}\left(x^{k+1}-x^{k}\right)+\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}+\eta_{k}=0, \tag{4.4.17}
\end{equation*}
$$

hence we obtain

$$
\begin{aligned}
\left\|x^{k+1}-x^{k}\right\| & \leq \frac{1}{\sigma_{k}}\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\|+\frac{1}{\sigma_{k}}\left\|\eta_{k}\right\| \leq \frac{1}{\sigma_{k}}\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\|+\frac{\sqrt{2 M_{k} \phi_{k}}}{\sigma_{k}}, \\
\left\|x^{k+1}-x^{k}\right\| & \geq \frac{1}{M_{k}}\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\|-\frac{1}{M_{k}}\left\|\eta_{k}\right\| \geq \frac{1}{M_{k}}\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\|-\frac{\sqrt{2 M_{k} \phi_{k}}}{M_{k}} .
\end{aligned}
$$

Using (4.4.16) and 4.4.17), we derive 4.4.13 as follows,

$$
\begin{aligned}
& Q\left(H_{k}, x^{k}, x^{k}\right)-Q\left(H_{k}, x^{k+1}, x^{k}\right) \\
& =g\left(x^{k}\right)-g\left(x^{k+1}\right)-\nabla f\left(x^{k}\right)^{T}\left(x^{k+1}-x^{k}\right)-\frac{1}{2}\left\|x^{k+1}-x^{k}\right\|_{H_{k}}^{2} \\
& \geq\left\langle\gamma_{g, \phi}^{k+1}, x^{k}-x^{k+1}\right\rangle-\phi_{k}+\left\|x^{k+1}-x^{k}\right\|_{H_{K}}^{2} \\
& +\left\langle\gamma_{g, \phi}^{k+1}, x^{k+1}-x^{k}\right\rangle+\left\langle\eta_{k}, x^{k+1}-x^{k}\right\rangle-\frac{1}{2}\left\|x^{k+1}-x^{k}\right\|_{H_{k}}^{2} \\
& =\frac{1}{2}\left\|x^{k+1}-x^{k}\right\|_{H_{k}}^{2}+\left\langle\eta_{k}, x^{k+1}-x^{k}\right\rangle-\phi_{k} \geq \frac{\sigma_{k}}{2}\left\|x^{k+1}-x^{k}\right\|^{2}-\left\|\eta_{k}\right\|\left\|x^{k+1}-x^{k}\right\|-\phi_{k} \\
& \geq \frac{\sigma_{k}}{2}\left\|x^{k+1}-x^{k}\right\|^{2}-\sqrt{2 M_{k} \phi_{k}}\left\|x^{k+1}-x^{k}\right\|-\phi_{k} .
\end{aligned}
$$

Unlike the exact case, the inquality $\frac{1}{\Delta F_{k+1}}-\frac{1}{\Delta F_{k}} \geq c_{k}$ can no longer be guaranteed to hold on each iteration. The convergence rate is obtained by observing that when this desired inequality fails another inequality always holds, which bounds $\Delta F_{k}$ in terms of $\phi_{k}$. Specifically, we have the following theorem.

Lemma 14. Consider $k$ th iteration of the inexact Algorithm 14 with $0 \leq \phi_{k} \leq 1$. Let $\Delta F_{k}:=F\left(x^{k}\right)-F\left(x^{*}\right)$. Then there exists large enough positive constant $\theta>0$, such that one of the following two cases must hold,

$$
\begin{align*}
& \Delta F_{k} \leq b_{k} \sqrt{\phi_{k}}  \tag{4.4.18}\\
& \frac{1}{\Delta F_{k+1}}-\frac{1}{\Delta F_{k}} \geq c_{k} \tag{4.4.19}
\end{align*}
$$

where $b_{k}$ and $c_{k}$ are given below,

$$
\begin{align*}
b_{k} & =\theta D_{\mathcal{X}_{0}} \sqrt{2 M_{k}}+\frac{2(1+\theta) L_{g}}{\sigma_{k}} \sqrt{2 M_{k}}+2,  \tag{4.4.20}\\
c_{k} & =\frac{\rho\left(\sigma_{k}^{3}(\theta-1)^{2}-2 \sigma_{k} M_{k}^{2}(1+\theta)-\sigma_{k}^{2} M_{k}\right)}{\left(\sqrt{2} D_{\mathcal{X}_{0}} \theta \sigma_{k} M_{k}+2 \sqrt{2} L_{g}(1+\theta) M_{k}+\sigma_{k} \sqrt{M_{k}}\right)^{2}} . \tag{4.4.21}
\end{align*}
$$

Proof. First, applying 4.4.1 with $u=x^{k}, w=x^{*}$ and $v=x^{k+1}$ we obtain,

$$
\begin{equation*}
\Delta F_{k}=F\left(x^{k}\right)-F\left(x^{*}\right) \leq\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\|\left\|x^{k}-x^{*}\right\|+2 L_{g}\left\|x^{k}-x^{k+1}\right\|+2 \phi_{k} \tag{4.4.22}
\end{equation*}
$$

We will consider two cases that are possible at each iteration $k$ for some fixed constant $\theta>1$ which we will specify later.

- Case 1

$$
\begin{equation*}
\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\|<\theta \sqrt{2 M_{k} \phi_{k}} . \tag{4.4.23}
\end{equation*}
$$

- Case 2

$$
\begin{equation*}
\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\| \geq \theta \sqrt{2 M_{k} \phi_{k}} . \tag{4.4.24}
\end{equation*}
$$

Let us assume that Case 1 holds, then from (4.4.14) and 4.4.23) it simply follows that

$$
\begin{equation*}
\left\|x^{k+1}-x^{k}\right\| \leq \frac{(1+\theta) \sqrt{2 M_{k} \phi_{k}}}{\sigma_{k}} \tag{4.4.25}
\end{equation*}
$$

Using (4.4.23), 4.4.22), the bound on $\left\|x^{k+1}-x^{k}\right\|$ from 4.4.25) together with the bound on $\left\|x^{k}-x^{*}\right\|$ from Assumptions $1(v)$ we get

$$
\begin{align*}
\Delta F_{k} & \leq D_{\mathcal{X}_{0}}\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\|+\frac{2(1+\theta) L_{g} \sqrt{2 M_{k} \phi_{k}}}{\sigma_{k}}+2 \phi_{k}  \tag{4.4.26}\\
& \leq\left(\theta D_{\mathcal{X}_{0}}+\frac{2(1+\theta) L_{g}}{\sigma_{k}}\right) \sqrt{2 M_{k} \phi_{k}}+2 \phi_{k} \\
& \leq\left(\theta D_{\mathcal{X}_{0}} \sqrt{2 M_{k}}+\frac{2(1+\theta) L_{g}}{\sigma_{k}} \sqrt{2 M_{k}}+2\right) \sqrt{\phi_{k}} \tag{4.4.27}
\end{align*}
$$

which ensures 4.4.18).
We now consider Case 2, where (4.4.24) along with 4.4.14) from Lemma 13 imply

$$
\begin{equation*}
\frac{\theta-1}{\theta M_{k}}\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\| \leq\left\|x^{k+1}-x^{k}\right\| \leq \frac{1+\theta}{\theta \sigma_{k}}\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\| . \tag{4.4.28}
\end{equation*}
$$

Substituting into 4.4.22) the upper bound on $\left\|x^{k+1}-x^{k}\right\|$ from 4.4.28) and the bound on $\left\|x^{k}-x^{*}\right\|$ from Assumptions $1(v)$ we now get

$$
\Delta F_{k} \leq\left(D_{\mathcal{X}_{0}}+\frac{2 L_{g}(1+\theta)}{\theta \sigma_{k}}\right)\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\|+2 \phi_{k} .
$$

From $\phi_{k} \leq 1$ it follows that $\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\| \geq \theta \sqrt{2 M_{k} \phi_{k}} \geq \theta \sqrt{2 M_{k}} \phi_{k}$. Hence we obtain

$$
\begin{equation*}
\Delta F_{k} \leq\left(D_{\mathcal{X}_{0}}+\frac{2 L_{g}(1+\theta)}{\theta \sigma_{k}}+\frac{2}{\theta \sqrt{2 M_{k}}}\right)\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\| . \tag{4.4.29}
\end{equation*}
$$

We will show that in this case, as in the exact case, we have

$$
\begin{equation*}
\Delta F_{k}-\Delta F_{k+1}=F\left(x^{k}\right)-F\left(x^{k+1}\right) \geq c_{k} \Delta F_{k}^{2} \tag{4.4.30}
\end{equation*}
$$

for some constant $c_{k}$ (different from that in the exact case). Towards that goal we will establish a lower bound on $F\left(x^{k}\right)-F\left(x^{k+1}\right)$ in terms of $\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\|^{2}$ as before. We still have $F\left(x^{k}\right)-F\left(x^{k+1}\right) \geq \rho\left(Q\left(H_{k}, x^{k}, x^{k}\right)-Q\left(H_{k}, x^{k+1}, x^{k}\right)\right)$. We now use the bounds (4.4.13) from Lemma 13 , (4.4.24) and (4.4.28) and obtain

$$
\begin{aligned}
& Q\left(H_{k}, x^{k}, x^{k}\right)-Q\left(H_{k}, x^{k+1}, x^{k}\right) \\
& \geq \frac{\sigma_{k}}{2}\left(\frac{\theta-1}{\theta M_{k}}\right)^{2}\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\|^{2}-\frac{1+\theta}{\theta^{2} \sigma_{k}}\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\|^{2}-\frac{1}{2 \theta^{2} M_{k}}\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\|^{2}
\end{aligned}
$$

By selecting a sufficiently large $\theta$ we can ensure that

$$
\begin{equation*}
F\left(x^{k}\right)-F\left(x^{k+1}\right) \geq \rho t_{k}\left\|\nabla f\left(x^{k}\right)+\gamma_{g, \phi}^{k+1}\right\|^{2}, \tag{4.4.31}
\end{equation*}
$$

for $t_{k}=\frac{\sigma_{k}}{2}\left(\frac{\theta-1}{\theta M_{k}}\right)^{2}-\frac{1+\theta}{\theta^{2} \sigma_{k}}-\frac{1}{2 \theta^{2} M_{k}}>0$. Finally, combining the lower bound 4.4.31) on $F\left(x^{k}\right)-F\left(x^{k+1}\right)$ together with the upper bound 4.4.29) on $\Delta F_{k}^{2}$ we can conclude that 4.4.30) holds with

$$
c_{k}=\frac{\rho t_{k}}{\left(D_{\mathcal{X}_{0}}+\frac{2 L_{g}(1+\theta)}{\theta \sigma_{k}}+\frac{2}{\theta \sqrt{2 M_{k}}}\right)^{2}}=\frac{\rho\left(\sigma_{k}^{3}(\theta-1)^{2}-2 \sigma_{k} M_{k}^{2}(1+\theta)-\sigma_{k}^{2} M_{k}\right)}{\left(\sqrt{2} D_{\mathcal{X}_{0}} \theta \sigma_{k} M_{k}+2 \sqrt{2} L_{g}(1+\theta) M_{k}+2 \sigma_{k} \sqrt{M_{k}}\right)^{2}} .
$$

Finally, (4.4.19) follows from (4.4.30) divided by $\Delta F_{k} \Delta F_{k+1}$ and using the fact that $\frac{\Delta F_{k}}{\Delta F_{k+1}} \geq 1$.

Remark 6. Let us discuss the result of the above lemma. The lemma applies for any value of $\theta$ for which $t_{k}$, and hence, $c_{k}$ is positive for all $k$. It is easy to see that large values of $\theta$ imply potentially larger values of $c_{k}$. On the other hand, large $\theta$ is likely to cause Case 1 to hold (i.e., 4.4.18) instead of Case 2 (i.e., 4.4.19) on any given iteration, with $b_{k}$ also growing with the size of $\theta$. As we will show below the overall rate of convergence of the algorithm is derived using the two bounds (4.4.18), where the rate is controlled by the rate of $\phi_{k} \rightarrow 0$ and (4.4.19), which is
similar to the bound in the exact case. The overall bound, thus, will depend on the upper bound on $b_{k}$ 's and the inverse of the lower bound on $c_{k}$ 's. If, again, we assume that $\sigma_{k}=M_{k}=L(f)$ for all $k$, then $\theta \geq 5$ is sufficient to ensure that $c_{k}>0$ and this results in $b_{k} \leq O\left(D_{\mathcal{X}_{0}} L(f)\right)$ and $1 / c_{k} \geq O\left(D_{\mathcal{X}_{0}}^{2} L(f)\right)$, thus again, we obtain a bound which is comparable to that of proximal gradient methods, although with more complex constants.

We now derive the overall convergence rate, under the assumption that $\phi_{k}$ decays sufficiently fast.

Theorem 15. Suppose that Assumption 1 holds. Assume that all iterates $\left\{x^{k}\right\}$ of inexact Algorithm 14 are generated with some $\phi_{k} \geq 0$ that satisfy

$$
\begin{equation*}
\phi_{k} \leq \frac{a^{2}}{k^{2}}, \text { with } 0<a \leq 1 \tag{4.4.32}
\end{equation*}
$$

Let $\theta$ be chosen as specified in Lemma 14. Then for any $k$

$$
\begin{equation*}
F\left(x^{k}\right)-F\left(x^{*}\right) \leq \frac{\max \left\{b a, \frac{1}{c}\right\}}{k-1} \tag{4.4.33}
\end{equation*}
$$

with $b, c$ given as follows,

$$
\begin{equation*}
b=\theta D_{\mathcal{X}_{0}} \sqrt{2 M}+\frac{2(1+\theta) L_{g}}{\sigma} \sqrt{2 M}+2, c=\frac{\rho\left(\frac{\sigma^{2}}{M^{2}}\left(1-\theta^{-1}\right)^{2}-\left(2 \theta^{-1}+3 \theta^{-2}\right)\right)}{2\left(D_{\mathcal{X}_{0}}+\frac{2 L_{g}\left(1+\theta^{-1}\right)}{\sqrt{\sigma}}+\frac{2}{\sqrt{2}} \theta^{-1}\right)^{2}} . \tag{4.4.34}
\end{equation*}
$$

Proof. Consider all iterations before a particular iteration $k$. From Lemma 14, it follows that either 4.4.18) or 4.4.19) must hold for each prior iteration. Let $k_{1}<k$ denote the index of the last iteration before $k$, for which 4.4.18) holds. If no such $k_{1}$ exists, then 4.4.19 holds for all $k$ and without loss of generality we can consider $k_{1}=0$. From 4.4.18) and from the fact that the function value never increases

$$
\begin{equation*}
\Delta F_{k_{1}+1}=F\left(x^{k_{1}+1}\right)-F\left(x^{*}\right) \leq F\left(x^{k_{1}}\right)-F\left(x^{*}\right)=\Delta F_{k_{1}} \leq b_{k_{1}} \sqrt{\phi_{k_{1}}} \leq \frac{a b_{k_{1}}}{k_{1}} \tag{4.4.35}
\end{equation*}
$$

which is the same as

$$
\begin{equation*}
\frac{1}{\Delta F_{k_{1}+1}} \geq \frac{k_{1}}{a b_{k_{1}}} \tag{4.4.36}
\end{equation*}
$$

For each iteration from $k_{1}+1$ to $k-1$, 4.4.19) gives

$$
\frac{1}{\Delta F_{k_{1}+i+1}}-\frac{1}{\Delta F_{k_{1}+i}} \geq c_{i}, \forall i=1, \ldots, k-k_{1}-1
$$

Summing up the above inequalities and using 4.4.36 we obtain the following bound on $\Delta F_{k}$,

$$
\begin{equation*}
\frac{1}{\Delta F_{k}} \geq \sum_{i=1}^{k-k_{1}-1} c_{i}+\frac{1}{\Delta F_{k_{1}+1}} \geq \sum_{i=1}^{k-k_{1}-1} c_{i}+\frac{k_{1}}{a b_{k_{1}}} \tag{4.4.37}
\end{equation*}
$$

To derive a simple uniform bound on $\Delta F_{k}$ we will use $b$ and $c$ - uniform upper and lower bounds, respectively, for $b_{k}$ and $c_{k}$ given in 4.4.20, i.e., $b_{k} \leq b, c_{k} \geq c, \forall k \geq k_{0}$. From Assumptions 1(iv) we can derive the expressions for $c$ as follows,

$$
\begin{aligned}
c_{k} & =\frac{\rho\left(\frac{\sigma_{k}}{2}\left(\frac{\theta-1}{\theta M_{k}}\right)^{2}-\frac{1+\theta}{\theta^{2} \sigma_{k}}-\frac{1}{2 \theta^{2} M_{k}}\right)}{\left(D_{\mathcal{X}_{0}}+\frac{2 L_{g}(1+\theta)}{\theta \sigma_{k}}+\frac{2}{\theta \sqrt{2 M_{k}}}\right)^{2}} \geq \frac{\rho\left(\frac{\sigma}{2}\left(\frac{\theta-1}{\theta M}\right)^{2}-\frac{1+\theta}{\theta^{2} \sigma}-\frac{1}{2 \theta^{2} \sigma}\right)}{\left(D_{\mathcal{X}_{0}}+\frac{2 L_{g}(1+\theta)}{\theta \sigma}+\frac{2}{\theta \sqrt{2 \sigma}}\right)^{2}} \\
& \geq \frac{\rho\left(\frac{\sigma^{2}}{2 M^{2}}\left(\frac{\theta-1}{\theta}\right)^{2}-\frac{1+\theta}{\theta^{2}}-\frac{1}{2 \theta^{2}}\right)}{\left(D_{\mathcal{X}_{0}}+\frac{2 L_{g}(1+\theta)}{\theta \sqrt{\sigma}}+\frac{2}{\theta \sqrt{2}}\right)^{2}}
\end{aligned}
$$

Bound $b$ can be obtained in a similar fashion.
Substituting bounds $b$ and $c$ in 4.5.5 we get

$$
\frac{1}{\Delta F_{k}} \geq\left(k-k_{1}-1\right) c+\frac{k_{1}}{a b} \geq \min \left\{c, \frac{1}{a b}\right\}(k-1)
$$

which is the same as 4.5.2).

Remark 7. It follows that the inexact version of Algorithm 14 has sublinear convergence rate if $\phi_{i} \leq a^{2} / i^{2}$ for some $a<1$ and all iterations $i=0, \ldots, k$. In contrast, the bounds in [23] and in Section 4.3.1 require that $\sum_{i=0}^{\infty} \sqrt{\phi_{i}}$ is bounded. This bound
on the overall sequence is clearly tighter than $\phi_{i} \leq a^{2} / i^{2}$, since $\sum_{i=0}^{\infty} \frac{a}{i}=\infty$. On the other hand, it does not impose any particular requirement on any given iteration, except that each $\phi_{i}$ is finite, which our bound on $\phi_{i}$ is assumed to hold at each iteration, so far. In Section 4.5 we will relax this assumption.

### 4.4.3 Complexity in terms of subproblem solver iterations

Let us discuss conditions on the sequence $\left\{\phi_{i}\right\}$ established above and how they can be ensured. Firstly, let us note that condition $a<1$ in Theorem 15 can easily be removed. We introduced it for the sake of brevity, to ensure that $\phi_{i} \leq 1$ on each iteration. Clearly, an arbitrarily large $a$ can be used and in that case $\phi_{i} \leq 1$ for all $i \geq a$. Moreover, the condition $\phi_{i} \leq 1$ is only needed to replace $\phi_{i}$ with $\sqrt{\phi_{i}}$ in Lemma 14 in inequality (4.4.26). Instead we can use bound 4.4.24) and upper bounds on $\nabla f\left(x^{i}\right)$ and $\gamma_{g, \phi}^{i+1}$ to replace $\phi_{k}$ with a constant multiple of $\sqrt{\phi_{i}}$. In conclusion, it is sufficient to solve the subproblem on the $i$-th iteration to accuracy $O\left(1 / i^{2}\right)$.

The question now is: what method and what stopping criterion should be used for subproblem optimization, so that sufficient accuracy is achieved and no excessive computations are performed, in other word, how can we guarantee the bound on $\phi_{i}$, while maintaining efficiency of the subproblem optimization? It is possible to consider terminating the optimization of the $i$-th subproblem once the duality gap is smaller than the required bound on $\phi_{i}$. However, checking duality gap can be computationally very expensive. Alternatively one can use an algorithm with a known convergence rate. This way it can be determined apriori how many iterations of such an algorithm should be applied to the $i$-th subproblem to achieve the desired accuracy. In particular, we note that the objective functions in our subproblems are all $\sigma$-strongly convex, so a simple proximal gradient method, or some of its accelerated versions, will enjoy linear convergence rates when applied to these subproblems. Hence, after $i$ iterations of optimizing $Q_{i}$, such a method will achieve accuracy $\phi_{i}$ that decays geometrically, i.e., $\phi_{i}=C \delta^{i}$, for some constants $C>0$ and $0<\delta<1$, hence $\sum_{i=0}^{\infty} \sqrt{\phi_{i}}$ is bounded. Note that the same property holds for any linearly convergent method, such as the
proximal gradient or a semi-smooth Newton method. Also, it is easy to see that $\phi_{i} \leq a^{2} / i^{2}$ holds for some $a>0$ for all $i$. One can also use FISTA [2] to optimize $Q_{i}$ which will ensure $\phi_{i} \leq a^{2} / i^{2}$ for some $a>0$ but will not guarantee $\sum_{i=0}^{\infty} \sqrt{\phi_{i}}$. The advantage of using FISTA and its resulting rate is that it does not depend on the strong convexity constant, hence the subproblem complexity does not depend on $\sigma$ - the lower bound on the smallest eigenvalues of the Hessian approximations. In conclusion, we have the following overall bounds.

Theorem 16. Suppose that Assumptions 1 hold and that for all $k$, at the $k$-th iteration of inexact Algorithm 14 function $Q\left(H_{k}, u, x^{k}\right)$ is approximately minimized, to obtain $x^{k+1}$ by applying $l(k)=\alpha k+\beta$ steps of any algorithm which guarantees that $Q\left(H_{k}, x^{k+1}, x^{k}\right) \leq Q\left(H_{k}, x^{k}, x^{k}\right)$ and whose convergence rate ensures the error bound $\phi_{k} \leq a^{2} /(\alpha k+\beta)^{2}$ for some $a>0$. Then accuracy $F\left(x^{t}\right)-F\left(x^{*}\right) \leq \epsilon$ is achieved after at most

$$
\begin{equation*}
K=\beta t+\frac{\alpha}{2}(t-1) t \tag{4.4.38}
\end{equation*}
$$

inner iterations (of the chosen algorithm), with $t=\left\lceil\frac{\max \left\{b a, \frac{1}{c}\right\}}{\epsilon}+1\right\rceil$ and $b, c$ given in Theorem 15.

Proof. A proof follows trivially from Theorem 15.
Theorem 17. Suppose that Assumptions 1 hold and that or all $k$ at the $k$-th iteration of inexact Algorithm 14 function $Q\left(H_{k}, u, x^{k}\right)$ is approximately minimized, to obtain $x^{k+1}$ by applying $l(k)$ steps of an algorithm, which guarantees that $Q\left(H_{k}, x^{k+1}, x^{k}\right) \leq$ $Q\left(H_{k}, x^{k}, x^{k}\right)$ and whose convergence rate ensures the error bound $\phi_{k} \leq \delta^{l(k)} M_{Q}$, for some constants $0<\delta<1$ and $M_{Q}>0$. Then, by setting $l(k)=2 \log _{\frac{1}{\delta}}(k)$, accuracy $F\left(x^{t}\right)-F\left(x^{*}\right) \leq \epsilon$ is achieved after at most

$$
\begin{equation*}
K=\sum_{k=0}^{t} 2 \log _{\frac{1}{\delta}}(k) \leq 2 t \log _{\frac{1}{\delta}}(t) \tag{4.4.39}
\end{equation*}
$$

inner iterations (of the chosen algorithm), with $t=\left\lceil\frac{\max \left\{b a, \frac{1}{c}\right\}}{\epsilon}+1\right\rceil$ and $b, c$ given in Theorem 15.

Proof. A proof follows trivially from Theorem 15.
Remark 8. The total complexity in terms of the inner iterations should not be viewed as a summary of the whole complexity of Algorithm 14. A key step of the algorithm is the computation of $F\left(x^{k}\right)$ and $\nabla f\left(x^{k}\right)$ at each iteration. In big data applications this is often the most extensive step, hence the main complexity is defined by the number of function and gradient computations. Due to backtracking via proximal parameter update to satisfy sufficient decrease condition, the number of function and gradient computation may be larger than the number of iterations of Algorithm 14, however, it does not exceed this number by more than a logarithmic factor. In practice, only several initial iterations contain backtracking steps, hence Theorem 15 provides the bound on the complexity in terms of function and gradient computations.

In the next section we extend our convergence rate results to the case of solving subproblems via randomized coordinate descent, where $\phi$ is random and hence does not satisfy required bounds on each iteration.

### 4.5 Analysis of the inexact case under random subproblem accuracy

As we pointed out in the introduction, the most efficient practical approach to subproblem optimization, in the case when $g(x)=\lambda\|x\|_{1}$, seems to be the coordinate descent method. One iteration of a coordinate descent step can be a lot less expensive than that of a proximal gradient or a Newton method. In particular, if matrix $H$ is constructed via the LBFGS approach, then one step of a coordinate decent method takes a constant number of operations, $m$ (the memory size of LBFGS, which is typically 10-20). On the other hand, one step of proximal gradient takes $O(m n)$ operations and Newton method takes $O\left(\mathrm{~nm}^{2}\right)$.

Unfortunately, cyclic (Gauss-Seidel) coordinate descent, does not have deterministic complexity bounds, hence it is not possible to know when the work on a particular
subproblem can be terminated to guarantee the desired level of accuracy. However, a randomized coordinate descent has probabilistic complexity bounds, which can be used to demonstrate the linear rate of convergence in expectation.

We have the following probabilistic extension of Theorem 15.
Theorem 18. Suppose that Assumption 1 holds. Assume that for all $k$ iterates $\left\{x^{k}\right\}$ of inexact Algorithm 14 are generated with some $\phi_{k} \geq 0$ that satisfy

$$
\begin{equation*}
P\left\{\phi_{k} \leq \frac{a^{2}}{k^{2}}\right\} \geq 1-p, \text { for some } 0<a \leq 1 \text { and } 0 \leq p<1 \tag{4.5.1}
\end{equation*}
$$

conditioned on the past. Let $\theta, b$ and $c$ be as specified in Theorem 15. Then for any $k$

$$
\begin{equation*}
E\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right) \leq \frac{\max \left\{b a, \frac{1}{c}\right\}(2-p)}{(1-p)(k-1)} \tag{4.5.2}
\end{equation*}
$$

Proof. As in the proof of Theorem 15 consider all iterations before a particular iteration $k$. From Lemma 14, it follows that either (4.4.18) or (4.4.19) must hold for each prior iteration. Let $k_{1}<k$ denote the index of the last iteration before $k$, for which 4.4.18 holds. Let $k_{2}$ denote the index of the second to last such iteration and so on, hence $k_{i}$ is the index of the last iteration such that there are exactly $i$ iterations between $k_{i}$ and $k-1$ for which (4.4.18) holds. Without loss of generality we can assume that $k_{i}$ exists for each $i$, because if it does not - we can set $k_{i}=0$ and obtain a better bound. Let us now assume for a given $i$ that $\phi_{k_{i}} \leq \frac{a^{2}}{k_{i}{ }^{2}}$ holds, but that $\phi_{k_{j}}>\frac{a^{2}}{k_{j}{ }^{2}}$ for all $j=1, \ldots, i-1$ (if $i=1$ we have the case analyzed in the proof of Theorem (15). The analysis in the proof of Theorem 15 extends easily to the case $i>1$ by observing that

$$
\frac{1}{\Delta F_{l+1}}-\frac{1}{\Delta F_{l}} \geq c_{l}
$$

holds for any $k_{i}+1 \leq l \leq k-1, l \neq k_{j}, j=1 \ldots, i-1$, that is all the iterations for which or (4.4.18) does not hold. We also have

$$
\frac{1}{\Delta F_{l+1}}-\frac{1}{\Delta F_{l}} \geq 0
$$

for $k_{i}+1 \leq l \leq k-1, l=k_{j}, j=1 \ldots, i-1$, simply from the fact that function values never increase. Summing up the above inequalities and using the fact that $\phi_{k_{i}} \leq \frac{a^{2}}{k_{i}{ }^{2}}$ we obtain $\Delta F_{k}$,

$$
\begin{equation*}
\frac{1}{\Delta F_{k}} \geq \sum_{l=1}^{k-k_{i}-i} c_{l}+\frac{k_{l}}{a b_{k_{l}}} \geq\left(k-k_{i}-i\right) c+\frac{k_{i}}{a b} \tag{4.5.3}
\end{equation*}
$$

and finally, we have

$$
\begin{equation*}
\Delta F_{k} \leq \frac{\max \left\{b a, \frac{1}{c}\right\}}{k-i} \tag{4.5.4}
\end{equation*}
$$

Now, recall that $P\left\{\phi_{k_{i}} \leq \frac{a^{2}}{k_{i}^{2}}\right\} \geq 1-p$, for any iteration $i$, independently of the other iteration. This means that the probability that $\left\{\phi_{k_{i}} \leq \frac{a^{2}}{k_{i}{ }^{2}}\right\}$ and $\left\{\phi_{k_{j}}>\frac{a^{2}}{k_{j}^{2}}\right\}$ for all $j=1 \ldots, i-1$ is $(1-p) p^{i}$. This implies

$$
\begin{equation*}
E\left(\Delta F_{k}\right) \leq \sum_{i=1}^{k-1} \frac{\max \left\{b a, \frac{1}{c}\right\}}{k-i}(1-p) p^{i-1} \leq \frac{\max \left\{b a, \frac{1}{c}\right\}(1-p)}{k-1} \sum_{i=1}^{k-1}\left(p^{i-1}+\frac{i-1}{k-i} p^{i-1}\right) . \tag{4.5.5}
\end{equation*}
$$

To bound the term $\sum_{i=1}^{k-1}\left(p^{i-1}+\frac{i-1}{k-i} p^{i-1}\right)$ observe that $\frac{i-1}{k-i} p^{i-1} \leq(i-1) p^{i-1}$ and hence

$$
\sum_{i=1}^{k-1}\left(p^{i-1}+\frac{i-1}{k-i} p^{i-1}\right) \leq \frac{1}{(1-p)}+\frac{1}{(1-p)^{2}}=\frac{2-p}{(1-p)^{2}}
$$

which gives us the final bound on the expected error.
We note that the (2-p) factor is the result of an overestimate of the weighted geometric series and a tighter bound should be possible to obtain.

Below we show that randomized coordinate descent can guarantee sufficient accuracy for subproblem solutions and hence maintain the sub linear convergence rate (in expectation) of Algorithm 14. Moreover, we show in Section 5.7.3, that the randomized coordinate descent is as efficient in practice as the cyclic one.

### 4.5.1 Analysis of Subproblem Optimization via Randomized Coordinate Descent

In randomized coordinate descent the model function $Q(\cdot)$ is iteratively minimized over one randomly chosen coordinate, while the others remain fixed. The method is presented in Algorithm 16 and is applied for $l$ steps, with $l$ being an input parameter.

```
\(Q(H, v, x)\) over \(v: R C D(Q(H, v, x), x, l)\)
    1 Set \(p(x) \leftarrow x\);
    for \(i=1,2, \cdots, l\) do
        Choose \(j \in\{1,2, \ldots, n\}\) with probability \(\frac{1}{n}\);
        \(z^{*}=\arg \min _{z} Q\left(H, p(x)+z e_{j}, x\right) ;\)
        \(p(x) \leftarrow p(x)+z^{*} e_{j} ;\)
    6 Return \(p(x)\).
```

Algorithm 16: Randomized Coordinate Descent for optimizing Model Function

Here we will show how properties of coordinate descent can be used together with the analysis in Section 4.4. Combination of coordinate descent with the weaker analysis presented can be found in Section 4.3.1.

Our analysis is based on Richtarik and Takac's results on iteration complexity of randomized coordinate descent [31]. In particular, we make use of Theorem 7 in [31], which we restate below without proof, while adapting it to our context.

Lemma 19. Let $v$ be the initial point and $Q^{*}:=\min _{u \in \mathbb{R}^{n}} Q(H, u, v)$. If $v_{l}$ is the random point generated by applying l randomized coordinate descent steps to a strongly convex function $Q$, then for some constant we have

$$
P\left\{Q\left(H, v_{l}, v\right)-Q^{*} \geq \phi\right\} \leq p
$$

as long as

$$
i \geq n(1+\mu(H)) \log \left(\frac{Q(H, v, v)-Q^{*}}{\phi p}\right)
$$

where $\mu(H)$ is a constant that measures conditioning of $H$ along the coordinate directions and in the worst case is at most $M / \sigma$ - the condition number of $H$.

Let us now state the version of Algorithms 14 and 15 which is close to what is implemented in practice and for which the complexity bound can be applied.

```
Algorithm 17: Proximal Quasi-Newton method using randomized coordinate
descent
    Choose \(0<\rho \leq 1, a, b>0\) and \(x^{0}\);
    for \(k=0,1,2, \cdots\) do
        Choose \(0<\bar{\mu}_{k}, \theta_{k}>0, G_{k} \succeq 0\).;
        Find \(H_{k}=G_{k}+\frac{1}{2 \mu_{k}} I\) and \(x^{k+1}:=p_{H_{k}, \phi_{k}}\left(x^{k}\right)\)
        by applying Prox Parameter Update with \(R C D\left(\bar{\mu}_{k}, G_{k}, x^{k}, \rho, a, b\right)\).;
```

```
Algorithm 18: Prox Parameter Update with RCD ( \(\bar{\mu}, G, x, \rho, a, b)\)
    Select \(0<\beta<1\) and set \(\mu=\bar{\mu}\);
    for \(i=1,2, \cdots\) do
        Define \(H=G+\frac{1}{2 \mu} I\), and compute \(p(x):=p_{H, \phi}(x)\)
        by applying \(R C D \quad(Q(H, v, x), x, l(k))\);
        If \(F(p(x))-F(x) \leq \rho(Q(H, p(x), x)-F(x))\), then output \(H\) and \(p(x)\),
        Exit ;
        Else \(\mu=\beta^{i} \bar{\mu}\);
```

The conclusion of Lemma 19 in application to Algorithms 16.18 is that when applying $l(k)$ steps of randomized coordinate descent approximately to optimize $Q\left(H_{k}, u, x^{k}\right), \phi_{k} \leq M_{Q} \delta^{l(k)}$, with probability $p$, where $M_{Q}$ is an upper bound on $\frac{Q\left(H_{k}, x^{k}, x^{k}\right)-Q\left(H_{k}, p_{H}\left(x^{k}\right), x^{k}\right)}{p}$ and $\delta=e^{-\frac{1}{n\left(1+\mu\left(H_{k}\right)\right)}}$. This, together with Theorem 18 implies that to solve subproblem on iteration $k$ it is sufficient to set $l(k)=O(n(1+$ $\left.\left.\mu\left(H_{k}\right)\right) \log \left(k p / M_{Q}\right)\right)$ and the resulting convergence rate will then obey Theorems 15 and 17. However, it is necessary to know constants $M_{Q}$ and $\mu(H)$ to be able to construct efficient expression $l(k)$. In practice, a successful strategy is to select a slow growing linear function of $k, l(k)=a k+b$. This certainly guarantees convergence
rate of the outer iteration as in Theorem 18. In terms of overall rate this gives inferior complexity, however, we believe that the real difference in terms of the workload appears only in the limit, while in most cases the algorithm successfully terminated before our practical formula $l(k)=a k+b$, described in the next section, significantly exceeds, the theoretical bound $O\left(n(1+\mu(H)) \log \left(k p / M_{Q}\right)\right)$ with appropriate constants. Moreover, as noted earlier, the number of function and gradient evaluations may be the dominant complexity in the big data cases, hence it may be worthwhile to increase workload of coordinate descent in order to reduce the constants in the bound in Theorem 18 .

Finally, we note that when using ISTA method for the subproblem, instead of randomized coordinate descent, the number of inner iteration does not need to depend on the dimension $n$. However, it depends on $\sigma_{k} / M_{k}$ and the cost per iteration is roughly $n$ times bigger than that of coordinate descent (with LBFGS matrices). Hence the overall complexity of using coordinate descent is better than that of ISTA if $\mu\left(H_{k}\right) \ll \sigma_{k} / M_{k}$. This indeed happens often in practical problems, as is discussed in [31] and other works on coordinate descent.

## Chapter 5

## Adaptive Active-set in Proximal Quasi-Newton Method for Large Scale Sparse Optimization

### 5.1 Introduction

We consider convex sparse unconstrained minimization problem of the following general form

$$
\begin{equation*}
\min _{x} F(x)=\lambda\|x\|_{1}+L(x) \tag{5.1.1}
\end{equation*}
$$

where $L: \mathbb{R}^{p} \rightarrow \mathbb{R}$ is convex and twice differentiable and $\lambda>0$ is the regularization parameter that controls the sparsity of $x$. More generally, the regularization term $\lambda\|x\|_{1}$ can be extended to $\|\lambda \circ x\|_{1}=\sum_{i=1}^{p} \lambda_{i}\left|x_{i}\right|$ to allow for different regularization weights on different entries, e.g., when there is a certain sparsity pattern desired in the solution $x$. We will focus on the simpler form as in (5.1.1) in this work for the sake of simplicity of presentation, as the extension to the general form is straightforward.

To keep the current article short and focused, we leave the theoretical analysis of a general inexact quasi-Newton proximal scheme out of this chapter. This chapter
is organized as follows. In Section 5.2 we overview the algorithm and define basic terminologies. Section 5.3 we introduce compact LBFGS and its low-rank structure, paying particular attention to the mutable matrix type. Section 5.4 discusses active-set strategies and the convergence guarantee. Section 5.6 discusses different termination conditions for the inner loop and their implications on the global convergence performance. In Section 5.7 we present numerical comparisons of different active-set methods and termination conditions on algorithm running time.

### 5.2 The proposed algorithm

Two-loop scheme. At $k$-th iteration of the algorithm, the descent step is computed from minimizing a quadratic function $Q_{H_{k}, x^{k}}(\cdot)$ that serves as an approximation to (5.1.1) around the current iterate $x^{k}$,

$$
Q_{H_{k}, x^{k}}(d):=L\left(x^{k}+d\right)+\left\langle\nabla L\left(x^{k}\right), d\right\rangle+\frac{1}{2}\left\langle d, H_{k} d\right\rangle+\lambda\left\|x^{k}+d\right\|_{1} .
$$

Solving the subproblem, or the minimization of $Q$, with a general matrix $H$ can sometimes be as hard as solving the original problem (5.1.1) [76], and often requires taking iterative steps, which we denote as inner iterations.

Low-rank structure. The difficulty of the subproblem can vary a lot with different choice of $H$. Sometimes it is as easy as computing a closed-form solution, e.g., with $H$ to be a multiple of identity matrix. But such $Q$ does not necessarily serve as a good approximation to (5.1.1), hence may not result in a good step for reducing (5.1.1). In this work, we propose to use a compact representation of L-BFGS as the matrix $H$, which, as we will see, strike a balance between the easiness of minimizing $Q$ and the goodness of the approximation it provides. Moreover, such $H$ possesses a nice low-rank structure, which can be exploited to facilitates the minimization of $Q$.

Self-adaptive active-set selection. At every outer iteration, we divide the variables into two sets, the free set $\mathcal{I}$ and the active set $\mathcal{A}$. We only update those
belonging in the free set during inner iterations, i.e., $Q$ is minimized in a subspace formed by those variables in the free set,

$$
\begin{equation*}
\hat{d}^{k}:=\arg \min _{d}\left\{Q_{H_{k}, x^{k}}(d), \text { s.t. } d_{i}=0 \forall i \in \mathcal{A}_{k}\right\} . \tag{5.2.1}
\end{equation*}
$$

This allows us to construct a smaller $H$ matrix, solve a smaller subproblem and in some cases optimize the memory usage to be more cache-friendly since everything now is small enough to fit within a cache line. We use active-set method to denote the strategy of constructing the two sets. For problem (5.1.1), the active set is often selected such that it approximates the set of zero entries in the optimal solution $x^{*}$. For example, if this set is known in advance, then the optimal solution of (5.1.1) can be obtained by only minimizing over the variables not in the free set while fixing those in the active set to zero.

Inexactness. The definition in (5.2.1) implies that $\hat{d}^{k}$ is the exact minimizer of the subproblem. In practice, however, the subproblems are almost never optimized exactly (and rightfully so), unless in cases when $H$ is a multiple of diagonal so that closed-form solutions exist. Hence we also define the inexact minimizer, $\hat{d}_{\phi}^{k}$, where the inexactness is captured by a nonnegative scalar $\phi_{k} \geq 0$,

$$
\begin{equation*}
Q_{H_{k}, x^{k}}\left(\hat{d}_{\phi}^{k}\right) \leq Q_{H_{k}, x^{k}}\left(\hat{d}^{k}\right)+\phi_{k} \text { and } Q_{H_{k}, x^{k}}\left(\hat{d}_{\phi}^{k}\right) \leq Q_{H_{k}, x^{k}}(0) . \tag{5.2.2}
\end{equation*}
$$

We use inexact conditions to denote the precision the subproblems need to be minimized to. As in other classic optimization algorithms, e.g., inexact Newton methods, inexact conditions plays an important role both in convergence rate analysis and in practical performance, e.g., running time, number of function and gradient evaluations. A common intuition demands that subproblems be solved more accurately as the objective approaches optimality. In this work we will describe a particular inexact conditions we propose on $\phi$, the simple stopping criteria that follows and its effect on the algorithm performance.

Globalization. Finally, to drive global convergence, the following sufficient decrease condition, a relaxation of what is used in [2] and [23], is validated on every (inexact) minimizer of the subproblem

$$
\begin{equation*}
F\left(x^{k}+d^{k}\right)-F\left(x^{k}\right) \leq \rho\left(Q_{H_{k}, x^{k}}\left(d^{k}\right)-F\left(x^{k}\right)\right) \tag{5.2.3}
\end{equation*}
$$

where $\rho$ is a constant between 0 and 1 . We use $d^{k}$ to denote the $\hat{d}_{\phi}^{k}$ that satisfies the condition, and we update the iterate by $x^{k} \leftarrow x^{k}+d^{k}$. In particular, we let $H$ be parameterized by $\mu$,

$$
H_{k} \leftarrow \frac{\mu}{2}+B_{k}
$$

Let $\mu$ iterate through sequence $\left\{\mu_{0}, \mu_{0} \beta, \mu_{0} \beta^{2}, \ldots\right\}$ with $\beta$ as a constant larger than 1 . As $\mu$ becomes larger, we have a slightly different subproblem with a larger strongly convex parameter, and the step $\hat{d}$ computed from minimizing the subproblem will eventually be a descent direction for the objective. Once we find the smallest $\mu$ that produces such $\hat{d}_{\phi}^{k}$ satisfying the sufficient decrease condition, we return from the procedure with $d^{k} \leftarrow \hat{d}_{\phi}^{k}$.

The general framework described above is summarized in Algorithm 19. Next we discuss how to construct matrix $B_{k}$, the active set $\mathcal{A}_{k}$, the algorithm for minimizing $Q$ and the criteria for terminating the inner iteration.

```
Algorithm 19: LHAC for sparse optimization
    Input: \(x^{0}, \mu_{0}, \beta\)
    for \(k=1,2, \ldots\) do // outer loop
        compute \(\nabla L\left(x^{k}\right), B_{k}, \mathcal{A}_{k}\)
        \(\mu \leftarrow \mu_{0} / \beta, H_{k} \leftarrow B_{k}, d^{k} \leftarrow 0\)
        while condition (5.2.3 is not satisfied do
            \(\mu \leftarrow \mu \beta, H_{k} \leftarrow \frac{\mu}{2} I+B_{k}\)
            for \(i=1,2, \ldots\) do // inner loop
                update \(d^{k}\) towards the minimizer of \(Q_{H_{k}, x^{k}}(\cdot)\)
        \(x^{k+1} \leftarrow x^{k}+d^{k}\)
```


### 5.3 Mutable matrix type in low-rank hessian approximation

We make use of a specific form of the low-rank Hessian estimates, i.e., $B_{k}=B_{0}-$ $G R G^{T}$. The matrices $B_{0}, G, R$ are defined in Theorem 20, which, adopted from [21], shows that $B_{k}$ is a compact representation of L-BFGS method. In Section 5.5 we will see how to exploit this structure in coordinate descent to facilitate the subproblem minimization. In this section we will focus on discussing a mutable matrix type we implement which is specifically designed for efficiently and repeatedly mutating matrices without consuming extra memory. This new data type will be particularly useful for implementing coordinate descent on the low-rank Hessian approximation, as we will see in the second part of this section. In the first part we briefly describe Theorem 20 which defines $S \in \mathbb{R}^{n \times m}, T \in \mathbb{R}^{n \times m}, L \in \mathbb{R}^{m \times m}, D \in \mathbb{R}^{m \times m}$ which are the main matrices we use this data type to instantiate.

Theorem 20. Let $B_{0}$ be symmetric and positive definite, and assume that the $k$ vector pairs $\left\{s_{i}, t_{i}\right\}_{i=0}^{k-1}$ satisfy $s_{i}^{T} t_{i}>0, s_{i}=x_{i+1}-x_{i}$ and $t_{i}=\nabla L_{i+1}-\nabla L_{i}$. Let $B_{k}$ be obtained by applying $k$ BFGS updates with these vector pairs to $B_{0}$, using the formula:

$$
\begin{equation*}
B_{k}=B_{k-1}-\frac{B_{k-1} s_{k-1} s_{k-1}^{T} B_{k-1}}{s_{k-1}^{T} B_{k-1} s_{k-1}}+\frac{y_{k-1} y_{k-1}^{T}}{y_{k-1}^{T} s_{k-1}} \tag{5.3.1}
\end{equation*}
$$

From the correction pairs $\left\{s_{i}, t_{i}\right\}$ define matrices $S_{k}, T_{k} \in \mathbb{R}^{p \times k}, L_{k}, D_{k} \in \mathbb{R}^{k \times k}$ :

$$
\begin{align*}
& S_{k}=\left[s_{0}, \ldots, s_{k-1}\right], \quad\left(L_{k}\right)_{i, j}= \begin{cases}s_{i-1}^{T} t_{j-1} & \text { if } i>j \\
0 & \text { otherwise },\end{cases}  \tag{5.3.2}\\
& T_{k}=\left[t_{0}, \ldots, t_{k-1}\right], \quad D_{k}=\operatorname{diag}\left[s_{0}^{T} t_{0}, \ldots, s_{k-1}^{T} t_{k-1}\right] .
\end{align*}
$$

Construct $G \in \mathbb{R}^{p \times 2 k}$ and $R \in \mathbb{R}^{2 k \times 2 k}$ from $B_{0}, S_{k}, T_{k}, L_{k}, D_{k}$ in the follow manner:

$$
G=\left[\begin{array}{ll}
B_{0} S_{k} & T_{k}
\end{array}\right], \quad R=\left[\begin{array}{cc}
S_{k}^{T} B_{0} S_{k} & L_{k}  \tag{5.3.3}\\
L_{k}^{T} & -D_{k}
\end{array}\right]^{-1}
$$

We then have that

$$
\begin{equation*}
B_{k}=B_{0}-G R G^{T} \tag{5.3.4}
\end{equation*}
$$

For large-scale problems the matrices $S_{k}$ and $T_{k}$ are augmented by one column every iteration according to 5.3.2. The update 5.3.4 become inefficient as $k$ grows, if all the previous pairs $\left\{s_{i}, t_{i}\right\}$ are used. Hence BFGS method is often used in the limited-memory setting, known as the L-BFGS method [77].

In the limited-memory setting, we maintain the set $\left\{s_{i}, t_{i}\right\}$ with the $m$ most recent correction pairs by removing the oldest pair and adding the latest one. When the number of iteration $k$ exceeds $m$, the representation of the matrices $S_{k}, T_{k}, L_{k}, D_{k}$ needs to be slightly modified to reflect the changing nature of $\left\{s_{i}, t_{i}\right\}: S_{k}$ and $T_{k}$ are maintained as the $p \times m$ matrices with the i-th column of $S_{k}$ and $T_{k}$ being $s_{k-1-m+i}$ and $t_{k-1-m+i}$, respectively $(i=1,2, \ldots, m)$. Also, $L_{k}$ and $D_{k}$ are now both the $m \times m$ matrices: $D_{k}$ is a diagonal matrix with the i-th diagonal entry to be $s_{k-1-m+i}^{T} t_{k-1-m+i}$ and $L_{k}$ is a strictly lower triangular matrix with the i-th row given by the $i-1$ leftmost entries of $s_{k-1-m+i}^{T} T_{k}$.

### 5.3.1 Efficient matrix mutating operations

As shown in Theorem 20, the compact representation requires efficiently mutating matrices such as $S \in \mathbb{R}^{n \times m}, T \in \mathbb{R}^{n \times m}, L \in \mathbb{R}^{m \times m}, D \in \mathbb{R}^{m \times m}$. The mutations, however, follow certain patterns that we shall exploit, i.e., 5.3.2), to define the data type LMatrix. For example, operations that are performed most often are the deletion of the first column and the addition of the new one to the end; although row mutations are also required, they are only needed for $L$, which is a much smaller matrix than $S$, i.e., m by m where $m$ is a small chosen constant. We summarized in Table 5.1 the complexity of four LMatrix mutating operations required in obtaining the compact representation. It can be seen from the table that column operations can be implemented using just one built-in library function call. For row operations sometimes we need $m$ separate function calls but again $m$ is very small so the cost is negligible.

We also discuss implementing matrix-vector product on LMatrix, which will be used for maintaining $S^{T} S$. We will see that for a n by m matrix a naive implementation requires $m$ separate lv1 BLAS function calls. But after careful arrangement through a maintained permutation matrix we are able to improve that to a single function call to lv2 BLAS function, which enjoys better multi-core usage and is more cache-friendly. Maintaining the permutation matrix can also be done efficiently, as efficient as one pass through a linear array of $m$ entries which fits within a single cache line of most personal computers. Finally, we will see that, besides the matrixvector product, the same mutating operations in Table 5.1, are needed again on the maintained matrix $S^{T} S$. Hence we also use LMatrix to instantiate matrix $S^{T} S$.

|  | Row Append | Row Pop | Column Append | Column Pop |
| :--- | :--- | :--- | :--- | :--- |
| Complexity | $O(m)$ | $O(m n)$ | $O(n)$ | $O(m)$ |
| Implementations | $m$ copy | $m$ memmove | 1 memcpy | 1 memmove |

Table 5.1: Row and column operations on LMatrix type $M \in \mathbb{R}^{n \times m}$. Note that while one memcpy or memmove on $O(n)$ data has a complexity of $O(n)$, the constant in front of $n$ can be much smaller than 1 (hence much faster than normal $n$ flops), due to the use of cache optimizations and specialized processor instructions such as SIMD in those built-in library functions.

## Mutable matrix type LMatrix

Column operations LMatrix is implemented such that two mutating operations on the matrix, column append (CA) and column pop (CP), are optimized for maximum possible efficiency. Here CA means inserting a column vector to the right, i.e., the inserted vector becomes the last column of the matrix; and CP means delete the first column on the left. By "maximum efficiency" we mean the complexity of both operations is linear to one dimension of the matrix. For example, assume that we initiate an instance of type LMatrix with a $n$ by matrix. Then CA can be done by one call to memcpy which copies $O(n)$ elements, and CP is done by one call to memmove
which copies $O(m)$ elements while taking into account overlapping. We consider these complexities to be "optimal" because we need at least $O(n)$ to insert (and copy) a n-dimensional vector. The $O(m)$ complexity for CP is also efficient, especially in our case where we have $n \gg m$.

Matrix-vector product To achieve the optimal complexity for CP and CA, LMatrix uses two arrays internally, ref and body, where body stores the $n m$ entries of the matrix in column major and ref stores pointers to each column. In particular, ref keeps the pointers sorted to reflect the column order of the matrix so that we do not need to move around $n m$ entries in body every time the matrix is mutated. Hence for any LMatrix instance, a naive implementation of matrix-vector product would be a loop iterating through the ref array and performing a lv1 BLAS operation to compute vector-vector product for each column. To achieve better cache uses and parallel performance, here we discuss how to utilize lv2 BLAS library and combine it with permutation to implement the matrix-vector product in LMatrix.

Let us use $\hat{M} \in \mathbb{R}^{n \times m}$ to denote the matrix given by accessing body in column major, and $M \in \mathbb{R}^{n \times m}$ to denote the one given by ref. $M$ and $\hat{M}$ will have exactly the same mn entries but different column order. For example, the $i$-th entry ref(i) points to $M(:, i)$, the i-th column in $M$, which might be in the j-th column of $\hat{M}$. This connection between $M$ and $\hat{M}$ can be captured by a permutation matrix $P \in \mathbb{R}^{m \times m}$, i.e., $P(j,:)=e_{i}^{T}$ if $M(:, i)=\hat{M}(:, j)$. Computing the product $x=M^{T} * b$ can thus be done by two calls to the BLAS function dgemv, the first call to compute $\hat{x}=\hat{M}^{T} * b$ and the second to obtain the final result by permuting $x$, i.e., $x=P * \hat{x}$.
$P$ is computed on the fly, from a linear array $p \in \mathbb{R}^{m}$ where $p(i)=j$ if $M(:, i)=$ $\hat{M}(:, j)$, because maintaining $p$ can be done more efficiently. For that we will exploit the fact that CA and CP are always performed together in Algorithm20. To be more specific, at the beginning, we initialize $p$ such that $p(i)=i$, i.e., $P$ is an identity matrix and $M=\hat{M}$. Later whenever CA and CP are performed, we update $p$, i.e., for each entry of $p$ either decreasing it by 1 , or replacing it by $m$ if that entry is 1 (assuming that the first column of $M$ is $M(:, 1)$ instead of $M(:, 0)$ ).

The extra complexity of such arrangement consists of one $O(m)$ for updating $p$ and another $O(m)$ for the matrix-vector multiplication $P * \hat{x}$, counting only the nonzero operations. Notice that once $p$ is computed, it is valid to use until when LMatrix is mutated again. The complexity of matrix-vector product with LMatrix $M \in \mathbb{R}^{n \times m}$ is thus $O(m(n+1)) \approx O(m n)$ when $m$ is small, which is roughly the same as the naive implementations but is much more cache-friendly.

## Maintain $S_{k}^{T} S_{k}$

We maintain the small matrix $S_{k}^{T} S_{k} \in \mathbb{R}^{m \times m}$ and update it every iteration by a matrix-vector product which costs $O(n m)$ operations, rather than the required $O\left(m^{2} n\right)$ if we compute the matrix from scratch. Consider $S_{k-1}$ and $S_{k}$,

$$
S_{k-1}=\left[\begin{array}{ll}
s_{k-m-1} & C
\end{array}\right], S_{k}=\left[\begin{array}{ll}
C & s_{k-1}
\end{array}\right],
$$

where they share the same sub-matrix denoted by $C$. Hence,

$$
S_{k-1}^{T} S_{k-1}=\left[\begin{array}{cc}
s_{k-m-1}^{T} s_{k-m-1} & s_{k-m-1}^{T} C \\
C^{T} s_{k-m-1} & C^{T} C
\end{array}\right], S_{k}^{T} S_{k}=\left[\begin{array}{cc}
C^{T} C & C^{T} s_{k-1} \\
s_{k-1}^{T} C & s_{k-1}^{T} s_{k-1}
\end{array}\right]
$$

Let us contain $S_{k-1}^{T} S_{k-1}$ in a LMatrix type structure $M_{k-1}$ and consider the complexity of updating $M_{k-1}$ to $M_{k}$ such that $M_{k}$ contains $S_{k}^{T} S_{k}$. Besides CP and CA, we introduce two mutating operations, row pop (RP) and row append (RA), to denote the corresponding row-wise operations. The complexity of the four mutations is summarized in Table 5.1. Updating $M_{k-1}$ to $M_{k}$ can then be expressed by the following operation,

$$
\begin{equation*}
M_{k} \leftarrow C A\left(R A\left(C P\left(R P\left(M_{k-1}\right)\right), s_{k-1}^{T} C\right), S_{k}^{T} s_{k-1}\right) \tag{5.3.5}
\end{equation*}
$$

where $R A(M, v)$ appends $v$ to the last row of $M$ and $C A(M, v)$ appends $v$ to the last column of $M$. Note that $s_{k-1}^{T} C$ is simply the first $m-1$ sub-vector of $S_{k}^{T} s_{k-1}$. Hence the update (5.3.5) involves a LMatrix-vector product $S_{k}^{T} s_{k-1}$ followed by the four operations applied in sequence. The complexity of maintaining $S_{k}^{T} S_{k}$ is then $O\left(m^{2}+m(m-1)+m-1+m-1+m\right)=O\left(m^{2}\right)$.

Reduced $Q \in \mathbb{R}^{n \times 2 m}$ and $\hat{Q} \in \mathbb{R}^{2 m \times n}$
A reduced matrix $Q_{\mathcal{I}} \in \mathbb{R}^{|\mathcal{I}| \times 2 m}$ indexed by set $\mathcal{I}$ contains only a subset of rows in the full matrix $Q$. We have $Q_{\mathcal{I}}=Q$ when the free set $\mathcal{I}$ contains all the coordinates. In sparse optimization, $\mathcal{I}$ is constructed such that only a small subset of coordinates are included to be optimized. It is thus inefficient to construct the full matrix $Q$ while only a small number of rows in $Q$ are actually needed in the computation. Given $Q_{\mathcal{I}}$, the matrix $\hat{Q}$ can also be reduced to

$$
\hat{Q}_{\mathcal{I}}=R Q_{\mathcal{I}}^{T} \text { with } R \in \mathbb{R}^{2 m \times 2 m}
$$

which is now a simpler linear system to solve with a RHS of a much smaller size.

### 5.4 Self-adaptive greedy active-set selection

In this section we describe the strategy to construct the active set $\mathcal{A}$. In the discussion that follows we will consider any point $x \in \operatorname{dom}(F)$, thus removing the superscript in $x^{k}$. We first define four index sets, which form a partition of the set $\mathcal{P}=\{1, \ldots, n\}$,

$$
\begin{align*}
\mathcal{Z}_{1}(x) & :=\left\{i \in \mathcal{P} \mid x_{i} \neq 0 \text { and }\left|\nabla_{i} L(x)\right| \geq \lambda\right\}, \\
\mathcal{Z}_{2}(x) & :=\left\{i \in \mathcal{P} \mid x_{i} \neq 0 \text { and }\left|\nabla_{i} L(x)\right|<\lambda\right\},  \tag{5.4.1}\\
\mathcal{Z}_{3}(x) & :=\left\{i \in \mathcal{P} \mid x_{i}=0 \text { and }\left|\nabla_{i} L(x)\right|>\lambda\right\}, \\
\mathcal{Z}_{4}(x) & :=\left\{i \in \mathcal{P} \mid x_{i}=0 \text { and }\left|\nabla_{i} L(x)\right| \leq \lambda\right\} .
\end{align*}
$$

We denote as $P_{i}(x)$ the $i$-th coordinate of the least norm subgradient of $F$ at $x$ :

$$
P_{i}(x)= \begin{cases}\nabla_{i} L(x)+\lambda & x_{i}>0  \tag{5.4.2}\\ \nabla_{i} L(x)-\lambda & x_{i}<0 \\ \max \left\{\left|\nabla_{i} L(x)\right|-\lambda, 0\right\} & x_{i}=0\end{cases}
$$

The four sets can thus be expressed using $P(x)$ as follows:

$$
\begin{align*}
\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{2}(x) \cup \mathcal{Z}_{3}(x) & =\left\{i \mid P_{i}(x) \neq 0\right\}  \tag{5.4.3}\\
\mathcal{Z}_{4}(x) & =\left\{i \mid P_{i}(x)=0\right\}
\end{align*}
$$

Also, from the optimality conditions of (5.1.1) it follows that,

$$
\begin{equation*}
\|P(x)\| \rightarrow 0 \text { as } w \rightarrow x^{*} \tag{A1}
\end{equation*}
$$

We denote the active set and free set at optimality as $\mathcal{A}^{*}$ and $\mathcal{I}^{*}$, respectively. We define $\mathcal{A}^{*}$ as the index set of zero entries in $x^{*}$, and $\mathcal{I}^{*}$ as that of nonzero entries, i.e.,

$$
\mathcal{A}^{*}:=\left\{i \in \mathcal{P} \mid x_{i}=0\right\}, \mathcal{I}^{*}:=\left\{i \in \mathcal{P} \mid x_{i} \neq 0\right\}
$$

From optimality condition we have,

$$
\mathcal{A}^{*}=\mathcal{Z}_{4}\left(x^{*}\right), \mathcal{I}^{*}=\mathcal{Z}_{1}\left(x^{*}\right) \cup \mathcal{Z}_{2}\left(x^{*}\right), \mathcal{Z}_{3}\left(x^{*}\right)=\emptyset
$$

Hence the goal of any active-set method discussed here is to construct $\mathcal{A}$ such that $\mathcal{A} \rightarrow \mathcal{A}^{*}$ as $x \rightarrow x^{*}$ (assuming $\mathcal{I}$ is the complement of $\mathcal{A}$ ). Let us start with a "standard" active-set method (STD) which simply set $\mathcal{A}$ to $\mathcal{Z}_{4}(x)$. A nice property can then be established about STD, which shows that optimizing over the subspace formed by STD is equivalent to optimizing over the full space with a block-diagonal $H$ matrix.

Lemma 21. Let $x, g \in \mathbb{R}^{n}, \mathcal{I}:=\left\{i \mid x_{i} \neq 0\right.$ or $\left.\left|g_{i}\right|>\lambda\right\}$ and its complement $\mathcal{A}:=\left\{i \mid x_{i}=0\right.$ and $\left.\left|g_{i}\right| \leq \lambda\right\}$. Let $H_{\mathcal{I}}$ be any p.d. matrix of dimension $|\mathcal{I}| \times|\mathcal{I}|$. The vector $d^{*} \in \mathbb{R}^{n}$ defined below,

$$
\begin{equation*}
d_{\mathcal{A}}^{*}:=\boldsymbol{O}, d_{\mathcal{I}}^{*}:=\arg \min _{d \in \mathbb{R}^{|\mathcal{I}|}}\left\{\left\langle g_{\mathcal{I}}, d\right\rangle+\frac{1}{2}\left\langle d, H_{\mathcal{I}} d\right\rangle+\lambda\left\|x_{\mathcal{I}}+d\right\|_{1}\right\} \tag{5.4.4}
\end{equation*}
$$

is also the solution for the following problem,

$$
\begin{equation*}
\min _{d \in \mathbb{R}^{n}}\left\{\langle g, d\rangle+\frac{1}{2}\langle d, H d\rangle+\lambda\|x+d\|_{1}\right\} \tag{5.4.5}
\end{equation*}
$$

where $H=\left[\begin{array}{cc}H_{\mathcal{I}} & 0 \\ \boldsymbol{0} & t I\end{array}\right]$ is a n by $n$ matrix with $t>0$ as a fixed constant.
Proof. Note that (5.4.5) is block-separable with one block corresponding to set $\mathcal{A}$ and the other to set $\mathcal{I}$. The solution of $\mathcal{I}$ block is exactly $d_{\mathcal{I}}^{*}$. And applying the
definition of $\mathcal{A}$ and the optimality conditions it is easy to see that the solution of $\mathcal{A}$ block is $\mathbf{0}$.

In STD the free set $\mathcal{I}$ is constructed as $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{2}(x) \cup \mathcal{Z}_{3}(x)$ which eventually converges to $\mathcal{I}^{*}=\mathcal{Z}_{1}\left(x^{*}\right) \cup \mathcal{Z}_{2}\left(x^{*}\right)$ as $\mathcal{Z}_{3}(x)$ is diminishing at optimality. The idea is that for $\mathcal{I}$ to converge to $\mathcal{Z}_{1}\left(x^{*}\right) \cup \mathcal{Z}_{2}\left(x^{*}\right)$ we have to at lease include these two sets $\mathcal{Z}_{1}(x)$ and $\mathcal{Z}_{2}(x)$. But only including them would not converge because for an active-set strategy to work it has to allow both directions - nonzero to turn to zero and the other way, and obviously optimizing over $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{2}(x)$ only allows variables to change in one direction - from non-zero to zero. So STD also includes set $\mathcal{Z}_{3}(x)$.

In this work we propose another active-set method, which we denote as GRDY. The method computes two sets $\mathcal{Z}_{2}(x)$ and $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{3}(x)$, and construct $\mathcal{I}$ differently based on the difference of the two sets. In particular, at the beginning it sorts $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{3}(x)$, pick the first $\left|\mathcal{Z}_{2}(x)\right|$ and join it with $\mathcal{Z}_{2}(x)$; later when $\left|\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{3}(x)\right|$ is close to $\left|\mathcal{Z}_{2}(x)\right|$, it includes all entries $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{2}(x) \cup \mathcal{Z}_{3}(x)$ in $\mathcal{I}$.

To explain the idea behind GRDY, let us consider how each of those sets is changing as $x$ approaches optimality, i.e., $w \rightarrow x^{*}$. A key observation is that when $x$ is far from $x^{*}, \mathcal{Z}_{3}(x)$ and $\mathcal{Z}_{4}(x)$ contain few entries as there are only a few zero elements in $x$. The set $\mathcal{Z}_{2}(x)$ is also small because most gradient elements are larger than $\lambda$ which is often chosen to be a small number (less than one for example). In fact, $\mathcal{Z}_{1}(x)$ is often the largest set at this point. Note that the size of $\mathcal{I}$ is only $2\left|\mathcal{Z}_{2}(x)\right|$ by GRDY. As a comparison, the $\mathcal{I}$ by STD contains all entries from $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{2}(x) \cup \mathcal{Z}_{3}(x)$, which includes almost all the variables. Later as the algorithm advances, the size of $\mathcal{Z}_{1}(x)$ is decreasing while the other sets are expanding. Eventually condition (A1) demands that $\mathcal{Z}_{4}(x)$ contain all of the zero components in $x$ and $\mathcal{Z}_{3}(x)$ contains none. One notable observation here is that at the neighborhood of $x^{*}$, i.e., $w \in \mathcal{N}_{\sigma}\left(x^{*}\right)$, we have the sizes of two sets $\mathcal{Z}_{1}(x)$ and $\mathcal{Z}_{2}(x)$ "converging" to each other:

$$
\left|\mathcal{Z}_{1}(x)\right| \approx\left|\mathcal{Z}_{2}(x)\right| \approx\left|\mathcal{I}^{*}\right| / 2
$$

which implies that $\left|\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{3}(x)\right|$ is close to $\left|\mathcal{Z}_{2}(x)\right|$. At this point GRDY will automatically include in $\mathcal{I}$ all entries from $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{2}(x) \cup \mathcal{Z}_{3}(x)$.

### 5.5 Fast coordinate descent on low-rank structure

At $k$-th iteration given the current iterate $x^{k}$, we apply coordinate descent method to the piecewise quadratic subproblem to obtain the direction $d^{k}$. Suppose $j$ th coordinate in $d^{k}$ is to be updated, i.e., $d^{k} \leftarrow d^{k}+z^{*} e_{j}$ ( $e_{j}$ is the $j$-th vector of the identity), where $z^{*}$ is determined by solving the following one-dimensional problem,

$$
\begin{equation*}
z^{*}=\arg \min _{z} \frac{1}{2}\left(H_{k}\right)_{j j} z^{2}+\left(\left(\nabla L_{k}\right)_{j}+\left(H_{k} d\right)_{j}\right) z+\lambda\left|x_{j}^{k}+d_{j}+z\right| . \tag{5.5.1}
\end{equation*}
$$

Closed-form solutions exist and can be obtained by one soft-thresholding step [17, 78]:

$$
\begin{equation*}
z^{*}=-c+S(c-b / a, \lambda / a) \tag{5.5.2}
\end{equation*}
$$

with $a, b, c$ chosen to be $a=\left(H_{k}\right)_{j j}, b=\left(\nabla L_{k}\right)_{j}+\left(H_{k} d^{k}\right)_{j}, c=x_{j}^{k}+d_{j}^{k}$ and the shrinkage function as $S(u, r):=\operatorname{sgn}(u) \max (|u|-r, 0)$.

As mentioned above, the special low-rank update of $H_{k}$ provides us an opportunity to accelerate the coordinate descent process. To see how, let us recall that $H_{k}=$ $\frac{\mu}{2} I+B_{k}=\frac{\mu}{2} I+B_{k}^{0}-G R G^{T}$. The basic matrix $B_{0}$ in (5.3.4 may vary from iteration to iteration, so here we use $B_{k}^{0}$ to denote the basic matrix in k -th iteration. A popular choice of $B_{k}^{0}$ in practice is to set it to $\frac{t_{k-1}^{T} t_{k-1}}{t_{k-1}^{T} s_{k-1}} I$, which is proved effective in ensuring that the search direction is well-scaled so that less time is spent on line search. Letting $\gamma_{k}=\frac{\mu}{2}+\frac{t_{k-1}^{T} t_{k-1}}{t_{k-1}^{T} s_{k-1}}$ and $\hat{G}=R G^{T}$, we have,

$$
H_{k}=\gamma_{k} I-G \hat{G}
$$

where $G \in \mathbb{R}^{p \times 2 m}, \hat{G} \in \mathbb{R}^{2 m \times p}$ and $m$ chosen as a small constant. Clearly we do not need to explicitly store or compute $H_{k}$. Instead, since $H_{k}$ is only used through $\left(H_{k}\right)_{i i}$ and $\left(H_{k} d\right)_{i}$ when applying soft-thresholding steps to updating each coordinate $i$, we can only store the diagonal elements of $H_{k}$ and compute $\left(H_{k} d\right)_{i}$ on the fly whenever it is needed. Specifically,

$$
\begin{equation*}
\left(H_{k}\right)_{i i}=\gamma_{k}-g_{i}^{T} \hat{g}_{i} \tag{5.5.3}
\end{equation*}
$$

where $g_{i}$ is the $i$ th row of the matrix $G$ and $\hat{g}_{i}$ is the $i$ th column vector of the matrix $\hat{G}$. To compute $\left(H_{k} d\right)_{i}$, we maintain a $2 m$ dimensional vector $d_{G}:=\hat{G} d$, then

$$
\begin{equation*}
\left(H_{k} d^{k}\right)_{i}=\gamma_{k} d_{i}^{k}-g_{i}^{T} d_{G} \tag{5.5.4}
\end{equation*}
$$

which takes $O(2 m)$ flops, instead of $O(p)$ if we multiply $d$ by the $i$ th row of $H_{k}$. Notice though, that after taking the soft-thresholding step $d_{G}$ has to be updated each time by $d_{G} \leftarrow d_{G}+z_{i} \hat{g}_{i}$. This update requires little effort given that $\hat{g}_{i}$ is a vector with $2 m$ dimensions where $m$ is often chosen to be between 3 and 20. However, we need to use extra memory for caching $\hat{G}$ and $d_{G}$ which takes $O(2 m p+2 m)$ space. With the other $O(2 p+2 m p)$ space for storing the diagonal of $H_{k}, G$ and $d$, altogether we need $O(4 m p+2 p+2 m)$ space, which can be written as $O(4 m p)$ when $p \gg m$.

So far we have discussed most missing details from Algorithm 19, and the results are summarized in Algorithm 20. Particularly, in Step 8 of Algorithm 20 we use a set function $\Gamma(\mathcal{S}, s)$ which returns a new set composed of $s$ elements from $\mathcal{S}$. It returns $\mathcal{S}$ itself if $s \geq|\mathcal{S}|$. To determine which $s$ elements should be chosen, greedy methods as described above or randomization can be used. In Step 9 we compute and store the diagonal entries in Hessian approximation $B_{k}$ with indices contained in $\mathcal{I}_{k}$. In Step 11 we divided $\mu_{0}$ by $\beta$ so that we have $\mu=\mu_{0}$ for the first while iteration. In Step 14 we apply coordinate descent, as discussed in Section 5.5, to the subproblem constructed from $\mathcal{I}_{k}$. Finally, we introduce a function $l(k)$ in Step 14 , which denote the number of inner iterations we apply at the k-th outer iteration. We will discuss $l(k)$ in more details next.

### 5.6 Inner loop termination criteria and global convergence

The inner loop of Algorithm 20 is terminated after $l(k)$ iterations, hence the termination criteria we use is simply the number computed by the function $l$ with respect to the outer iteration counter $k$. Alternatively, one could consider terminating the

```
Algorithm 20: Low rank Hessian Approximation in Active-set Coordinate
descent (LHAC)
    Input: \(x^{0}\) initial iterate, \(m>0\) the LBFGS parameter,
    \(\mu_{0}>0, \eta>1, \beta>1,1 \geq \rho \geq 0\)
    Set \(x^{1} \leftarrow x^{0}, \theta_{1} \leftarrow 1, G \leftarrow 0, \hat{G} \leftarrow 0\)
    for \(k=1,2, \ldots\) do // outer loop
        Compute \(\mathcal{Z}_{2}\left(x^{k}\right)\) and \(\mathcal{Z}_{1}\left(x^{k}\right) \cup \mathcal{Z}_{3}\left(x^{k}\right)\) by (5.4.1)
        if \(\left|\mathcal{Z}_{1}\left(x^{k}\right) \cup \mathcal{Z}_{3}\left(x^{k}\right)\right| \leq \eta\left|\mathcal{Z}_{2}\left(x^{k}\right)\right|\) then
            \(\mathcal{I}_{k}=\mathcal{Z}_{2}\left(x^{k}\right) \cup \mathcal{Z}_{1}\left(x^{k}\right) \cup \mathcal{Z}_{3}\left(x^{k}\right)\)
        else
            \(\mathcal{I}_{k}=\Gamma\left(\mathcal{Z}_{1}\left(x^{k}\right) \cup \mathcal{Z}_{3}\left(x^{k}\right),\left|\mathcal{Z}_{2}\left(x^{k}\right)\right|\right) \cup \mathcal{Z}_{2}\left(x^{k}\right)\)
        for coordinate \(j \in \mathcal{I}_{k}\) do
            Compute \(\left(B_{k}\right)_{j j}=\theta_{k}-g_{j}^{T} \hat{g}_{j}\)
        Set \(d_{G} \leftarrow 0, d^{k} \leftarrow 0, \mu \leftarrow \mu_{0} / \beta\)
        while condition (5.2.3) is not satisfied do
            \(\mu \leftarrow \mu \beta, \gamma_{k} \leftarrow \frac{\mu}{2}+\theta_{k}\)
            for \(i=1,2, \ldots, l(k)\) do // inner loop
                for coordinate \(j \in \mathcal{I}_{k}\) do
                    Compute \(a=\frac{\mu}{2}+\left(B_{k}\right)_{j j}, b=\nabla_{j} L\left(x^{k}\right)+\gamma_{k} d_{j}^{k}-g_{j}^{T} d_{G}\) and
                    \(c=x_{j}^{k}+d_{j}^{k}\)
                        Compute \(z=-c+\operatorname{sgn}(c-b / a) \max (|c-b / a|-\lambda / a, 0)\)
                Set \(d^{k} \leftarrow d^{k}+z e_{j}, d_{G} \leftarrow d_{G}+z \hat{g}_{j}\)
        Set \(x^{k+1} \leftarrow x^{k}+d^{k}, t_{k} \leftarrow \nabla L\left(x^{k+1}\right)-\nabla L\left(x^{k}\right), s_{k} \leftarrow x^{k+1}-x^{k}, \theta_{k+1} \leftarrow \frac{t_{k}^{T} t_{k}}{t_{k}^{T} s_{k}}\)
        Set \(S_{k+1}, T_{k+1}, D_{k+1}, L_{k+1}\) according to Theorem 20
        Set \(G \leftarrow\left[\begin{array}{ll}\theta_{k+1} S_{k+1} & T_{k+1}\end{array}\right], \hat{G} \leftarrow\left[\begin{array}{cc}\theta_{k+1} S_{k+1}^{T} S_{k} & L_{k+1} \\ L_{k+1}^{T} & -D_{k+1}\end{array}\right]^{-1} G^{T}\).
```

inner loop once the duality gap is smaller than a required bound on $\phi_{k}$. Checking duality gap, however, can be computationally more expensive than simply counting the number of steps. It is also not clear how often the check needs to be performed. In Algorithm 20, for instance, each coordinate descent step is so cheap that it is inefficient to perform the expensive check after each such cheap step.

Let us now discuss the functional forms $l(k)$ can take. $l$ can be as simple as a constant, for instance. That is, the subproblems are always minimized to a fixed accuracy proportional to the value of the constant, e.g., a large constant is equivalent to exact minimization of the subproblems. In general, however, we would like $l$ to be a monotonically increasing function so that the subproblem is minimized more accurately as outer iteration moves closer to the optimality, i.e., $\phi_{k}$ is a monotonically decreasing function of $k$ which approaches 0 as $k \rightarrow \infty$. This function $k \rightarrow \phi_{k}$ is determined by the outer convergence rate. For example, if the outer iteration convergences with $k$ less than 10 , then it means that $\phi_{k}$ has to also go to zero in 10 iterations. Given these two functions, $k \rightarrow l(k)$ and $k \rightarrow \phi_{k}$, there is a third one. Since $\phi_{k}$ and $l(k)$ are both monotonic function of $k, \phi_{k}$ can be alternatively expressed using $l$. And this function, $l \rightarrow \phi_{k}$, is predefined by the convergence rate of the inner algorithm. Knowing any two of the three functions, $k \rightarrow \phi_{k}, k \rightarrow l(k)$ and $l \rightarrow \phi_{k}$, we are able to derive the third one. In other words, how fast $l$ should be increasing will depend on the relation between $l(k)$ and $\phi_{k}$, and how fast $\phi_{k}$ should be approaching zero will depend on the rate of the outer iteration. Hence the actual form $l$ takes will be the result of taking both into account. Theorem 22, which we adopt from [20], expresses it formally and precisely.

Theorem 22. Let $l(k)$ denote the number of inner iterations taken to approximately minimize $Q_{H_{k}, x^{k}}$ in Algorithm 19, $\phi_{k}$ denote the minimization error as defined in (5.2.2), and $K$ denote the number of inner iterations (of the chosen algorithm) to achieve $\epsilon$-accuracy on $F$ after $t$ outer iteration, i.e., $F\left(x^{t}\right)-F\left(x^{*}\right) \leq \epsilon$. The relations between $l(k), \phi_{k}$ and $K$ are stated in the following two cases, with $t=\left\lceil\frac{\max \left\{b a, \frac{1}{c}\right\}}{\epsilon}+1\right\rceil$ and $b, c>0$ as fixed constant $\$_{1}^{1}$,

1. if $\phi_{k} \leq a^{2} / l(k)^{2}$ for some $a>0$, then,

$$
l(k)=\alpha k+\beta \text { and } K=\beta t+\frac{\alpha}{2}(t-1) t
$$

[^0]2. if $\phi_{k} \leq \delta^{l(k)} M_{Q}$, for some constants $0<\delta<1$ and $M_{Q}>0$, then,
$$
l(k)=2 \log _{\frac{1}{\delta}}(k) \text { and } K=\sum_{k=0}^{t} 2 \log _{\frac{1}{\delta}}(k) \leq 2 t \log _{\frac{1}{\delta}}(t)
$$

Theorem 22 shows that $l$ has to increase at least as fast as a linear function of $k$, if the inner algorithm converges as fast as FISTA [2], for example, and that if the rate of the inner algorithm is linear, then $l$ can slow down to a logarithmically-growing function. In particular, we note that the objective functions in our subproblems are all $\sigma$-strongly convex, so a simple proximal gradient method, or some of its accelerated versions, will enjoy linear convergence rates when applied to these subproblems. In other words, if we replace the coordinate descent in Algorithm 20 with proximal gradient methods, it is sufficient for $l(x)$ to increase logarithmically because of the linear rate of proximal gradient on the strongly convex subproblems. The next question is what would $l(x)$ be if we keep Randomized Coordinate Descent (RCD) as it is in Algorithm 20. The major distinction is that now the relation between $\phi_{k}$ and $l(k)$ does not always hold as required by Theorem 22 , due to the non-deterministic nature of RCD. We could repeatedly apply RCD until the relation is verified, but the verification tends to be computationally cumbersome and thus defeat the purpose of using $l(k)$ in the first place. The next Theorem 23 [20] we present extends Theorem 22 to the above probabilistic case. It allows the relation between $\phi_{k}$ and $l(k)$ to hold with certain probability. And the price we pay is a constant factor depending on the magnitude of that probability. Finally, we conclude that at $k$-th iteration $O(\log (k))$ passes of coordinates are desired in the inner loop of Algorithm 20.

Theorem 23. Suppose that the coordinate in Step 15 of Algorithm 20 is picked randomly with probability $\frac{1}{\left|\mathcal{I}_{k}\right|}$. Let $p$ denote the probability that $\phi_{k} \leq M_{Q} e^{-\frac{l(k)}{\left|\mathcal{I}_{k}\right|\left(1+\mu\left(H_{k}\right)\right)}}$ holds at any iteration $k, \mu(H)$ denote a constant that measures conditioning of $H$ along the coordinate directions and $M_{Q}$ denote an upper bound on $\frac{Q_{H_{k}, x^{k}}(0)-Q_{H_{k}, x^{k}}^{*}}{p}$. Then at any iteration $k$ the number of coordinate descent steps we need is given by,

$$
l(k)=O\left(\left|\mathcal{I}_{k}\right|\left(1+\mu\left(H_{k}\right)\right) \log \left(k p / M_{Q}\right)\right) .
$$

And $\epsilon$-accuracy is achieved in expectation, i.e., $E\left[F\left(x^{k}\right)-F\left(x^{*}\right)\right] \leq \epsilon$, after $O\left(\frac{1}{\epsilon} \log \left(\frac{1}{\epsilon}\right)\right)$ coordinate descent steps.

### 5.7 Numerical experiments

We report results on training sparse logistic regression (5.7.1) with various datasets listed in Table 5.2.

$$
\begin{equation*}
\min _{w \in \mathbb{R}^{p}} F(w)=\lambda\|w\|_{1}+\frac{1}{N} \sum_{n=1}^{N} \log \left(1+\exp \left(-y_{n} \cdot w^{T} x_{n}\right)\right), \tag{5.7.1}
\end{equation*}
$$

| Data | $p$ | $N$ | \#NON-ZEROS | DESCRIPTION |  |
| :--- | ---: | ---: | ---: | :--- | ---: |
| a9a | 123 | 32,561 | 451,592 | 'CENSUS <br> DATASET. | INCOME' |
| epsilon | 2000 | 100,000 | $200,000,000$ | PASCAL <br> land. | CHALLENGE |
| gisette | 5000 | 6,000 | $29,729,997$ | HANDWRITTEN <br> RECOGNITION. | DIGIT |
| mnist8m | 784 | $1,000,000$ | $199,401,957$ | HANDWRITTEN <br> RECOGNITION. | DIGIT |
| slices | 385 | 53,500 | $20,597,500$ | CT SLICES LOCATION PRE- <br> DICTION. |  |

Table 5.2: Data sets used in the experiments.

### 5.7.1 Active-set methods

In this experiment we compare the strategy used in Algorithm 20, denoted as GRDYAD, with six other active-set strategies. The standard approach STD described in Section 5.4 is also included in the comparison. The rest are variants derived from GRDY-AD and STD, all trying to maintain a smaller free set than STD so that the
subproblems can be minimized more efficiently. A smaller free set leads to cheap iteration, but also often suffers from slow convergence. An extreme case would be coordinate descent where the free set is a singleton, which takes lots of iteration/coordinate updates to converge. Hence, many of the strategies here are greedy-based, updating only those variables with greatest optimality violations, in the hope that even though other variables are fixed there are still enough "useful" information in the subproblem for determining a good descent direction. The next thing to consider is how many variables to be included in the free set. It is required that the free set converge to the non-zero subspace in the optimal solution, hence a strategy fixing the size of the free set would not work, such as coordinate descent where that size is fixed to 1. Strategies included in the experiments all come with different adaptive selection criteria.

Finally, we also introduce "inexactness" into the strategies, i.e., an "inexact" version of $\mathcal{Z}_{1}(x), \mathcal{Z}_{2}(x)$ and $\mathcal{Z}_{3}(x)$. Together they make up a subset of 5.4.3) containing those indices $i$ such that $\left|P_{i}(x)\right|$ is above a small threshold $\epsilon>0$,

$$
\begin{aligned}
\mathcal{Z}_{1}^{\epsilon}(x) & :=\left\{i \mid x_{i} \neq 0 \text { and }\left|\nabla_{i} L(x)\right|-\lambda>\epsilon\right\} \\
\mathcal{Z}_{2}^{\epsilon}(x) & :=\left\{i \mid x_{i} \neq 0 \text { and } \lambda-\left|\nabla_{i} L(x)\right|>\epsilon\right\} \\
\mathcal{Z}_{3}^{\epsilon}(x) & :=\left\{i \mid x_{i}=0 \text { and }\left|\nabla_{i} L(x)\right|-\lambda>\epsilon\right\}
\end{aligned}
$$

Similar to (5.4.3), it can be shown by definition that the following relation holds

$$
\mathcal{Z}_{1}^{\epsilon}(x) \cup \mathcal{Z}_{2}^{\epsilon}(x) \cup \mathcal{Z}_{3}^{\epsilon}(x)=\left\{i| | P_{i}(x) \mid \geq \epsilon\right\} .
$$

We describe each strategy below. Note that a set of indices/variables that are selected means that they are to be updated in the inner loop, i.e., those included in the free set $\mathcal{I}$, and others that are not selected are fixed through the inner loop.

- GRDY: a greedy strategy that selects $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{2}(x) \cup \mathcal{Z}_{3}(x)$ and sort the indices based on their corresponding value $\left|P_{i}(x)\right|$, i.e., $\left|\left|\nabla_{i} L(x)\right|-\lambda\right|$.
- STD: selects $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{2}(x) \cup \mathcal{Z}_{3}(x)$
- GRDY-CTZ: a greedy strategy that selects $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{2}(x) \cup \mathcal{Z}_{3}(x)$, sorts the indices and pick the first $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{2}(x)$ that have the largest value in $P$.
- GRDY-EP : a greedy strategy that selects and sorts $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{2}(x) \cup \mathcal{Z}_{3}^{\epsilon}(x)$ for some small $\epsilon>0$ (we choose $\epsilon=0.01$ in this experiment).
- GRDY-AD: the strategy used in Algorithm 20 - it selects indices from both $\mathcal{Z}_{2}(x)$ and a fraction of $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{3}(x)$. I.e.,, if $\left|\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{3}(x)\right|$ is close to that of $\left|\mathcal{Z}_{2}(x)\right|$, then it selects all indices from $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{2}(x) \cup \mathcal{Z}_{3}(x)$; otherwise, it sorts $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{3}(x)$ and pick the first $\left|\mathcal{Z}_{2}(x)\right|$ and join it with $\mathcal{Z}_{2}(x)$.
- STD-EPA: selects $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{2}(x) \cup \mathcal{Z}_{3}^{\epsilon}(x)$ with aggressively chosen $\epsilon(0.5$ is used here).
- STD-EP: selects $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{2}(x) \cup \mathcal{Z}_{3}^{\epsilon}(x)$ with $\epsilon$ equal to 0.01 .

All the strategies can be implemented very efficiently. Consider GRDY-AD for example. We maintain a vector of size $n$ and initialize two counters $\alpha$ and $\beta$ with 0 . The free set is then computed as follows. For each coordinate $i$, if condition $\left|\nabla_{i} L(x)\right|>\lambda$ is true, then we increase the counter $\alpha$ by one and insert $i$ into the end of vector and make sure that the last $\alpha$ entries remain sorted; if the condition is false, then we check $x_{i}$ - if it is non-zero, then we put $i$ at the front of vector and increase the counter $\beta$ by one. After going through all the indices, the last $\alpha$ entries of the vector are those indices with $\left|\nabla_{i} L(x)\right|>\lambda$, and the first $\beta$ are those with both $\left|\nabla_{i} L(x)\right| \leq \lambda$ and $x_{i} \neq 0$. That is,

$$
\alpha=\left|\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{3}(x)\right| \text { and } \beta=\left|\mathcal{Z}_{2}(x)\right|,
$$

according to definitions in 5.4.1). We compare the number $\alpha$ and $\beta$. If $\alpha \gg \beta$, then we copy the last $\beta$ entries of array, put them behind the first $\beta$ elements and set the size of $\mathcal{I}$ to $2 \beta$; if $\alpha \approx \beta$, then we copy all $\alpha$ entries to the front and set size of active set to $\alpha+\beta$. Note that since we maintain the last $\alpha$ entries to be sorted in descending order, this is a greedy method that always includes those indices from $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{3}(x)$ that have the largest dual constraints violations.

The main results are presented in Table 5.3. We first point out the two strategies that do not work well - STD-EPA and STD-EP. The former does not finish within


Figure 5.1: Illustrate the dynamics of the four index sets (5.4.1) as $x \rightarrow x^{*}$. Note how $\left|\mathcal{Z}_{1}(x)\right|$ and $\left|\mathcal{Z}_{2}(x)\right|$ start from the top and the bottom, respectively, and come together in the end, each containing (roughly) half the size of non-zero elements in $x^{*}$. Also note that $\left|\mathcal{Z}_{3}(x)\right|$ vanishes at optimality.


Figure 5.2: Evolution of free sets in STD and GRDY-AD. Left: dataset mnist ( $p=$ $784, N=1,000,000)$. Right: dataset gisette ( $p=5000, N=6000$ ). The line plots are the size of free set against iterations and the bars denote the total sum of free set sizes over all iterations
the given computing budget ( 1500 iterations) in four out of five experiments, and the latter fails once and performs poorly in the other four experiments. They both selects $\mathcal{Z}_{1}(x) \cup \mathcal{Z}_{2}(x) \cup \mathcal{Z}_{3}^{\epsilon}(x)$ but differ in the actual value of $\epsilon$ (0.01 v.s. 0.5). Here $\mathcal{Z}_{3}^{\epsilon}(x)$ leaves out those indices with small $P_{i}(x)$ so that the corresponding $x_{i}$ remains

Table 5.3: Compare the performance of different active-set strategies.

|  | A9A | SLICE | GISETTE | EPSILON | MNIST |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | TIME (S) ITERS | TIME (S) ItERS | TIME (S) ITERS | time (S) Iters | Ti | ITERS |
| GRDY | $2.3663 \quad 360$ | 9.9324450 | 13.2527420 | 29.1595330 | 64.0209 | 810 |
| STD | 2.8944420 | 10.5150480 | 14.8445480 | 28.8553330 | 64.8016 | 840 |
| GRDY- | 2.6271390 | 10.0439450 | 12.3715420 | 29.4759330 | 59.9645 | 780 |
| GRDY-EP | 2.3768360 | 9.9739450 | 13.2448420 | 29.2295330 | 63.2239 | 810 |
| GRDY-AD | 2.0126330 | 8.4519390 | 12.1911390 | 29.4915330 | 59.0973 | 78 |
| STD-EPA | 59.9110 | 32.5708 - | 51.4633 - | 156.2294- | 62.1497 | 810 |
| STD-EP | 2.7650420 | 10.9344480 | 12.9109420 | 792.5668 - | 63.0899 | 810 |

zero and untouched although they violates the optimality conditions. It is, however, worth pointing out that GRDY-EP using the similar strategy but in a greedy manner performs quite well and even beats STD in most of the experiments. In fact, all four greedy-based strategies in general outperform STD.

The clear winner of all is GRDY-AD, which outperforms others in four out of five experiments and by measure of both time and number of iterations. Compared to other methods, GRDY-AD not only generates smaller free set but also requires fewer number of iterations to reach the same accuracy. In other words, GRDY-AD iterates fast because of smaller subproblems to minimize, without suffering from slow convergence! Figure 5.2 plots the size of the free set at each iteration and it compares GRDY-AD against STD. For STD, the size of $\mathcal{I}$ starts high at the top in the beginning, and slide gradually as the algorithm progresses. As a comparison, that of GRDY-AD takes another path - starts from the middle, and most of the time runs below the blue line while oscillating up and down. In total GRDY-AD requires less number of coordinate updates than STD does, as shown by the bar plots in Figure 5.2.

The observations that motivate GRDY-AD is illustrated in Figure 5.1. The plot shows the evolution patterns of the four index sets introduced in Section 5.4. It can be seen from the plot that $\left|\mathcal{Z}_{1}(x)\right|$ and $\left|\mathcal{Z}_{2}(x)\right|$ are converging to each other, each containing roughly half the entries from $\mathcal{I}^{*}$ in the end. But at the beginning

Figure 5.3: Study different inner loop termination criteria and its effect on algorithm performance. Time (top) and iterations (bottom) comparison for different $l(k)$ : log, linear, constant 5 and constant 200.

they are quite different such that the initial $\left|\mathcal{Z}_{1}(x)\right|$ is almost the size of the problem while $\left|\mathcal{Z}_{2}(x)\right|$ is close to zero. Also included in the plots are the number of zero entries $\left|\mathcal{Z}_{3}(x) \cup \mathcal{Z}_{4}(x)\right|$ and $\left|\mathcal{Z}_{3}\right|$, the number of zero entries that violate the optimality conditions. It can be seen that $\left|\mathcal{Z}_{3}(x) \cup \mathcal{Z}_{4}(x)\right|$ is moving upwards in general while $\left|\mathcal{Z}_{3}\right|$ oscillates, quite a bit in the beginning, but dies down in the end.

### 5.7.2 Inner loop termination and convergence

In the first experiment (see Figure 5.3) we study different termination functions $l(k)$, e.g., log, linear, constant etc., and its impact on overall running time and number of outer iterations required to converge. We will see that a faster $l(k)$ decreases the total number of outer iterations, but only to a certain point. After that the number of outer iterations will stay roughly the same. In other words, solving the subproblems more accurately, up to a point, does not further improve the convergence of the outer iteration. This corresponds well to the convergence theory proposed in [20]. But


Figure 5.4: Consider linear function $l(k)=a k+b$ and study the effect of $a$ on running time and iterations for different inner algorithm, i.e., coordinate descent (a) and proximal gradient (b).
solving the subproblems more accurately does affect the overall running time. In fact, choosing a proper $l(k)$ is critical to the performance of the algorithm, since a too slow or too fast $l(k)$ either takes too many iterations, hence more function and gradient evaluations, or spends too much time on solving the subproblems without making progress on the actual objective. The experiments show that a linearly-increasing $l(k)$ performs the best in the context of Algorithm 20 .

In the second experiment (see Figure 5.4(a) and Figure 5.4(b) we study $l(k)$ and its relations with the inner algorithm in the context of linear functions $l(k)=a k+b$. We apply both coordinate descent and proximal gradient to the subproblems and
we find that the best $a$ for coordinate descent is around 0.2 and that for proximal gradient is around 1.2. In other words, at any given iteration $k$ we need over six times more proximal gradient iterations on the subproblem than the number of passes we need if applying coordinate descent, to achieve either the best overall running time or the optimal number of outer iterations.

Results are reported in Figure 5.4. Figure 5.3 plots Algorithm 20 with four different $l(k)$ on various datasets in Table 5.2. The value of $\log \left(\frac{F(x)-F\left(x^{*}\right)}{F\left(x^{*}\right)}\right)$ against both iteration and CPU time is reported, where $F\left(x^{*}\right)$ is estimated by pre-solving the problem to an accuracy of $1 e^{-10}$. The four functions $l(k)$ are $\log (k)+1,0.2 k+1,5$ and 200, where subproblems are exactly minimized with $l(k)=200$ and are inexactly minimized, to a fixed accuracy, with $l(k)=5$. The iteration plots show that $l(k)=200$ achieves the optimal outer iteration convergence. But note that the performances of $l(k)=200$ and $l(k)=0.2 k+1$ are very close and are almost identical in three out of four cases. Let us compare in terms of the total number of inner iterations. Summing $l(k)=0.2 k+1$ for k from 1 to 400, for instance, gives 16,041 inner iterations, while 400 times $l(k)=200$ yields 80,000 . In other words, with the same outer convergence rate, $l(k)=0.2 k+1$ requires the number of inner iterations 5 times less than $l(k)=200$ does! This also explains the difference between these two in the time plots.

Let us now compare $l(k)=\log (k)+1$ with $l(k)=0.2 k+1$. The total inner iteration in the log case is 1769 with k from 1 to 400 . That is almost 10 times less than the 16,041 required by the linear $l(k)$. But the linear function is still much more efficient, as shown in the time plots. The reason can be read from the iteration plots. It shows that the objective value converges much faster on the outer iteration in the linear case. In fact, a superlinear convergence can be observed for $l(k)=0.2 k+1$, while the log case exhibits a merely linear trend, hence much more time spent on function and gradient evaluations.

Finally, let us look at the results in Figure 5.4(a) and Figure 5.4(b). Here we plot the final iteration number and running time against different choices of $a$ in
$l(k)=a k+b$. As can be observed from both plots, iteration number decreases as $a$ increases, and running time increases after decreasing to a point first. The best value for $a$ is where running time reaches its minimum value. For coordinate descent that is $a=0.2$ and for proximal gradient it is $a=1.2$. While both achieves linear rate on the strongly convex subproblems, it is known in theory that proximal gradient can be a constant factor slower than coordinate descent if the condition number of the subproblems along the coordinate direction is better than the overall condition number. Hence the experiment results show that $l(k)$ needs to increase fast if a slow-rate algorithm is used in the inner loop.

### 5.7.3 Performance comparison with other algorithms

The aim of this section is to provide validation for our general purpose algorithm, but not to conduct extensive comparison of various inexact proximal Newton approaches. In particular, we aim to demonstrate a) that using the exact Hessian is not necessary in these methods, b) that backtracking using prox parameter, based on sufficient decrease condition, which our theory uses, does in fact work well in practice and c) that randomized coordinate descent is at least as effective as the cyclic one, which is standardly used by other methods.

LHAC, for Low rank Hessian Approximation in Active-set Coordinate descent, is a $\mathrm{C} / \mathrm{C}++$ package that implements Algorithms $16-17$ for solving general $\ell_{1}$ regularization problems. We conduct experiments on two of the most well-known $\ell_{1}$ regularized models - Sparse Inverse Covariance Selection (SICS) and Sparse Logistic Regression (SLR). The following two specialized C/C++ solvers are included in our comparisons:

- QUIC: the quadratic inverse covariance algorithm for solving SICS described in 17.
- LIBLINEAR: an improved version of GLMNET for solving SLR described in [4, 5].

Note that both of these packages have been shown to be the state-of-the-art solvers in their respective categories (see e.g. [4, 17, 18, 79]).

Both QUIC and LIBLINEAR adopt line search to ensure function reduction. We have implemented line search in LHAC as well to see how it compares to the updating of prox parameter proposed in Algorithm 15. In all the experiments presented below use the following notation.

- LHAC: Algorithm 17 with backtracking on prox parameter.
- LHAC-L: Algorithm 17 with Armijo line search procedure described below in (5.7.5).

Experimental Settings For all of the experiments we choose the initial point $x_{0}=\mathbf{0}$, and we report running time results in seconds, plotted against log-scale relative objective function decrease given by

$$
\begin{equation*}
\log \left(\frac{F(x)-F^{*}}{F^{*}}\right) \tag{5.7.2}
\end{equation*}
$$

where $F^{*}$ is the optimal function value. Since $F^{*}$ is not available, we compute an approximation by setting a small optimality tolerance, specifically $10^{-7}$, in QUIC and LIBLINEAR. All the experiments are executed through the MATLAB mex interface. We also modify the source code of LIBLINEAR in both its optimization routine and mex gateway function to obtain the records of function values and the running time. We note that we simply store, in a double array, and pass the function values which the algorithm already computes, so this adds little to nothing to LIBLINEAR's computational costs. We also adds a function call of $\operatorname{clock}()$ at every iteration to all the tested algorithms, except QUIC, which includes a "trace" mode that returns automatically the track of function values and running time, by calling $\operatorname{clock}()$ iteratively. For both QUIC and LIBLINEAR we downloaded the latest versions of the publicly available source code from their official websites, compiled and built the software on the machine on which all experiments were executed, and which uses 2.4 GHz quad-core Intel Core i7 processor, 16 G RAM and Mac OS.

The optimal objective values $F^{*}$ obtained approximately by QUIC and LIBLINEAR are later plugged in LHAC and LHAC-L to terminate the algorithm when the following condition is satisfied

$$
\begin{equation*}
\frac{F(x)-F^{*}}{F^{*}} \leq 10^{-8} \tag{5.7.3}
\end{equation*}
$$

In LHAC we chose $\bar{\mu}=1, \beta=1 / 2$ and $\rho=0.01$ for sufficient decrease (see Algorithm 18), and for LBFGS we use $m=10$.

When solving the subproblems, we terminate the RCD procedure whenever the number of coordinate steps exceeds

$$
\begin{equation*}
\left(1+\left\lfloor\frac{k}{m}\right\rfloor\right)\left|\mathcal{I}_{k}\right| \tag{5.7.4}
\end{equation*}
$$

where $\left|\mathcal{I}_{k}\right|$ denotes the number of coordinates in the current working set. Condition (5.7.4) indicates that we expect to update each coordinate in $\mathcal{I}_{k}$ only once when $k<m$, and that when $k>m$ we increase the number of expected passes through $\mathcal{I}_{l}$ by 1 every $m$ iterations, i.e., after LBFGS receives a full update. The idea is not only to avoid spending too much time on the subproblem especially at the beginning of the algorithm when the Hessian approximations computed by LBFGS are often fairly coarse, but also to solve the subproblem more accurately as the iterate moves closer to the optimality. Note that in practice when $\left|\mathcal{I}_{k}\right|$ is large, the value of (5.7.4) almost always dominates $k$, hence it can be lower bounded by $l(k)=a k+b$ with some reasonably large values of $a$ and $b$, which, as we analyzed in Section 4.5.1, guarantees the sub linear convergence rate. We also find that (5.7.4) works quite well in practice in preventing from "over-solving" the subproblems, particularly for LBFGS type algorithms. In 5.6 and 5.8 we plot the data with respect to the number of RCD iterations. In particular Figures $5.6(\mathrm{a})$ and $5.8(\mathrm{a})$ show the number of RCD steps taken at the $k$-th iteration, as a function of $k$. Figures 5.6(b) and 5.8(b) show convergence of the objective function to its optimal value as a function of the total number of RCD steps taken so far (both values are plotted in logarithmic scale). Note that RCD steps are not the only component of the CPU time of the algorithms, since gradient computation has to be performed at least once per iteration.

In LHAC-L, a line search procedure is employed, as is done in QUIC and LIBLINEAR, for the convergence to follow from the framework by [80]. In particular, the Armijo rule chooses the step size $\alpha_{k}$ to be the largest element from $\left\{\beta^{0}, \beta^{1}, \beta^{2}, \ldots\right\}$ satisfying

$$
\begin{equation*}
F\left(x_{k}+\alpha_{k} d_{k}\right) \leq F\left(x_{k}\right)+\alpha_{k} \sigma \Delta_{k} \tag{5.7.5}
\end{equation*}
$$

where $0<\beta<1,0<\sigma<1$, and $\Delta_{k}:=\nabla f_{k}^{T} d_{k}+\lambda\left\|x_{k}+d_{k}\right\|_{1}-\lambda\left\|x_{k}\right\|_{1}$. In all the experiments we chose $\beta=0.5, \sigma=0.001$ for LHAC-L.

Sparse Inverse Covariance Selection The sparse inverse covariance selection problem is defined by

$$
\begin{equation*}
\min _{X \succ 0} F(X)=-\log \operatorname{det} X+\operatorname{tr}(S X)+\lambda\|X\|_{1} \tag{5.7.6}
\end{equation*}
$$

where the input $S \in \mathbb{R}^{p \times p}$ is the sample covariance matrix and the optimization is over a symmetric matrix $X \in \mathbb{R}^{p \times p}$ that is required to be positive definite.

For SICS we report results on four real world data sets, denoted as ER_692, Arabidopsis, Leukemia and hereditarybc, which are preprocessed from breast cancer data and gene expression networks. We refer to [81] for detailed information about those data sets.

We set the regularization parameter $\lambda=0.5$ for all experiments as suggested in [81]. The plots presented in Figure 5.5 show that LHAC and LHAC-L is almost twice as fast as QUIC, in the two largest data sets Leukemia and hereditarybc (see Figure $5.5(\mathrm{c})$ and $5.5(\mathrm{~d}))$. In the other two smaller data sets the results are less clear-cut, but all of the methods solve the problems very fast and the performance of LHAC is comparable to that of QUIC. The performances of LHAC and LHAC-L are fairly similar in all experiments. Again we should note that with the sufficient decrease condition proposed in Algorithm 15 we are able to establish the global convergence rate, which has not been shown in the case of Armijo line search.


Figure 5.5: Convergence plots on SICS (the y-axes on log scale).


Figure 5.6: RCD step count of LHAC on different SICS data sets.

| Data set | \#features $p$ | \#instances $N$ | \#non-zeros | Description |
| :--- | ---: | ---: | ---: | :--- |
| a9a | 123 | 32561 | 451592 | 'census Income' dataset. |
| epsilon | 2000 | 100000 | 200000000 | PASCAL challenge 2008. |
| gisette | 5000 | 6000 | 29729997 | handwritten digit recogni- <br> tion. |
| slices | 385 | 53500 | 20597500 | CT slices location predic- <br> tion. |

Table 5.4: Data statistics in sparse logistic regression experiments.

Sparse Logistic Regression The objective function of sparse logistic regression is given by

$$
F(w)=\lambda\|w\|_{1}+\frac{1}{N} \sum_{n=1}^{N} \log \left(1+\exp \left(-y_{n} \cdot w^{T} x_{n}\right)\right)
$$



Figure 5.7: Convergence plots on SLR (the y-axes on log scale).
where $L(w)=\frac{1}{N} \sum_{n=1}^{N} \log \left(1+\exp \left(-y_{n} \cdot w^{T} x_{n}\right)\right)$ is the average logistic loss function and $\left\{\left(x_{n}, y_{n}\right)\right\}_{n=1}^{N} \in\left(\mathbb{R}^{p} \times\{-1,1\}\right)$ is the training set. The number of instances in the training set and the number of features are denoted by $N$ and $p$ respectively. Note that the evaluation of $F$ requires $O(p N)$ flops and to compute the Hessian requires


Figure 5.8: RCD step count of LHAC on different SLR data sets.
$O\left(N p^{2}\right)$ flops. Hence, we chose such training sets for our experiment with $N$ and $p$ large enough to test the scalability of the algorithms and yet small enough to be completed on a workstation.

We report results of SLR on four data sets downloaded from UCI Machine Learning repository [82], whose statistics are summarized in Table 5.4. In particular, the first data set is the well-known UCI Adult benchmark set $a 9 a$ used for income classification, determining whether a person makes over $\$ 50 \mathrm{~K} / \mathrm{yr}$ or not, based on census data; the second one we use in the experiments is called epsilon, an artificial data set for PASCAL large scale learning challenge in 2008; the third one, slices, contains features extracted from CT images and is often used for predicting the relative location of CT slices on the human body; and finally we consider gisette, a handwritten digit recognition problem from NIPS 2003 feature selection challenge, with the feature set of size 5000 constructed in order to discriminate between two confusable handwritten digits: the four and the nine.

The results are shown in Figure 5.7. In most cases LHAC and LHAC-L outperform LIBLINEAR. On data set slice, LIBLINEAR experiences difficulty in convergence which results in LHAC being faster by an order of magnitude. On the largest data set epsilon, LHAC and LHAC-L is faster than LIBLINEAR by about one third and reaches the same precision. Finally we note that the memory usage of LIBLINEAR is more than doubled compared to that of LHAC and LHAC-L, as we observed in all the experiments and is particularly notable on the largest data set epsilon.

## Chapter 6

## Conclusions

Machine learning has attracted lots of interests in recent years due to both advances in the active research community and wide applications through the industry. While much progress has been made, designing scalable and efficient algorithms for complex and large-scale learning, with theoretically sound guarantee, is still a challenging problem. Optimization thus serves a critical role to the success of machine learning in the real-world application, as the general trend moving towards big data applications, e.g., in distributed system, and complex learning objectives, e.g., non-smoothness in structured learning, deep neural network, etc.

This work contributes to the latest research on the analysis of global convergence rate of inexact proximal quasi-Newton framework that is applicable to a broad class of machine learning and signal processing problems. The work shows that randomized coordinate descent, among other subproblem methods, can be used effectively to find inexact quasi-Newton directions, which guarantee sub linear convergence rate of the algorithm, in expectation. This is the first global convergence rate result for an algorithm that uses coordinate descent to inexactly optimize subproblems at each iteration. This globally convergent framework enables, as proposed in the work, a fast, memory- and communication-efficient algorithm that directly addresses the big data cases when both N (samples) and n (features) are large and that combines
first- and second-order information within one single optimization algorithm for fast convergence in practice.

The framework does not rely on or exploit the accuracy of second order information, and hence we do not obtain fast local convergence rates. We also do not assume strong convexity of our objective function, hence a sublinear conference rate is the best global rate we can hope to obtain. In [30] an accelerated scheme related to our framework is studied and an optimal sublinear convergence rate is shown, but the assumptions on the Hessian approximations are a lot stronger in [30] than in this work and appear to be impractical, hence the accelerated method is not as widely applicable. The framework studied in this work covers several existing efficient algorithms for large scale sparse optimization. However, to provide convergence rates we had to depart from some standard techniques, such as line-search, replacing it instead by a prox-parameter updating mechanism with a trust-region-like sufficient decrease condition for acceptance of iterates. We also use randomized coordinate descent instead of a cyclic one. We demonstrated that this modified framework is, nevertheless, very effective in practice and is competitive with state-of-the-art specialized methods.
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