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Abstract 

The work is related to the simulation and design of small and medium scale unmanned aerial 

system (UAS), and its implementation for radiation measurement and contour mapping with 

onboard radiation sensors. The compact high-resolution CZT sensors were integrated to UAS 

platforms as the plug-and-play components using Robot Operation System. The onboard data 

analysis provides time and position-stamped intensities of gamma-ray peaks for each sensor that 

are used as the input data for the swarm flight control algorithm. In this work, a UAS swarm is 

implemented for radiation measurement and contour mapping. The swarm of UAS has advantages 

over a single agent based approach in detecting radiative sources and effectively mapping the area. 

The proposed method can locate sources of radiation as well as mapping the contaminated area for 

enhancing situation awareness capabilities for first responders. This approach uses simultaneous 

radiation measurements by multiple UAS flying in a circular formation to find the steepest gradient 

of radiation to determine a bulk heading angle for the swarm for contour mapping, which can 

provide a relatively precise boundary of safety for potential human exploration. 
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Chapter 1: Introduction 

Unmanned aerial systems (UAS) are being used in increasingly novel ways and in many 

cases solving problems that were hard to accomplish with other conventional methods. Due to the 

ability of multirotor UAS to fly close to the ground, it is possible for relatively accurate and 

detailed mapping [1] to be done using onboard sensors such as LIDAR, cameras and other 

environmental sensors. Terrain can be shown in three dimensions with accuracy unparalleled when 

compared to satellite imagery.  Surveillance [2] has become a prominent area facilitated by UAS. 

Persistent surveillance [3] with multi-day missions is also possible due to the unmanned nature of 

the UAS.  

Semi and fully autonomous [4] UAS have the ability to offload much of the cognitive load 

of the operators when being deployed while accomplishing tasks that would be extremely difficult 

for a human operator only.  The ability to autonomously navigate a given operational area while 

accomplishing given tasks enables an operator to be free from navigation tasks, and can focus on 

overall task management.    

Recently, the cost of developing multirotor UAS platforms has dropped drastically partly 

due to the increase in their popularity. This prevalence of low cost UAS allows for the use of 

multiple UAS simultaneously as a swarm. An emerging application of using an autonomous UAS 

swarm is radiation detection and mapping in a low-altitude. The benefits of using a UAS swarm 

rather than a single agent is its ability to get multiple measurements simultaneously in different 

locations to gather information faster and more efficiently than is possible than with a single UAS.  

First responders stand to experience huge benefits from the UAS boom[5]. UAS can be 

deployed in different emergency events by the first responders whether they are indoor or outdoor 

including forests, caves, and other near-earth environments along with urban structures such as 
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buildings and tunnels. This also includes UAS for monitoring and maintaining the processes inside 

of the nuclear power plant (NPP) containment structure to ensure that the plant stays within optimal 

operating conditions for reliable and efficient power generation. In 2011 in Fukushima, Japan, an 

earthquake triggered a tsunami which initially disabled the cooling of three of the six reactors at 

the Fukushima Daiichi nuclear power plant. Following the disaster, UAS were used in order to 

measure radiation levels [6] to prevent first responders exposing to potential high doses of 

radiation.  

 

Figure 1: Desired or reference contour to be found by UAS swarm. 
 

Much has been done in the area of radiation detection using multicopter UAS. In [6] a 

remote gamma ray imaging system was mounted on a multirotor drone.  Citing the issue of workers 

accumulating too much radiation during a survey, they use the drone with onboard gamma ray 

camera to detect different sources of radiation. They used this drone to measure sources of 

radiation near the Fukushima Daiichi Nuclear Power Station. The drone uses an onboard computer 

to gather data through the gamma ray and optical camera via USB 3.0. The radiation detector uses 

less than 5 watts of power which is ideal since power usage is often critical component on a remote 

sensing platform. This method relies on the overlay of the gamma ray camera on to the optical 

𝐷𝐷𝐷𝐷𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷 𝑍𝑍𝑍𝑍𝑇𝑇𝐷𝐷 

𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖𝐷𝐷𝐷𝐷𝐷𝐷 𝐶𝐶𝑍𝑍𝑇𝑇𝐶𝐶𝑍𝑍𝐶𝐶𝐷𝐷 
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camera in conjunction with the GPS sensor locating the source. This method is good for monitoring 

known locations of sources of radiation rather than trying to find unknown source locations.  

A Number of methods have been developed for locating radiation sources with a single 

UAS. One of which is a recursive Bayesian estimation approach used by [7], for locating the source 

of a known model of radiation. This method uses a single UAS to measure the strength of a source 

via an onboard radiation sensor. The method uses an initial guess to predict the state, the location 

of the source in relation to the UAS, then uses sensor measurements obtained from the sensor to 

correct that initial guess and continue the prediction. This method is useful because it can locate 

the source using current and previous measurements gathered from the sensor even though the 

radiation sensor in the case is operating essentially as a distance sensor. Brewer et al successfully 

implemented this method in experimentally locate a source of radiation [7]. A downside of this 

method is its diversion from the true state when measurements are noisy or the process is not 

modeled correctly.  

Formation control has been studied extensively in [9-14]. Many of these works are based 

on circular formation of agents with an overall swarm heading angle determined by appropriate 

control schemes providing trajectories of each UAS. Arranz et al. has done work related to the 

formation control of UAS swarm under finite communication range [13]. This can be important 

due to typical range restrictions of most multicopter UAS. Arranz et al claims that this is applicable 

for situations in which “agents should perform collaborative tasks requiring the formation to 

navigate towards a priori unknown direction.” This is particularly pertinent for source seeking and 

contour mapping since prior knowledge of the source is not known before the UAS swarm starts 

to perform its task.   
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Different algorithms for determining the locations of radiation sources using simultaneous 

measurements taken from UAS swarm in formation have been studied including gradient-based 

methods. Generally, to accomplish contour mapping, the swarm of UAS with on board sensors 

uses gradient estimation to determine the steepest gradient which governs a bulk heading vector 

for the swarm to follow [7, 15, 16] . Ogren et al. have developed an algorithm for gradient detection 

where a networked group of UAS each with a single sensor adaptively determines the gradient. 

Source seeking behavior can be accomplished by directing the swarm in the direction of most 

increasing gradient.  Han J. et al. shows both source seeking and contour mapping methods using 

a UAS [16]. They first start with a source seeking strategy then augment the heading of the swarm 

to move tangentially to the source once the reference contour is reached. 

However, conventional algorithms are effective only in a specific set of circumstances with 

particular initial conditions. Also, implementation of actual UAS in a swarm formation was not 

validated in experimental test bed in the context of radiation source seeking and contour mapping.   

The main contribution of this work is to develop computer simulation platform for UAS 

swarm based source localization and contour mapping technique including UAS dynamics as well 

as its flight simulation in realistically simulated radiation field for the UAS swarm to map. Also, 

a novel algorithm for the heading angle is presented to provide near minimum flight trajectories 

for a UAS swarm contour mapping. The computer simulation results of source seeking and contour 

mapping are validated with two types of UAS, small and medium sized multicopters, in the indoor 

flight testbed located in UNLV.  

The thesis is organized by 6 chapters. Chapter 1 is an introduction to radiative sources 

practical uses of UAS, UAS swarms. Chapter 2 discusses the uses of radiation sensors onboard the 

UAS, plug and play functionality of those sensors, and a simplified radiation model used for 
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simulations. Chapter 3 describes the algorithms used for gradient estimation, contour mapping and 

the feedback controller used to guide the swarm. Chapter 4 discusses the computer simulation 

platform for inclusion of UAS dynamics and simulations within a more realistic radiation field 

model. Chapter 5 shows the experimental setup used including the indoor flight testbed with 

motion capture, ROS, and analogs to radiation sources used in the experiments. Chapter 6 

discusses the results of both contour mapping and source seeking UAS swarm behavior. 
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Chapter 2: UAS Based Radiation Measurement 

2.1 Radiation Source and Contour Mapping 

One of great potential applications of UAS can be found in remote radiation mapping and 

localization of radiation sources.  As shown in Figure 1, for an ideal isometric point source of 

radiation, the inverse square law “ 1
𝑟𝑟2

” describes intensity falloff that a sensor would experience 

with an increased distance away from the source.  

 

Figure 2: Inverse Square Law by Borb (https://en.wikipedia.org/wiki/Inverse-
square_law#/media/File:Inverse_square_law.svg, Picture is licensed under Creative Commons 

BY 2.0) 
 

The ability to locate a source of radiation following the 1
𝑟𝑟2

 model using a UAS swarm is 

valuable in many cases but it does not give an operator an idea of the area of danger due to the 

radiative source, only the central location.  To be able to find the safe area away from the source 

it is necessary to find a desired contour or particular sensor strength of the scalar field generated 
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by a 1
𝑟𝑟2

 source. This is shown in Error! Reference source not found. where the source is located at 

(50,50).  

 

Figure 3: Intensity of a source located at (50,50) and contours generated by that source. 
 

Contour mapping [16] is the idea to try to find “contour” of the source at a certain strength. 

This strength level is whatever is desired when setting a reference value but could be something 

as simple as a level of radiation that is safe for a human for a certain amount of time. A UAS 

swarm can be used to find this contour faster than is possible by a single UAS or manually first 

responder and provide a safe boundary for any disaster situation where first responders need to 

know what area or zone is unsafe to enter.  

2.2 Radiation Sensor 

The choice of radiation detector is important when the sensor is considered for a UAS 

platform. Weight is the main factor since the flying efficiency of a quadrotor is drastically reduced 

with an increase in weight. Some radiation detectors also need active cooling which isn’t easily 
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feasible on a UAS. For these reasons, the Kromek USB-powered CZT detector was chosen for 

each UAS platform. CZT detectors are semiconductors that convert x-ray or gamma-ray photons 

into charger carriers. The detector is capable of high-resolution ambient temperature gamma-ray 

spectroscopy.   The detector module itself weights 49.2 grams, measures 2.5 x 2.5 x 6.1 cm and 

uses a 1𝑐𝑐𝑚𝑚3 cadmium zinc telluride crystal. The sensor has an energy detection range from 30𝐾𝐾𝐷𝐷𝐾𝐾 

to 3.0𝑀𝑀𝐷𝐷𝐾𝐾 with an energy resolution of less than 2%. The detector interfaces directly through USB 

to a computer onboard the UAS.  

 

Figure 4: Kromek cadmium zinc telluride (CZT) based detector. 
 

The gamma ray spectrum is generated from the counts obtained by the detector and 

Mariscotti’s technique  is used for the identification of peaks[17]. An example of this is shown in 

Figure 5 with readings from Cobalt 60 and Cesium 137. 
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Figure 5: Gamma ray Spectrum generated by Kromek detector. 
 

2.2 Plug-and-Play Functionality 

To facilitate ease in implementation of the desired sensors, plug-and-play functionality was 

developed for each sensor. The sensors are all interfaced through USB and can be “hot swapped” 

without having to shut down power to the entire UAS. There is an onboard powered USB hub that 

connects to an onboard computer used to interface with all the sensors and any communication 

methods (radios, WIFI,  etc. ) used to relay information to a ground station operator. Figure 6 

shows a gas sensor and radiation sensor that are both interfaced through USB.  

 

USB 
ports 

Radiatio
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Chemical/
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Figure 6: When a sensor is plugged in the data from that sensor is streamed automatically 
without any required user input. 

 

2.3 Simulated Radiation Field 

For initial simulations, a 1/𝑅𝑅2 model is used for the radiative sources with 𝑅𝑅 being the 

distance away from the source. From the scalar field generated by the model, a vector field is 

created to visualize the gradient at any position produced by the source. These fields are shown in 

Figure 7. 

 

Figure 7: Simplified radiative source model used for initial simulations. 
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Chapter 3: Algorithims for Gradient Estimation and Contour Mapping 

3.1 Gradient Estimation  

This method of gradient estimation uses the average of sensor measurements over a closed region. 

The average of the scalar field is taken over a disk centered at 𝑐𝑐 in 𝑅𝑅2 with radius 𝐷𝐷.  

 

 

Figure 8: Disc located in a scalar field of sensor measurements. 
 

The average of scalar field would be represented by: 

𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎(𝑐𝑐) =
∫ 𝑇𝑇(𝑥𝑥)𝛺𝛺 𝐷𝐷𝑥𝑥

𝜋𝜋𝐷𝐷2
  (1) 

 

Where 𝛺𝛺 is the area of the disc and T(x) is the strength of the sensor reading at any point x 

on that disc. The ultimate goal is to figure out which way to move the center of the disk in order 

to increase the average of the readings from Eq.1 .  Uryasev  [18] shows that using the average 

measurement, the gradient can be written as : 

 

𝛻𝛻𝑐𝑐𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎(𝑐𝑐) =
𝛻𝛻𝑐𝑐 ∫ 𝑇𝑇(𝑥𝑥)𝛺𝛺 𝐷𝐷𝑥𝑥

𝜋𝜋𝐷𝐷2
=

1
𝜋𝜋𝐷𝐷3

� 𝑇𝑇(𝑥𝑥)
𝛿𝛿𝛺𝛺

(𝑥𝑥 − 𝑐𝑐)𝐷𝐷𝑑𝑑   (2) 
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Where 𝛿𝛿𝛺𝛺 is the boundary of 𝛺𝛺.  Ogren, P [19] shows that with finite number N of sensor 

measurements 𝑇𝑇𝑛𝑛 at points 𝑥𝑥𝑖𝑖 , 𝑖𝑖 = 1, … ,𝑁𝑁; using the assumption that the N measurements that are 

taken are uniformly distributed over the circle, and using the composite trapezoidal rule, we obtain:

  

1
𝜋𝜋𝐷𝐷3

� 𝑇𝑇(𝑥𝑥)
𝛿𝛿𝛺𝛺

(𝑥𝑥 − 𝑐𝑐)𝐷𝐷𝑑𝑑 ≈
1
𝜋𝜋𝐷𝐷3

�𝑇𝑇𝑛𝑛( 𝑝𝑝𝑖𝑖 + 𝑐𝑐)𝑝𝑝𝑖𝑖∆𝐷𝐷
𝑁𝑁

𝑖𝑖=1

 (3) 

 

Where 𝑝𝑝 = 𝑥𝑥 − 𝐷𝐷, 𝑝𝑝𝑖𝑖 = 𝑥𝑥𝑖𝑖 − 𝑐𝑐 and ∆𝐷𝐷 = 2𝜋𝜋𝐷𝐷/𝑁𝑁.  This is the general case, and if changing 

the coordinates such that the origin coincides with the center of the disk the equation becomes: 

 

𝜵𝜵𝒄𝒄𝑻𝑻𝒂𝒂𝒂𝒂𝒂𝒂(𝒄𝒄) ≈
𝟐𝟐
𝑵𝑵𝒓𝒓𝟐𝟐

�𝑻𝑻𝒏𝒏( 𝒑𝒑𝒊𝒊)𝒑𝒑𝒊𝒊∆𝒔𝒔
𝑵𝑵

𝒊𝒊=𝟏𝟏

 (4) 

 

 In this case the position of each UAS and its measurement will approximate integral the 

gradient since only a finite amount of UAS and therefore sensor measurements can be used. The 

swarm formation used has 𝑁𝑁 = 3  UAS distributed equally around a circle. 

 

Figure 9: The sensor strength corresponding to each UAS’ measurement from the 

radiative source follows the 𝑇𝑇𝑇𝑇 (𝑖𝑖) = pwr/Ri^2  model. 
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Using Eq. 4 an estimated horizontal and vertical component of increasing gradient can be 

determined. The formation center can then be moved in relation to the now known estimated 

direction of increasing gradient for source seeking behavior for the swarm.   

It is possible to use any desired number of UAS within the swarm. With any number of 

UAS in the swarm, the gradient estimation necessitates the UAS be evenly distributed around a 

circle for the algorithm to operate the most accurately. 

3.2 Error in Gradient Estimation Algorithm 

 There is an error inherent within the algorithm’s estimation of heading within a 1/𝐷𝐷2 field. 

A relatively small change in distance can have a huge effect on the strength of the source for each 

UAS.   If the radiative source to be measured behaved more linearly with distance there would not 

be as big of an error with respect to estimated source direction. This error along with a few 

examples of the position of the swarm vs. the position of the source is shown below in Figure 10. 

 

Figure 10: Error of gradient estimation algorithm, Swarm radius = 1m, Source distance = 5m. 
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The error for the estimated angle of the source increases when     𝑆𝑆𝑆𝑆𝑎𝑎𝑟𝑟𝑆𝑆 𝑅𝑅𝑎𝑎𝑅𝑅𝑖𝑖𝑅𝑅𝑅𝑅
𝑆𝑆𝑆𝑆𝑅𝑅𝑟𝑟𝑐𝑐𝑎𝑎 𝐷𝐷𝑖𝑖𝑅𝑅𝐷𝐷𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎

  →  1.    

When the source distance is far away, as shown on the left side of Figure 11, there is +-4 degree 

error which is small. When the source distance is very close to the nearest UAS, there is a +-30 

degree error shown on the right side of Figure 11. 

 

Figure 11:(left) Swarm Radius= 1m, Source Distance = 20m. (right) Swarm Radius = 5m, 
Source Distance = 6m. 

 

 A GUI was created within Matlab to show the relationship between these two 

variables more easily. There is also the ability to switch from 3 to 5 UAS to show the difference 

in expected error for the gradient estimation algorithm depending on the number of UAS in the 

swarm.  
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Figure 12: (left) 5 Agent UAS Swarm (right) 3 Agent UAS Swarm 
 

3.3 Swarm Heading Determination for Contour Mapping 

Source seeking behavior is demonstrated when the swarm heads straight toward the source. 

While this can be helpful for certain tasks, it doesn’t help with finding a perimeter of safety in the 

case of a disaster situation. Contour mapping is used to find the desired a contour of a 

predetermined strength.  If traveling perpendicular to the estimated gradient angle then the swarm 

will follow the contour of the source at whatever strength it is currently measuring, which is why 

𝜋𝜋
2
 is subtracted from the estimated source angle in figure Figure 13 however, there needs to be 

another contribution, the “control angle”  Φ, to the overall swarm heading angle to bring it closer 

or father away from the source depending on where the swarm is in comparison to the desired 

contour.  
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Figure 13: Swarm heading angle components. 
 

3.3.1 PID Control of Heading Angle 

 The estimated gradient angle is based on the vector field for the source while the 

control angle is based on the average strength measurements from the UAS swarm. To steer the 

bulk heading of the swarm toward and then along the desired contour a PID controller is 

implemented. Figure 14 shows the difference in the heading angle of the swarm depending on the 

distance of the control angle. If the control angle is zero the swarm will travel perpendicular to the 

estimated direction of the source. If the control angle is positive the swarm will travel more towards 

the source and conversely, if the control angle is negative the swarm will travel away from the 

source.  
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Figure 14: Shows the change in size of control angle Φ depending on the swarm’s distance away 
from the desired reference contour.  

 

Error for the heading angle controller is defined as:  

 
𝑬𝑬𝒔𝒔 = 𝑬𝑬𝒓𝒓𝒓𝒓𝑬𝑬𝒓𝒓 = 𝑺𝑺𝒓𝒓 − 𝑺𝑺𝒎𝒎  (5) 

 
𝑺𝑺𝒓𝒓 = 𝑹𝑹𝒂𝒂𝑹𝑹𝒂𝒂𝒓𝒓𝒂𝒂𝒏𝒏𝒄𝒄𝒂𝒂 𝑴𝑴𝒂𝒂𝒂𝒂𝒏𝒏 𝑺𝑺𝒂𝒂𝒏𝒏𝒔𝒔𝑬𝑬𝒓𝒓 𝑴𝑴𝒂𝒂𝒂𝒂𝒔𝒔𝑴𝑴𝒓𝒓𝒂𝒂𝒎𝒎𝒂𝒂𝒏𝒏𝑴𝑴   

 
𝑺𝑺𝒎𝒎 = 𝑴𝑴𝒂𝒂𝒂𝒂𝒔𝒔𝑴𝑴𝒓𝒓𝒂𝒂𝑴𝑴 𝑴𝑴𝒂𝒂𝒂𝒂𝒏𝒏 𝑺𝑺𝒂𝒂𝒏𝒏𝒔𝒔𝑬𝑬𝒓𝒓 𝑴𝑴𝒂𝒂𝒂𝒂𝒔𝒔𝑴𝑴𝒓𝒓𝒂𝒂𝒎𝒎𝒂𝒂𝒏𝒏𝑴𝑴 

 

The average sensor measurement of the radiative field is 𝑑𝑑𝑆𝑆 is subtracted from the desired, 

or reference, sensor measurement. This is then used in a conventional PID equation: 
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𝑲𝑲𝒑𝒑𝑬𝑬𝒔𝒔 + 𝑲𝑲𝒊𝒊 � 𝑬𝑬𝒔𝒔𝑴𝑴𝑴𝑴
𝑴𝑴

𝑴𝑴𝟎𝟎
+ 𝑲𝑲𝑴𝑴

𝑬𝑬𝒔𝒔
𝑴𝑴𝑴𝑴

 (6) 

 

A mathematical construct is used to aid in determining the control angle. Using a right 

triangle with the sides 𝑅𝑅1 and 𝑅𝑅2. 𝑅𝑅1 is a constant that is small enough for 𝑅𝑅2 to have an effect 

when the contributions from error are relatively small when considering a 1
𝑅𝑅2

 type source.   

 

 

𝑅𝑅1 = 𝑐𝑐𝑍𝑍𝑇𝑇𝐷𝐷𝐶𝐶𝐷𝐷𝑇𝑇𝐶𝐶  

𝑅𝑅2 = 𝐾𝐾𝑝𝑝𝐸𝐸𝑅𝑅 + 𝐾𝐾𝑖𝑖 � 𝐸𝐸𝑅𝑅𝐷𝐷𝐶𝐶
𝐷𝐷

𝐷𝐷0
+ 𝐾𝐾𝑅𝑅

𝐸𝐸𝑅𝑅
𝐷𝐷𝐶𝐶

 
 (7) 

𝜙𝜙 = tan−1(
𝑅𝑅2
𝑅𝑅1

)   

 

As shown in  Figure 14, If the swarm is close to the reference contour then the control 

angle is small because there is relatively small error contribution to 𝑅𝑅2. If the swarm is far from 

the reference contour the swarm’s control angle is bigger because of a larger contribution through 

the PID control to 𝑅𝑅2. Equation (7 needs to be discretized to be used in the simulation and to be 

implemented on the computers onboard the UAS themselves. 

 

𝑹𝑹𝟐𝟐𝒌𝒌 = 𝑲𝑲𝒑𝒑𝑬𝑬𝒔𝒔 + 𝑲𝑲𝒊𝒊�𝑬𝑬𝒔𝒔(𝑴𝑴𝒌𝒌)
𝒌𝒌

𝒊𝒊=𝟏𝟏

+ 𝑲𝑲𝑴𝑴
𝑬𝑬𝒔𝒔(𝑴𝑴𝒌𝒌) − 𝑬𝑬𝒔𝒔(𝑴𝑴𝒌𝒌−𝟏𝟏)

∆𝑴𝑴
 (8) 
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3.3.2 Anti-windup  

Integrator Windup happens when “actuator effort” is saturated and there is still an 

increasing integration contribution in the PID control. This causes an overshoot of the desired 

setpoint (or contour). Actuator effort in this system is defined by how close the absolute value of 

the control angle is to 𝜋𝜋/2. Figure 15 shows the difference in actuator control effort between a 

large and small control angle. As the swarm travels relatively straight towards the contour the 

control effort is nearly maximized, or saturated, and if a substantial amount of integration of error 

happens during this time there will be overshoot of that contour. If that integration of error is 

reduced while the swarm is heading toward the desired contour, once it reaches the contour the 

swarm should be able to follow it much better when it initially reaches the contour.   

 

Figure 15: Control angle differences based on error contribution of PID through 𝑹𝑹𝟐𝟐.  
 

 To reduce the integration when the control angle is nearly maximum, eq. (9)  is used for 

𝑅𝑅2. Equation (9) shows the integrated term but instead of linearly accumulating on every iteration, 

it is multiplied by the cosine of the previous control angle. If the control angle is big, meaning the 

control effort is near saturation, the contribution to the integrated error will be minimal. This 

method is called Anti-Windup and when it is incorporated within the mapping algorithm there is 

a marked decreased in the amount of overshoot of the desired contour. 
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𝑹𝑹𝟐𝟐𝒌𝒌 = 𝑲𝑲𝒑𝒑𝑬𝑬𝒔𝒔 + 𝑲𝑲𝒊𝒊�(𝑬𝑬𝒔𝒔(𝑴𝑴𝒌𝒌) ∗ 𝐜𝐜𝐜𝐜𝐜𝐜 (𝝓𝝓𝑴𝑴𝒌𝒌−𝟏𝟏)
𝒌𝒌

𝒊𝒊=𝟏𝟏

) + 𝑲𝑲𝑴𝑴
𝑬𝑬𝒔𝒔(𝑴𝑴𝒌𝒌) − 𝑬𝑬𝒔𝒔(𝑴𝑴𝒌𝒌−𝟏𝟏)

∆𝑴𝑴
 (9) 

 

When running the simulation with anti-windup, Figure 16 shows that there is a more 

gradual accumulation of error which allows a minimization of overshoot of the desired contour.  

 

Figure 16: On the left is the contour mapping algorithm without the use of anti-windup. The 
error accumulates much faster and causes overshoot of the desired contour. The right shows the 
system with anti-windup which prevents the “I” term from having too big of an effect while the 

system is trying to get closer to the reference contour. 
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3.4 Swarm Rotation and Adaptive Rotation Rate 

When there is no spinning of the swarm there is evidence of the gradient estimation errors 

like those shown in Error! Reference source not found. when attempting the contour mapping. 

When there are three UAS agents in the swarm the error in the gradient estimation algorithm, when 

attempting to map a circular contour, will manifest in the trajectory as a rounded triangle. To 

counter act this, spinning is introduced to improve the accuracy of the followed contour. When the 

swarm is spinning, the error estimation is still present but is at such a high frequency when 

compared to a non-spinning swarm that the effect of the error is negligible on the overall formation 

path. Figure 17 shows the difference between a non spinning and spinning UAS swarm when 

trying to implement contour mapping.  

 

Figure 17:A spinning formation is used to counteract ‘artifacts’ shown on the right in the 
contour mapping due to the error inherent in the gradient estimation algorithm. When spinning, a 

much more precise boundary of the source can be achieved. 
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Figure 18: UAS swarm spins around virtual center position to help counter act error from 
gradient estimation algorithm 

 
  

Spinning of the swarm can cause an increase in path length so care was taken to decide the 

rotational speed of the UAS swarm. Figure 18 shows the UAS swarm formation. The swarm 

circles around a virtual center while that center travels in the direction dictated by the swarm 

heading algorithm. Depending on the swarm rotation rate a large increase in path length can occur 

over the duration of the flight. There is a nearly negligible difference in path length if the swarm 

spins clockwise or counter clockwise. Simulations for rotation rates at 0, ±0.075 , ±0.1, ±0.2, and 

±0.3 rad/s were ran for 150 seconds and the average of the path lengths for each UAS in the swarm 

was plotted vs the rotation rate in Figure 19.  
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Figure 19: Rotation rate can have a huge impact on the distance that each UAS is required to 
travel. Reducing the spin rate will reduce the path length and allow longer mapping trajectories 

but at the cost of mapping accuracy. 
 

Reducing the rotation reduces the total distance that each UAS in the swarm will have to 

travel, extending the size of contour that the swarm could map, but at the expense of mapping 

accuracy. Five rotations of the UAS swarm per circumnavigation of a circular contour, at whatever 

contour radius, was chosen for a balance between mapping accuracy and overall mapping time. 

The equation used to determine reference swarm rotation rate is shown in Figure 20. 
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Figure 20: The desired rotation rate is a function of the radius of curvature that the UAS swarm 
is traveling, the speed of the swarm, and the number of rotations desired per circumnavigation of 

the contour. 
 

Using the discrete positions of the center of the UAS swarm, it is possible to determine the 

radius of curvature of the path that the swarm is on and apply that to the equation in Figure 20 to 

adapt the rotation of the swarm as needed. A least squares fit to a circle was used to find the radius 

of curvature using a buffer of the last traveled coordinates of the swarm [20][21]. Figure 21 shows 

the effect of the adapted rotation rate on the swarm path. This allows for minimal rotation when 

the UAS swarm is far from the contour and increase the rotation rate when we are near the desired 

contour. The rotation rate control is saturated with a lower bound of 0.05 rad/s and an upper bound 

of 0.3rad/s. There is a big spike in the radius of curvature for the swarm when the simulation is 

started dude to the nearly linear path that the swarm follows. 

𝑅𝑅 

𝑣𝑣   

𝑐𝑐𝑖𝑖𝑟𝑟𝑐𝑐𝑅𝑅𝑆𝑆𝑐𝑐𝑎𝑎𝑟𝑟𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎
𝑎𝑎

= 𝐶𝐶𝑖𝑖𝑚𝑚𝐷𝐷 ( 𝑝𝑝𝐷𝐷𝐷𝐷 𝑐𝑐𝑍𝑍𝑇𝑇𝐶𝐶𝑍𝑍𝐶𝐶𝐷𝐷 𝑐𝑐𝑖𝑖𝐷𝐷𝑐𝑐𝐶𝐶𝑚𝑚𝑇𝑇𝐷𝐷𝑣𝑣𝑖𝑖𝐷𝐷𝐷𝐷𝐶𝐶𝑖𝑖𝑍𝑍𝑇𝑇 )   

𝑆𝑆𝑆𝑆𝑎𝑎𝑟𝑟𝑆𝑆 𝑅𝑅𝑆𝑆𝐷𝐷𝑎𝑎𝐷𝐷𝑖𝑖𝑆𝑆𝑛𝑛𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝐷𝐷𝑖𝑖𝑆𝑆𝑎𝑎

= 𝑤𝑤 (𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖𝐷𝐷𝐷𝐷𝐷𝐷 𝑤𝑤𝐷𝐷𝐷𝐷𝑚𝑚 𝐷𝐷𝑍𝑍𝐶𝐶𝐷𝐷𝐶𝐶𝑖𝑖𝑍𝑍𝑇𝑇 𝐷𝐷𝐷𝐷𝐶𝐶𝐷𝐷)   

𝑤𝑤   5(𝑟𝑟𝑆𝑆𝐷𝐷.𝑑𝑑𝑑𝑑𝑑𝑑.)∗2𝜋𝜋
2𝜋𝜋𝜋𝜋
0.5𝑚𝑚𝑑𝑑

= 𝑤𝑤    
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Figure 21: As the estimated radius of curvature approaches the target contour located at 10m the 
rotation rate converges toward the desired 0.25 rad/s 
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Chapter 4: Computer Simulation Platform 

 In order to verify the gradient estimation, source seeking, and contour mapping algorithms, 

a simulation platform was developed. The simulation results are used to inform further decisions 

on what needs to be changed and tuned before implementation within a physical UAS swarm.  

4.1 UAS Dynamics 

Previous simulations of contour mapping and source location generally do not consider 

UAS dynamics. Figure 22 shows the difference between the inclusion and non-inclusion of UAS 

dynamics on the trajectory that the swarm is able to follow. If dynamics are not a concern it is 

fastest to head straight to the source until the reference contour is reached then travel perpendicular 

to the direction of the source which map the contour. When reaching the contour in the kinematic 

simulation, there is an unrealistic trajectory for a real UAS to follow. There is a sharp right turn 

that would not be able to be followed when the swarm has a constant velocity. When incorporating 

dynamics within the simulation a more indirect but realistic trajectory is generated by the heading 

angle controller illustrated in Figure 14.  
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Figure 22: Double Integrator system incorporated in Simulink to approximate UAS dynamics. 
This provides a much more realistic simulation instead of the right angle turns when only 

kinematics are considered. 
 

 In order to determine the parameters for the simplified UAS dynamics model, a 

Crazyflie2.0 was flown within the motion capture flight volume in order to determine its 

approximate acceleration and maximum velocity. These parameters were applied to the Simulink 

model. A simplified version of the Simulink model is shown as a flow diagram in  Figure 23 . The 

simulation is composed of 4 main parts: Formation Control, Quadrotor model, Gradient estimation 

and Heading Control. Starting with the formation of the UAS in the swarm, there is a reference 

position that is generated that is fed to the PID controller of each UAS agent. Using those reference 

positions each agent try to reach its reference position. Next, the gradient detection algorithm 
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occurs and that is fed into the heading control of the whole swarm so new reference positions can 

be generated for the UAS swarm so that the swarm can travel in the new desired direction. 

 

Figure 23: Simplified flow diagram of Simulink model. 
 

4.2 Filtering 

A stochastic model of radiation was used to increase the realism of the simulation. For 

every sensor reading that a UAS had, random artificial noise was introduced to the radius 

component of the 1/𝑅𝑅2 model, an example of which is shown:  

 

𝑺𝑺𝒂𝒂𝒏𝒏𝒔𝒔𝑬𝑬𝒓𝒓 𝒓𝒓𝒂𝒂𝒂𝒂𝑴𝑴𝒊𝒊𝒏𝒏𝒓𝒓 =
𝟏𝟏

(𝑹𝑹 + 𝒏𝒏𝑬𝑬𝒊𝒊𝒔𝒔𝒂𝒂)𝟐𝟐 (10) 

 

In the example shown in Figure 24, noise on the order of 0 to ±2.5 m was used which 

caused very erratic gradient estimation and heading generation, as expected. The constantly 

changing heading also caused the swarm to drastically slow down when preforming the contour 

mapping. To reduce this effect a moving average filter was applied to both the gradient estimation 

and the heading generation. This smoothed the trajectory for the swarm but understandably caused 

some lag for the gradient estimation since the estimated gradient angle uses many measurements 

• Incorporation of 
Dynamics

• Estimate direction 
of source.

• Filtering for 
stochastic sensor 
enviornment

• Circular formation 
with defined 
rotation and 
velocity.

• Change of Bulk 
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Control 

Formation 
Control

Quadrotor 
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Gradient 
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from the past averaged with the most current estimated direction. The lag in the source direction 

is easily corrected by the PID heading control.  

 

Figure 24: Stochastic sensor environment simulation with and without heading and gradient 
buffer. A moving average filter is employed in order reduce drastic changes in swarm heading 

over a short amount of time due to noise in source measurement.  
 

4.3 Effect of control angle gain 

 As with any traditional PID control, there is the ability to change the heading generation 

control parameters to affect the trajectory taken by the Swarm. Figure 25 shows the difference 

between different proportional control parameters on the on the swarm path. With a high 

proportional gain, the swarm will oscillate around the reference contour. When the proportional 

gain is lower, a more gradual route is taken toward the source till it travels perpendicular to the  

direction of the source on the reference contour.  
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Figure 25: (left) P gain of 125 (right) P gain of 2000 
 

4.4 Multiple sources 

Mapping a continuous boundary around multiple sources is also possible without any need 

for alterations the swarm heading algorithms. No priori information is needed for including the 

strength or number of sources. Care needs to be taken though when selecting a reference mean 

sensor value for the UAS swarm because it is possible for the quads to map around a local 

maximum while missing other peaks elsewhere in the scalar field. Figure 26 shows the swarm 

mapping a three-source radiative field. It is clear a local maximum that occurs close to the peak 

could cause the other sources in the field not to be mapped.   
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Figure 26: Simulation of the UAS swarm mapping the contour of three different sources. 

4.5 Moving Source 

Mapping a moving source is also possible. Figure 27 shows a moving source traveling at 

0.07 meters a second from (10,40) to (40,10). Mapping this source is possible in this particular 

case because the speed of the swarm is traveling at roughly seven times the speed of the source.   
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Figure 27: Contour Mapping with Moving Source 
 

4.6 Simulation in radiation field 

Monte Carlo N-Particle code (MCNP) is a general purpose code that can be used for 

neutron, photon and electron transport [22]. MCNP allows the simulation of a realistic radiative 

field and is owned by Los Alamos National Security, LLC which is the manager and operator of 

Los Alamos National Laboratory. The simulated radiative field 100x100x32m contained five 

sources of radiation ranging from 3 MeV to 6 MeV.  A concrete building was also introduced into 

the simulation to show what would happen if a building block certain areas of radiation detection 

by the sensors onboard the UAS. The field generated when a height of 15m is shown in Figure 

28. 

T=150s T=40s T=100s 

T=200s T=250s T=300s 

Contour Mapping with moving source 

T=150s 
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Figure 28: MCNP Radiative field generated from 5 sources and a concrete building. 
 

The reference mean sensor value to be mapped had to be large enough so that there was a 

complete contour within the field generated by MCNP. The desired reference contour is shown in 

Figure 29 along with the actual performance of the contour mapping algorithm overlaid onto a 

contour map of the radiative field.  The swarm starting position within the  radiation field also 

couldn’t be started in certain positions otherwise the swarm might  follow a contour which would 

take it out of the simulated zone.  Starting the swarm at (35,35) allowed for successful mapping of 

the desired contour.  

Source Details: 
 S1 

• 3 MeV @ (50,50,0.5) 
 S2 

• 6 MeV @ (40,68, 0.5) 
 S3 

• 3 MeV @ (5,38, 0.5) 
 S4 

• 6 MeV @ (24,84, 0.5) 
 S5 

• 2 MeV @ (90,60, 0.5) 
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Figure 29: Contour mapping using MCNP modeled radiation field. (left) The desired contour is 
isolated from the field. 

 

Reference Contour 
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Chapter 5: Experimental Setup 

Validation of the simulations was necessary and to do that specific UAS needed to be 

chosen to accomplish a given task. Limited space in the flight volume and payload capacity were 

the biggest constraint in choosing each UAS to preform both contour mapping and source seeking. 

Instead of using an actual radiation source, an isotropic light source was used as an analog to a 

radiation source and light sensors onboard the UAS were used to simulate a radiation detector.  

5.1 UAS configurations and specifications 

The Crazyflie 2.0, developed by Bitcraze, is an open source quadcopter designed to be 

small, lightweight, and easily modifiable. This platform was chosen due to its small size and 

advanced computational abilities [23]. The small size of the Crazyflie 2.0 allowed for validation 

of the contour mapping algorithm through experimentation inside the motion capture flight volume 

with a physical UAS swarm rather than simulated agents.  

 

Crazyflie 2.0 Specifications: 

 

• 27-gram weight  
• Robot Operating System (ROS) support  
• 2.4-GHz radio with 1-km LOS range  
• Integrated open source flight controller  
• 7 minute flight time  

 

 
Figure 30: Crazyflie 2.0 with 3D printed propeller guards. The reflective markers for motion 

capture are placed along the propeller guard in a formation unique to each UAS. 
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 The DJI Flamehwheel 450 was chosen for an experiment using real sensors due to its 

payload capacity while still being small enough to fly three in the given flight volume. Figure 31 

shows the Flamehwheel F450 along with the single board computer that is mounted to a 3D printed 

mounts under the frame.  

DJI Flamehweel 450 Specifications: 

• 2.5-lb payload capacity  
• 12 minute estimated flight time  
• 450 mm rotor to rotor wing span  

 

Figure 31: DJI Flamewheel F450 with onboard Odroid-UX4 SBC and Optitrack ridged body 
markers positioned on the GPS Stand.  

 

5.2 Control and communications using ROS 

 Robot operating system is a framework for communications for sensors and robots. It in an 

open source tool with wide community support for innumerable types of robotics applications. 

ROS was chosen for its sensor and platform agnosticism. It works through the use of nodes and 

topics. Nodes can either publish to a topic, subscribe to a topic or both.  In a very simple example 

shown in Figure 32,  a publisher will provide data, usually from a sensor of some kind like a lux 

sensor reading or motion capture information, and publish that data to a topic. A subscriber will 

then subscribe that topic to use that information in some way.  
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Figure 32: Basic Robot Operating System (ROS) framework 
 

5.3 Flight Testbed  

The flight volume at the Intelligent structures and Controls Laboratory is 20x14x16ft in 

volume. It is outfitted with an OptiTrack motion capture system to allow real time feedback of the 

position and orientation of objects within the flight volume at 120hz. The system uses 8 infrared 

cameras with a ring of infrared LEDs. The LEDs illuminate high gain reflective markers that are 

placed on any rigid body enabling it to be tracked with sub-millimeter accuracy within the flight 

volume. Figure 33 shows the OptiTrack Camera, flight volume, and the reflective markers used 

for the motion capture system.  

 

Publisher • Provides 
Data

Topic 
• Where 

the data 
is located

Subscriber
• Uses data 

from 
Topic
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Figure 33: Motion capture flight volume 20x14x16’  

 5.4 Experimental contour mapping  

5.4.1 Light sensor and source setup 

Because it is not practical to test using a real radiation source, a light source is used as an 

analog to a radiation source. A test showed that the this parituclair light bulb was iosmetric enough 

to consider it an analog as long as the light source was kept perpediculair to the ground plane. Each 

UAS is outifited with an arduino, light sensor, and Xbee shown in  Figure 34.  
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Figure 34: Arduino based mesh networked Lux sensor. 
 

It was necessary to verify the readings of the light sensor that would be onboard each UAS. 

To do that, a polar grid was laid out with marks at every foot from 0 - 8 ft and at every 11.25 

degrees from 0 to 90 degrees. This grid is shown in Figure 35.  The light source was placed at (0, 

0⁰) so that the light was shining along the 0⁰ axis. Then sensor was then moved to each coordinate 

while the sensor and light source stayed parallel to each other to simulate how the sensor would 

be oriented to the source when it was onboard a UAS.  

5.4.4 gradient measurement error 

In order to verify the computer model of gradient estimation, the UAS swarm was placed 

upside down roughly equiangular around the center of the flight volume. The UAS were placed at 

0.5m radius away from the center.  The light source, acting as a radiation analog, was moved 

around the swarm in a circle at a 0.5m radius concentric with the swam. Data was captured through 

the wireless sensor network fed to the gradient estimation algorithm located on the base station 

computer. The light source and each UAS are identified in the OptiTrack software as a ridged body 

so the position of the light w.r.t. the swarm could be compared to the computed gradient estimation.  

The experimental setup is shown in Figure 36.  

Light 
Sensor 
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Figure 35: Sensor verification measurement with angle and distance markers. Sensor was held 
parallel to light source during measurements as would happen in flight. 

 

UAS 1

UAS 2
UAS 3

Light source

 

Figure 36: Experimental setup for gradient error testing. 
 

Figure 37 shows that the experiment does agree with the experiment. In the experiment, 

there are higher and lower data points in comparison to the simulation due to imperfect angular 
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spacing around the circle that they were placed. The spacing between UAS 1 and UAS 2 is less 

than the ideal  2𝜋𝜋
3

 and so the error in the experiment us smaller than the simulation. The spacing 

between UAS 2 and UAS 3 is larger than  2𝜋𝜋
3

 , therefore the error measured is larger than the 

simulation.  

 

Figure 37: Gradient estimation error experiment. 
 

5.4.4 Source seeking behavior 

Due to space constraints using the DJI Flamewheel F450 UAS in the flight volume, source 

seeking was used to test the light sensors and gradient estimation algorithm rather than contour 

mapping. The light source was placed on a movable dolly within the flight volume moved along 

the x-axis to show that the gradient detection is successful in determining the direction of the 

source giving sensor values from the wireless sensors located on each UAS. The swarm was 

restricted to move along the x-axis and the reference position generation was bound to ±0.5 m. 

This was chosen to minimize risk of the swarm crashing into the sides of the flight volume.  
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Chapter 6: Results and Discussion 

Experimentation 

 To demonstrate contour mapping’s effectiveness, Crazyflie UAS were used. A virtual 

source was used instead of a radiative source or source analog. This method was chosen because, 

while a Crazyflie swarm is small enough to accomplish contour mapping within the given flight 

volume, the payload carrying capability of the UAS doesn’t allow for a real sensor. OptiTrack 

tracked the position of the source and each UAS swarm agent. The “source strength” detected by 

each UAS to be used by the gradient estimation was 1
𝑟𝑟2

 with r being the distance from the source 

to each respective UAS. Figure 38 shows the UAS swarm (circled in green) and virtual source 

(circled in red) along with an overhead plot of their position (x,y) to more easily see where the 

UAS are in relation to the source.  

 

Figure 38: Crazyflie 2.0 UAS (circled in green) swarm mapping around the rigid body on the 
ground identified by the OptiTrack ridged body marker (circled in red) . 

 

 



43 

 

The experimental results from the contour mapping is shown in Figure 39. The trajectory 

of the center of the swarm mapped the desired contour to within ±0.1m.  

 

 

Figure 39: Path the UAS swarm traveled mapping the contour of a virtual source. 
 

To validate both source seeking behavior and the wireless mesh sensor network with the 

light sensors located on each UAS, an experimented demonstrating source seeking is shown in 

Figure 40. The light source was placed on a rolling platform to allow for moving of the source to 

show that the swarm can track the position of the light when it is moved. The tracking of the light 

source and all UAS platforms was done via the OptiTrack motion capture.  
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Figure 40: UAS Swarm demonstrating Source seeking behavior using light source and lux 
sensors. 

 

Figure 41 shows the experimental results of the source seeking experiment using the DJI 

Flamewheel F450. Plotted is the position of the light source vs the position of center of the swarm 

dictated by the source seeking algorithm. The swam oscillates around the light’s position because 

the there is a constant velocity defined for the swarm center so even if the swarm is infinitesimally 

close to the source, the swarm will still travel at full speed in the direction increasing gradient and 

overshoot the actual position of the source. Ultimately, the swarm was successful in seeking the 

source even when the source was moving and validated the wireless sensor network, analog source, 

and gradient estimation algorithm.   
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Figure 41: Source and Swarm position vs. Time. 
 

In conclusion, a method of contour mapping and source seeking by a UAS swarm with 

onboard radiation spectrometers was developed. A rotating circular formation of UAS are used to 

detect the direction of steepest gradient which is then used to determine the overall heading of the 

swarm. The contour mapping algorithm was first simulated, with the assumption of a 1/R2 

radiation model, within Matlab and Simulink to verify its validity. The simulation considered the 

dynamics of the UAS and an adaptive rotation rate algorithm was implemented to reduce the 

overall path length that each UAS would have to fly.  A more realistic simulated radiation field 

was generated using MCNP that incorporated scattering and attenuation of the radiation signature 

due to obstacles. Using a swarm of three UAS, a reference contour of the MCNP generated field 
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was successfully determined using the contour mapping algorithm. Both source seeking and 

contour mapping algorithms were successfully verified experimentally within the motion capture 

flight volume. Ultimately these techniques can reduce the time necessary to survey an unknown 

environment contaminated with a stationary or slowly moving radiative source to assist in overall 

situational awareness. 

Future Work  

An outdoor testbed is currently being outfitted with the necessary equipment to validate 

much bigger UAS for use with the same algorithms presented in this work. The outdoor facility 

shown in Figure 42 has mesh netting for a ceiling so that Real Time Kinematic (RTK) GPS can 

be used as a viable option for guidance and position feedback. In addition, an OptiTrack Motion 

capture system for use outdoors is being outfitted for when more precise positioning and guidance 

is necessary. 

 

 

Figure 42: Outdoor flight volume for use with GPS capable UAS. 
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