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ABSTRACT 

In modern biotechnology and medicine realm, understanding interactions between 

biomolecules and nanostructures at molecular level is essential for designs of nanoscale 

diagnostic or therapeutic devices. Molecular Dynamics simulations have already become a 

significant and reliable tool to reveal mechanisms of bio-physiological phenomena between 

bio-nano interfaces. However, due to the limited time and length scales a full-atomistic 

molecular dynamics system can reach, the coarse-grained molecular dynamics technique is 

continuously sought to describe interactions between biomolecules and nanostructures. Here, 

the coarse-grained molecular dynamics is applied to different cases for revealing complex 

interactions between biomolecules and nanostructures.  

The first case in this dissertation is to quantify the biomarker detection process, solve 

the puzzle of biosensor detection at ultralow concentration and expedite the technique of 

early cancer diagnosis. Antibodies have been used as bioreceptors in bio-diagnostic devices 

for decades, whose performances are affected by various factors such as orientation, density, 

and local environment. While there are extensive works on designing and fabrication of 

various biosensors, little is known about the molecular level interactions between antibodies 

coated on sensor surfaces and biomarkers suspended in medium. Thus, a coarse-grained 

model for biomarkers binding on an antibody-functionalized biosensor surface is 

constructed to study effects of surface properties and external parameters on antibody 

orientation and biomarkers binding time. The surface interaction type is found to 

significantly influence the antibody orientation and biomarker binding time. A proper 
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electric field range is discovered to not only well-orientate antibodies but also steer 

biomarkers toward the surface, consequently reducing the binding time of biomarkers by 

two orders of magnitude. Moreover, a suitable surface coating density of antibodies has been 

proposed to help antibody orientation as well as biomarker binding. These findings can be 

used for rational design of biosensors with higher efficiency and more sensitive detections. 

For the subsequent cases, the coarse-grained molecular dynamics model for the 

DNA-NP conjugate which is assembled by DNA and nanoparticles is established and used 

as building blocks for constructing one dimensional nanoworm and two dimensional 

nanosheet structures. Their mechanical properties are tested and potential applications are 

discussed with the developed model.  

The nanoworm structure, which can be applied in fields of drug targeting, image 

probing and thermal therapies, has been assembled by DNA-nanoparticle conjugates. 

Subsequently, its mechanical properties have been investigated due to their importance on 

the structural stability, transport and circulations of the nanoworm. Stiffness and strengths 

of the nanoworm under different deformation types are studied by coarse-grained molecular 

dynamics simulations. Effects of temperature, DNA coating density and particle size on 

mechanical properties of nanoworms are also thoroughly investigated. Results show that 

both resistance and strength of the nanoworm are the weakest along the axial direction, 

indicating it is more prone to be ruptured by a stretching force. In addition, DNA strands 

are found to be more important than nanoparticles in determining mechanical properties of 

the nanoworm. Moreover, both strength and resistance in regardless of directions are proved 

to be enhanced by decreasing the temperature, raising the DNA coating density and 
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enlarging the particle size. This study is capable of serving as guidance for designing 

nanoworms with optimal mechanical strengths for applications. 

Two dimensional arrays of DNA-nanoparticle conjugates have also been fabricated 

and become a promising platform for developments of chemical sensor, molecular circuit, 

and mechanical analysis tools. Whatever it is used for, the mechanical properties affect its 

efficiency and efficacy in large extent. Thus, its mechanical properties have been scrutinized 

by the coarse-grained molecular dynamics simulation model. Stress-strain curves of the 

lattice under shearing and stretching are obtained and analyzed. Different hairpin structures 

have been used to connect adjacent DNA-nanoparticle conjugates and proven to influence 

stress-strain relationship of 2D array. Effects of physical conditions such as the temperature 

and salt concentration on mechanical properties of the 2D lattice are also investigated. 

Results found that 2D lattice behave like a macroscopic paper or alumina foil, whose force-

displacement curve is in great agreement with that of elastic sheet. The 2D nanosheet is 

quite stable at 293 K with a salt concentration of 100 mM. Based on aforementioned results, 

a numerical model is proposed for the stress-strain relationship of 2D array. In future, this 

numerical model will be evaluated by our experimental results. 

Future work includes the investigation on mechanical response of three dimensional 

nanocrystal constructed by the same DNA-NP conjugates and a multiscale modeling of red 

blood cell membrane rupturing process. 
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1. Introduction to Coarse-Grained Molecular Dynamics 

1.1.  Background information 

In modern biotechnology and medicine realm, understanding interactions between 

biomolecules and nanostructures are essential for design of many applications including lab-

on-a-chip[1,2] devices for biomoelcular analysis[3], nanoparticle-based diagnostics [4], 

implants[5, 6] and drug delivery techniques. However, the development of nanoscale 

diagnostic or therapeutic devices as well as toxicity assessment is hindered by several central 

questions: (i) development of atomistic and coarse-grained force fields governing the 

interaction of inorganic materials with proteins, lipids, DNA and outer cell surfaces, (ii) 

development of coarse-grained models for biomolecules forming the interface such as 

proteins, glycoproteins, glycolipids, and lipids, (iii) prediction of the energetics and kinetics 

of the adsorption of these materials at the interface, and (iv) modeling the structure and 

dynamics or nanoparticle protein corona. To address above tasks, a quantitative description 

of interaction between engineered nanomaterials and bio-interfaces is required.  

The major obstacle for the successful implementation of the bio-nanotechnologies in 

medicine is the poor understanding of protein-nanomaterials interactions. The properties of 

the nanomaterials when they get in contact with proteins are completely different from the 

original surfaces of the nanomaterials. This new biological identity of the nanomaterials is 

formed via the creation of a new interface between the nanomaterials and the biological 

medium, which is referred to as the bio-nano interface. It seems that methodological issues 

are essential for the predictive description of interactions at the bio-nano interface.  
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A crucial stimuli for the function of these devices is understanding the interaction 

between biomolecules and nanostructures clearly. Molecular dynamics (MD) is well 

established and widely used for investigating the molecular details of biomolecules and 

nanostructures. Its simulation results are not only flexible for us to test 

assumption/theoretical models but also inspire us with interesting phenomenon. However, 

due to the huge structural information of biomolecules and limited computer power, MD 

can only study systems with very small length-scale and time-scale, far less than expected [7].  

A key factor for the simulations is the enormous range of involved time and length 

scales. Biomolecule-nanostructure interface systems span length scales from atomistic sub-

nanometer distances to hundreds of nanometers. From time scale aspect, the protein 

adsorption and desorption is with a corresponding timescale of milliseconds while the 

membrane rearrangement can take even longer. Considering the limited time and length 

scales that Molecular Dynamics can reach, the development of coarse-grained models and 

multiscale methods for these systems is of primary importance. However, it is still 

challenging to model the biomolecule-nanostructure interactions because researchers lack 

consistent, accurate and universal force fields both at atomistic and coarse-grained level. 

Thus, a joint effort have been paid for filling the gaps in molecular level knowledge and 

understanding the essential interactions at bio-nano interface Although it is unrealistic to 

model the complete details of bio-nano interface, the most crucial stage of the process can 

be focused.  

The idea of using a simplified model in computational studies of biomolecules was 

first proposed by Levitt & Warshel for protein folding [8]. Then a much simpler Go  model 

emerged at the same year and successfully solved problems of protein folding, unfolding and 
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fluctuation [9]. This idea grew into the coarse graining method quickly and now is widely 

used by researchers because of its potential of extending the length and time scale of the 

system that can be studied. Coarse-graining approach not only makes the simulation faster 

due to fewer particles and interactions, but also has a faster dynamics due to lower frictional 

forces of the smoother potential [10].  Only the interesting degrees of freedom and main 

physics of given system are preserved in the coarse-grained model simulation. With detailed 

information that doesn’t account for the physics to be studied wiped off, the coarse-grained 

complex physical systems can be simulated over large time and length scale which cannot be 

accessed by all-atom models..  

Not all systems will benefit from a coarse-grained modeling. For some systems and 

some specific phenomenon, all-atom modeling may be required. Before we decide to use 

coarse-grained approach, we must consider whether it is necessary. Cases calling for the 

coarse-grained approach include: (1) unreachable time scale for phenomenon or behavior via 

all-atom modeling; (2) inaccessible length scale of the system via all-atom modeling [11]; (3) 

the studied points are global system properties and/or mechanical behavior rather than 

molecular structure and/or chemical interactions; (4) the results got from coarse-grained 

model have no difference from that from all-atom model but the simulation is much more 

effective. 

After the coarse-graining approach is determined to be utilized for the research, the 

coarse-graining method should be selected. To make a right choice for the coarse-grained 

modeling and potentials, the theoretical frameworks to the coarse-graining method need to 

be understood, which will be explained informatively. The selection of a coarse-grained 

model depends on bio-behaviors to be studied. The same biomolecule can be coarse-grained 
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into different models if different phenomena are studied; the applied potentials also vary as 

different interactions/mechanics are focused. The required elements in a good coarse-

graining framework contain: (1) appropriate coarse-grained topological model for the system; 

(2) proper coarse-grained potentials to define and characterize the bio-system; (3) suitable 

parameters for potentials obtained from all-atom model; (4) validation of coarse-grained 

model [11].  

Even a sea of attempts have been tried to use coarse-grained molecular dynamics to 

study the interfacial phenomena between biomolecules and nanostructures, it is still a big 

challenge to reproduce any phenomenon in the field of bio-nanotechnology due to the 

complex system and obscure interactions between each other. In order to utilize coarse-

graining method better and capture more essence of all kinds of biomolecule-nanostructure 

interaction, the theoretical framework and model formulation have been explained in detail, 

following a short extension that study mechanical properties of a novel membrane with 

nanopores made up of coarse-grained DNA model.  

1.2.   Interaction function and force fields 

Usually the potential functions can be subdivided into three parts: 

Non-bonded: Lennard-Jones or Buckingham, and Coulomb or modified Coulomb, as shown 

in Figure 1. The nonbonded interactions are computed on the basis of a neighbor list (a list 

of non-bonded atoms within a certain radius), in which exclusions are already removed. 
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Figure 1. Typical non-bonded potentials. (a) Lennard-Jones potential. (b) The Coulomb 
Force, Shifted Force and Shift Function S(r), using r1 = 2 and rc = 4. 

 Bonded: covalent bond-stretching, angle-bending, improper dihedrals, and proper dihedrals, 

as shown in Figure 2. These are computed on the basis of fixed lists. 

 

Figure 2. Principles and potentials of bond (a), angle (b) and dihedral (c) 

 

Restraints: position restraints, angle restraints, distance restraints, orientation restraints and 

dihedral restraints, all based on fixed lists. 

1.3.  Theoretical frameworks to coarse-graining method 

Various methods for coarse-graining complex physical systems have been tried for 

describing the biomolecule-nanostructure interaction more appropriately. Each method has 

its own unique characteristics and principles. In overall, all types of coarse-graining methods 

establish models by regarding various residues as different beads; the differences lie on how 

(a) (b) (c) 

(a) (b) 
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to describe interactions of intra-molecules and inter-molecules. Due to a limited length of 

this report, the theoretical frameworks of only a few most popular ones will be discussed. 

1.3.1. Elastic Network Models (ENMs) 

ENMs are the simplest form of coarse-grained model with single uniform harmonic 

potentials instead of detailed atomic potentials between residues. They only consider intra-

molecular interactions, relating to the displacement for atom pair i and j under isotropy 

assumption: 

                                            
CG-ENM ENM= ( )E rφ∑                                                 (Eqn. 1)          

where              

                                       2

ENM r 0

1
( ) ( )

2
r K r rφ = −                                           (Eqn.  2) 

Here the interaction of each pair of atoms is regarded as a harmonic spring bond with 

stiffness rK  and an initial equilibrium distance 0r  
[11]. Different rK  and 0r  

values are 

assigned for different types of interaction. 

The biggest advantage of ENMs is simple, but they lack the necessary description for 

inter-molecules interactions and large deformation from equilibrium conditions. If the 

intermolecule interactions are the concerns of research, other coarse-graining methods 

should be taken.  

1.3.2. Freely jointed chain (FJC) polymer model 

A freely jointed representation for protein macromolecules is a combination of 

intramolecule interaction and intermolecule interaction [11], which can be described as 

below: 
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                      CG-FJC bonded nonbonded FENE WAC
( ) ( )E E E r rφ φ= + = +∑ ∑            (Eqn.  3)  

The finitely extensible nonlinear elastic (FENE) potential is used for connected 

beads and prevents polymer chains from crossing each other:  

                        

2 2

FENE 0 0

0

FENE 0

1
( ) ln[1 ( ) ]     for   

2

( ) 0                                 for  

r
r kr r r

r

r r r

φ

φ

= − − <

= ≥                          (Eqn.  4) 

The WAC potential is the transformation of Lennard-Jones potential truncated at the 

position of the minimum and shifted to zero (ensuring a pure repulsion between molecules) 

thereafter: 

                  

12 6 6
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6
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( ) 4 [( ) ( ) ]      for      2

( ) 0                               for     2

r
r

r r

r
r

σ σφ ε
σ

φ
σ

= − <

= ≥
                         (Eqn.  5) 

FJC potential is suitable for long-chain polymers with relative short persistent 

lengths. But polymers created as FJC model are completely straight and unstretchable, 

disorder can only happen at joints. 

1.3.3. The MARTINI force field 

Based on the fact that all proteins are composed of 20 different amino acids, the 

MARTINI force field was developed by Marrink and coworkers [12] to develop a general 

coarse-grained model for all bio-macromolecules with as few bead types as possible. Each 

kind of amino acids was represented by one bead type as shown in  

Figure 3, assigned with different interaction strengths. Only such four interaction 

types as polar, nonpolar, apolar and charged are created in this force field with 5 level of 

interaction strength of each type.  
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Figure 3. Mapping between the chemical structure and the coarse grained model for DPPC, cholesterol, 

and benzene using MARTINI approach [11] 

 

The expression of MARTINI force field is shown as below as described by Marrink [12]:  

         
MARTINI bonded angle nonbonded el

bond angle LJ el            ( ) ( ) ( ) ( )

E E E E E

V R V U r U rθ

= + + +

= + + +∑ ∑ ∑ ∑
                 (Eqn.  6) 

where bonded and angle potentials are both in harmonic form: 

                              2

bond bond bond

1
( ) ( )

2
V R k R R= −                                          (Eqn.  7) 

                           2

angle angle 0

1
( ) (cos cos )

2
V Kθ θ θ= −                                     (Eqn.  8) 

The expression of nonbonded interactions is Lennard-Jones between interaction 

sites i and j: 

                                       
ij ij12 6

LJ ij( ) 4 [( ) ( ) ]U r
r r

σ σ
ε= −                                       (Eqn.  9) 

If there are charged groups, a shifted Coulombic potential energy function with relative 

dielectric constant ij 15ε =   is applied to the system: 
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     i i
el

0 r

( )
4

q q
U r

rπε ε
=                                               (Eqn.  10)                     

The simplicity and versatility of the parameterization for different biomolecules are main 

advantages of MARTINI force field while its obvious disadvantage is the restriction of 

coarse-graining scale, resulting a still limited time and length scale and ineffective 

computation. 

1.3.4. Bottom-up method for setting up theoretical framework 

Since the biological function of a macromolecule is determined by its structure, an 

excellent coarse-graining method should catch the main characteristic structure of 

biomolecules rather than detailed chemical nature. If you want to set up your own coarse-

grained potentials for your model, firstly you should have a clear understanding about 

relationships of each coarse-grained group. The consideration aspects range from non-bond 

potential, bond potential, angle potential, dihedral potential, improper potential to 

electrostatics. The harmonic expression are the simplest mode for intra-molecule potentials, 

LJ and any transformation of LJ potential are good choices for non-bond interactions. The 

electrostatics can be described by Coulombic potential function. Sometimes other potentials 

are included for specific molecules, for example, the stacking energy should be considered 

for DNA. 

1.4.  Model formulation of coarse-graining method 

Even for the same system, the coarse-graining methods and procedures may be different 

according to the studied phenomenon of the system. Careful consideration must be taken 

ahead about what phenomenon would be studied and the coarse-graining scale of the system. 



 

13 

A universal step-by-step coarse-graining procedure doesn’t exist, but the following factors 

are indispensible in a general coarse-graining framework: 

1. Coarse-grained topological model mapped from all-atom biomolecule structure. 

2. Potentials chosen to define and characterize the behavior of molecules. 

3. Obtain potential parameters for coarse-grained model from all-atom model. 

4. Benchmark case for validating the coarse-grained model with all-atom simulation or 

experimental results. 

1.4.1. Set up the coarse-grained topological model 

Two major approaches for setting up coarse-grained models are residue-based 

coarse-graining [13] and shape-based coarse-graining. Their mapping principles can be 

clearly introduced by their names. CG builder, a plugin in VMD package, is very effective for 

setting up coarse-grained topological model. Sometimes the combination of residue-based 

and shape-based coarse-graining approaches is considered for particular complex structures.  

1.4.2. Characterize potentials for the system 

In the coarse-grained model, it is aimed to use the fewest and simplest— but 

complex enough— potentials to represent the system structure, mechanical properties and 

interactions. After building up the coarse-grained topological model for the system, the 

necessary potentials to characterize the system should be determined.  

In general, the total energy of a coarse-grained system is the sum of all utilized 

potentials: 

system CG CGE E φ= =∑                                                 (Eqn.  11) 
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To describe the total energy, firstly how many kinds of potentials should be applied 

needs to be determined; thereafter, the energy function for each potential will be defined. 

1.4.3. Obtain potential parameters from all-atom models 

After the coarse-graining potentials for the system are chosen, potential parameters 

such as ik , 0r , 0θ  need to be given. For a given structure, Energy Minimization [14] is 

performed with the all-atomistic simulation. After the system reaches the equilibrium state, 

coarse-grained potential parameters can be extracted from the energy function of all-

atomistic simulation [15]. Energy Minimization is especially suitable for obtaining non-

bonded potential parameters. The parameterization of coarse-grained bond strength can be 

determined by uniaxial stretching. A three-point bending test can be utilized to extract the 

bending stiffness of a molecule. The number of required tests depends on the number of 

coarse-grained potentials implemented to describe the system. 

1.4.4. Validation of coarse-grained models 

Once the coarse-graining potentials and parameters are fully-developed, the 

validation of coarse-grained model is necessary to assure an accurate representation. Two 

common validation approaches for validation are comparing results got from coarse-grained 

model with that from all-atomistic simulation or experimental results. Sometimes the 

comparison to all-atom simulation and to experimental results will be combined to verify the 

reasonability of coarse-grained system.  

1.5.   Algorithm flowchart for the coarse-grained molecular dynamics 

A simplified description of the molecular dynamics simulation algorithm is depicted 

in Figure 4. The simulation proceeds iteratively by alternatively calculating forces and solving 
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the equations of motion based on the accelerations obtained from the new forces. Practically, 

almost all MD codes use much more complicated versions of the algorithm, including two 

steps (predictor and corrector) in solving the equations of motion and many additional steps 

for e.g. temperature and pressure control, analysis and output. 

 

Figure 4. Algorithm flowchart for Coarse-Grained Molecular Dynamics 
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2. Biomarker Binding on an Antibody-Functionalized Biosensor 

Surface 

Antibodies have been used as bioreceptors in bio-diagnostic devices for decades, 

whose performances are affected by various factors such as orientation, density, and local 

environment.  While there are extensive works on designing and fabrication of various 

biosensors, little is known about the molecular level interactions between antibodies coated 

on sensor surfaces and biomarkers suspended in medium. In this paper, a coarse-grained 

model for biomarkers binding on an antibody-functionalized biosensor surface is 

constructed to study effects of surface properties and external parameters on antibody 

orientation and biomarkers binding time. The surface interaction type is found to 

significantly influence the antibody orientation and biomarker binding time. A proper 

electric field range is discovered to not only well-orientate antibodies but also steer 

biomarkers toward the surface, consequently reducing the binding time of biomarkers by 

two orders of magnitude. Moreover, a suitable surface coating density of antibodies has been 

proposed to help antibody orientation as well as biomarker binding. These findings can be 

used for rational design of biosensors with higher efficiency and more sensitive detections. 

2.1.  Introduction  

Biosensors are effective tools for early diagnosis of diseases and biochemistry 

analysis.[16] After several decades of efforts, current biosensors have become more 

miniaturized, portable, effective and sensitive than before. Despite the significant progress 

achieved in biosensor developments, the molecular-level understanding of the biomarker 

binding process is still limited, which has hindered the further improvements of biosensors.  
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Various techniques such as electrical, mechanical, magnetic and optical approaches, 

have been applied to achieve better performance of biosensors.[17] Electric field has been 

widely used as an assistant in biosensor design by improving the selection efficiency.[17] The 

effects of electrostatic interactions on the association process of monoclonal antibodies (Abs) 

have been studied and compared with experimental results[17, 18]. The ionic 

concentration[19] and dipole moment of Abs[20] which would cause electrostatic forces 

have been claimed to be able to control the orientation of adsorbed Abs. It has also been 

verified[21] that the affinity and orientation of Abs under the dominance of electrostatic 

forces are different from those under the dominance of van der Waals interactions. 

Although the significance of electrostatic effects has been demonstrated[21-24] by 

researchers from different aspects, its effects on motion of biomolecules are not yet fully 

understood. To reveal the binding process of biomarkers-Abs[25-29] and explore possible 

contributions of electrokinetics on biosensing, a multiphysics computational model at the 

molecular level is needed. 

The surface density of Abs is another important factor in the biomarker binding 

process. The monolayer coverage has been experimentally verified to considerably influence 

the Abs orientation[30-32]. With a reasonable high surface density, Abs are more feasible to 

capture biomarkers[33]. However, it is also observed that extremely high surface density may 

screen each other from binding targets. For example, it is found that Abs are more likely to 

congregate with each other, which is harmful for Abs-antigen binding, at extremely high 

concentrations.[34, 35] Therefore, an optimal surface density of Abs should be chosen to 

achieve the best possible biosensing performance, which calls for a clear understanding of 

effects of Abs surface coating density on Abs orientation and biomarker binding efficiency. 
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It has also been proven that Ab orientations can be controlled by surface properties[36-38], 

thus a lot of studies have been carried out on the correlation between surface properties and 

performances of Abs under different immobilization methods[34],[35].  

This paper aims to develop a multiphysics model to understand the biomarkers 

binding process on Ab-coated surface at the molecular level. Usually, Molecular dynamics 

(MD) is used to capture the detailed dynamics of biomolecules interactions. Given the length 

(micrometers or bigger) and the time scale (microseconds or longer) of our system, pure MD 

simulations are not feasible because the atomistic molecular dynamics modeling is limited to 

simulations on the nanometer and nanosecond scale. Thus, a coarse-grained (CG) MD[39] 

method is proposed to model the interaction of Abs-functionalized surface with biomarkers 

because it not only accesses this time and length scale, but also reduces the computational 

cost[40].   

2.2.  Methods  

2.2.1. CG topology 

The CG biosensing system was constructed as a self-assembled monolayer (SAM) 

coated on Si substrate in a field effect transistor (FET) based biosensor, similar to that in 

Tian et al. [41].  While bio-FET was chosen as a typical biosensor in this work, it should be 

noted that this study of biomarkers binding could be applicable to all kinds of Abs-

functionalized sensors.  

The substrate with a size of 50 nm  50 nm×  was made up of 1824 CG Si[42] beads. 

Each of CG Si beads was mapped from 121 all-atom Si atoms. Alkanethiols were chosen as 

the SAM molecules, each of which consisted of an alkyl chain as the tail group, a (-C-C-)n 
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chain as the back bone and a S-H chain as the head group[43]. In the coarse-graining process, 

each alkyl chain was mapped into one bead that was attractive to the substrate; each (-C-C-)6 

group was mapped into one bead which was neutral to other molecules; besides, the S-H 

groups were mapped into another kind of beads which attached to Abs tightly[23]. The SAM 

length can be adjusted by changing the number of neutral beads. 

Immunoglobulin Gs (IgGs) were used as bioreceptors due to their innate high 

specificity and versatility[9, 44-50] in biosensor design. The IgG contains two light and two 

heavy chains which are linked by disulfide bonds[34]. As shown in Figure 1 (a), each heavy 

chain is constructed by three constant domains denoted as CH1, CH2 and CH3, and a variable 

domain as VH; on the other hand, each light chain consists of one constant domain CL and 

one variable domain VL. Consequently, most of CG models of Abs are formed as a 

characteristic Y-shaped configuration[51] with 12 parts. The CG model of IgG1 was built up 

referring to the 12-bead colloidal model of Abs created by Zhou et al.[52] and the Elastic 

Network Normal-Mode analysis constructed by Chaudhri et al.[34, 35]. The all-atom model 

of the IgG1 molecule was downloaded from the RCSB data bank and was mapped into a 12-

bead CG model in which each bead represented one domain. The CG Ab model was treated 

as symmetric, as shown in Figure 5 (b). The total charge of the CG Ab model was neutral 

but it had dipole moment due to its non-uniform internal charge distribution. The dipole 

moment of Abs was calculated by the Protein Dipole Moment server[34]. The mass, charge 

and indicated domain of each bead are shown in Table 1. 

Furthermore, other topological information such as atom types, bonds, angles and 

dihedrals are plotted in Figure 5. 
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Table 1. Information of each bead in the CG Ab model 

Atoms Mass Charge (eV) Indicated domains 

1,2 12530 -1 CH3 

3,4 11936 0 CH2 

5,9 11030 0 CL 

6, 10 13724 0.5 VL 

7, 11 11908 0.5 VH 

8, 12 10141 0 CH1 

 

 

Figure 5. (a) All-atom model of Ab[26]; (b) Detailed topological information of CG Ab 
model (12 atoms, 4 atom types; 16 bonds, 5 bond types; 16 angles, 5 angle types; 5 dihedrals, 
5 dihedral types.); It should be noted that atoms with the same color don’t mean they are the 
same atom type. (c) CG model of Abs. 

Following the same coarse-graining method, the all-atom model of the biomarker[53] 

was mapped into an arrow-shaped CG model using the residue-based CG method, as shown 

in Figure 6. Four strong binding sites were placed on the head of the biomarker while two 

weak binding sites were located on its tail.  

(a) (b) (c) 
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Figure 6. (a) All-atom model of biomarker[53]; (b) Detailed topological information of CG 
biomarkers (12 atoms, 4 atom types; 14 bonds, 5 bond types; 16 angles, 5 angle types; 5 
dihedrals, 5 dihedral types). It should be noted that atoms with the same color don’t mean 
they are the same atom type.  (c) CG model of biomarkers 

After Abs were immobilized on the substrate surface by SAMs, biomarkers were 

released from a height of 10 nm above Abs. The established CG system for biomarkers 

binding on Abs-functionalized surface is shown in Figure 7. It should be noted that the 

density of SAMs is usually 100 times higher than that of Abs in real situation. However, 

modeling all free SAMs was not necessary and would dramatically increase the 

computational cost in our simulations. Thus, only those SAMs connected with Abs were 

modeled. The motion of each SAM was constrained in a certain zone which was calculated 

out according to the surface coating density of SAMs.  

  

 

(a) (b) (c) 
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Figure 7. Simulation system setup. Four Abs are immobilized on the substrate by SAMs, one 
biomarker is released from a height of 10 nm above Abs.    

2.2.2. CG potentials 

The coarse-grained force field is the sum of inter-molecular and intra-molecular 

interactions, which can be written as:  

                 int inttotal er raU U U= +
                                                      (Eqn.  12) 

The inter-molecular interactions consist of electrostatic and van der Waals 

interactions[35]. The electrostatic interaction is expressed in Debye form while the van Der 

Waals is represented by Lennard-Jones (LJ) potential: 

12 6

int exp( ) 4 [( ) ( ) ]
4

i j ij ij

er coul lj ij

r

q q
U U U r

r r r

σ σ
κ ε

πε
= + = − + −                   (Eqn.  13) 

Where iq  and jq  represent the net charges on CG sites, rε  indicates the effective dielectric 

constant while κ  is the Debye screening parameter. ijε  is the well depth for ijth pair of CG 

sites and ijσ  is the finite distance at which the inter-particle potential for ijth pair is zero. 

Determining the value of dielectric constant for protein solutions has been challenging 

researchers for long[54]. Though a lot of work[53-56] has been done on evaluating the 
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effective dielectric constant in the presence of explicit/implicit water, no consensus has been 

reached on how to calculate it within and between two protein molecules[57, 58]. In current 

study, the values for proteins and solvent are just fixed at the same with that of Chaudhri et 

al.[34].  The exact value of the effective dielectric constant will be studied along with flexible 

proteins models in future. 

The bond, angle and dihedral potentials constitute the intra-molecular interaction, all 

of which are defined based on harmonic approximations of interaction strengths:  

2 2

int 0 0

2

( ) ( )

            ( ) [1 cos( )]

ra bond angle dihedral bond angle

UB UB dihedral

U U U U r r

r r d

κ κ θ θ

κ κ ϕ

= + + = − + −

+ − + + −
                  (Eqn.  14) 

Here bondκ , angleκ , UBκ , dihedralκ  refer to the spring constants for bond, angle, Urey-Bradley 

(UB) and dihedral terms, respectively. 0r , 0θ , UBr   and d  are equilibrium bond, angle, UB 

and dihedral terms respectively.   

All of intra-molecule potential data for Abs were extracted from Ref. [34] while the 

rest were obtained by applying the Energy Minimization (EM) method[26]. The bond and 

angle potential parameters were determined following the work of Brandt et al.[59].  

2.2.3. Validation of CG model 

To ensure the CG model accurately described the molecular motion, a benchmark 

case was performed by comparing diffusion coefficients (Ds) of Abs and biomarkers 

obtained from CG MD results and all-atom results. At 293 K, Abs and biomarkers were 

released in a fluidic box with periodic boundaries. Their diffusion processes were simulated 

by both of all-atom MD and CG model. The effects of solvent were represented by the 

Langevin thermostat.  
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The Ds of Abs and biomarkers were calculated by the simulation results. Based on 

Einstein’s theory, the displacement of a Brownian particle is proportional to the square root 

of the elapsed time.[60] 

 
2| | 6Dt=r                                                                 (Eqn.  15) 

Where  means the time average, r  is the position vector of Abs/biomarkers, t  stands 

for time and D  for the diffusion coefficient. Given r  and t , the diffusion coefficient can 

be calculated.  

The Ds of Abs and biomarkers, calculated from both all-atom model and CG model, 

are listed in Table 2. Referring to the measured value of Abs by Saltzman et al.[61], both all-

atom and CG results for the Ab are within the suggested range, indicating good agreement 

with the experimental results. The Ds of biomarkers from two models were also similar, and 

agrees with the clinical data.[62] This benchmark case illustrated that our CG system have 

captured the essential diffusion motion of Abs and biomarkers.  

Table 2. Diffusion coefficients calculated from two models 

Diffusion coefficient 
Ab (10-7 cm2/s) Biomarker (10-5 cm2/s) 

Calculated value Cited value[61] Calculated value Cited value[62] 

All-atom model 4.421 4.4 ± 1.3 2.101 2.06 

Coarse-grained model 4.852 —— 2.319 —— 

 

Our coarse-grained model can also be validated by comparing the calculated Gibbs 

free energy ( G� ) differences of antibody-biomarker complexes. Following the work of 

Novotny et al.[63], G� of antibody-biomarker complex has been calculated based on both 

full-atomistic and coarse-grained models. G� of antibody-biomarker complex formation in 
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the coarse-grained model was -11.0 kcal while it was -6.8 kcal in the full-atomistic model. 

Overall, the G�  difference of 4.2 kcal between the two models was within the acceptable 

range (difference in the range of 9 3 kcal− ± [63] is reported in Novotny’s work. From this 

result, our coarse-grained model underestimated the strength of antibody-biomarker 

complex. This underestimation will be studied in the future through further refinement in 

the coarse-grained model. 

Orientation factor (α), is derived to describe the orientation of Abs, following a 

similar definition used by Zhou et al. [64]. In our model, the orientation factor is defined as the 

cosine value of the offsetting angle (θ) of Abs from the normal direction of the substrate 

surface, as shown in Figure 7. A larger α indicates a better orientation of Abs which 

represents a higher possibility of binding biomarkers. 

The CG MD simulation was run by the LAMMPS[65] package. The time step for the 

simulation was 0.01 ps. The simulation process was continued until one biomarker bound 

with Abs. The temperature of the system was 293 K. The dielectric constant for the solution 

was 20.0 while it was 1.0 for biomolecules[34]. The NVE integration was applied to the 

system with Langevin dynamics representing the Brownian motion of fluid. Molecules 

interacted with each other by van der Waals and Coulombic forces. Hydrophobic effects of 

solvent to rigid CG structures of Abs and biomarkers have been excluded[34] because the 

solvent is not a necessity in coarse-grained molecular dynamics simulations[66].   
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2.3.  Results and Discussions  

The binding processes of biomarkers under different physical conditions were 

simulated with the developed CG MD model. A typical Ab-biomarker binding process is 

shown in Figure 9. 

Figure 8. Schematic of Ab orientation factor. θ varies from 0 ̊ to 90 ̊ while α is 
constrained in the range of [0,1]. When the Ab is perpendicular to the substrate surface, 
α is equal to 1 which is best for biomarker binding; when the Ab lies flat on the 
substrate surface, α is equal to 0 which is not beneficial for biomarker binding. 



 

27 

 

In what follows, we will discuss the effects of different parameters on Ab orientation 

and biomarker binding time.  

2.3.1. Effect of surface properties 

In order to understand how surface interaction types between Abs and substrates 

influence the Abs orientation and biomarker binding, various interaction types ranging from 

strong attractions to strong repulsions are studied. The attraction types represent the effects 

of hydrophilic interactions while the repulsion types represent the effects of hydrophobic 

interactions[67]. When the surface interaction type is set as attractive, the substrate attracts 

all SAMs, Abs and biomarkers; whereas, when the surface interaction type is defined as 

repulsive, the surface is expected to repel those molecules; thereafter, when the surface 

(a) T = 0 

(b) T = 120 ns 

(c) T = 240 ns 

(d) T = 360 ns 

(e) T = 480 ns 

(f) T = 600 ns 

Figure 9. A typical biomarker binding process. The simulation was run with Ab coating 
density of 1600/µm2, SAM length of 3.2 nm, and electric field strength of 0.1 V/m. 
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interaction type is defined as neutral, the surface neither attracts nor repels them. Different 

interaction types are achieved by adjusting the sigma (σ), epsilon (ε) and cutoff distance (rc) 

of LJ potentials between the substrate and other molecules. Potential parameters of the 

substrate under different surface interaction types are listed in Table 3. 

Table 3. Potential parameters between the substrate and other molecules 

Interaction σ (A
o

) ε rc (A
o

) 

Strong 6.8 1 20.4 

Weak 6.8 0.5 20.4 

Neutral 6.8 0 6.8 

Weak 6.8 0.5 6.8 

Strong 6.8 1 6.8 

The SAM length was set as 0.8 nm while the surface coating density was fixed at 

1600/µm2 in this set of simulations. As shown in Figure 10 (a), orientation factors of Abs 

varies from 0.58 to 0.87 if no electric field is applied. When the interaction between the 

substrate and biomolecules is set as strong attraction, most of Abs are found to be tightly 

laid on the surface, referred to the “side-on” as mentioned[60]. When a weak attraction is 

applied, Abs can easily detach from the substrate after absorption, different from the strong 

attachment observed under strong attractions. The neutral interaction was applied by setting 

ε between the substrate and other molecules as zero along with a reflection wall on the 

surface of the substrate. Moving molecules would bounce back once they contact the 

reflection wall.  When the surface interaction type is neutral, Abs oscillate around 30̊ with 

vertical axis, resulting in an orientation factor around 0.73. On the other hand, when the 

interaction is repulsive, the orientation factor is above 0.85, implying that the repulsive 

interaction is more beneficial for the Abs orientations than the neutral or attractive 
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interaction states. With an electric field applied, the orientation factors can be kept above 

0.90, under any interaction types. 

 

The effects of surface interaction type on the biomarkers binding time are more 

complicated than those on Abs orientation because the surface interaction type not only 

affects the behavior of Abs but also impacts the motion of biomarkers. From Figure 10 (b), 

the weak attraction is demonstrated to be most efficient for biomarkers binding. Without an 

electric field, the biomarker binding time is 12.67 µs under the weak attraction, while it is 

larger than 14.50 µs under any other interaction types. A strong attraction may trap Abs onto 

the surface permanently, and decrease the chance of binding Abs which would not happen 

under weak attractions. The repulsive substrate offers better orientation conditions for Abs, 

but also repels biomarkers away when they are close to the surface. According to these 

results, the weak attraction is the most effective interaction type for the binding of 

biomarkers. The same trend is also observed when an electric field is utilized, where the 

(a) (b) 

Figure 10. (a) Orientation factors under different surface interaction types: SA - 
strong attraction, WA - weak attraction, N - neutral, WR - weak repulsion, and SR - 
strong repulsion. (b) Biomarkers binding time under different surface interaction 
types.  
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binding time with weak attractive substrate is the smallest among those five substrate 

interaction types. 

Based on the fact that the weak attraction between the substrate and biomolecules 

helps the binding process of biomarkers most, the following results are all obtained from a 

weak attractive substrate. In future, the detailed study of hydrophobic effects will be 

included in a more precise model with flexible protein structures.   

2.3.2. Effects of electric field strength 

To better understand how an electric field influences Abs orientation and biomarkers 

binding efficiency, electric field with different strengths were applied to the system. The 

value of the electric field strength was set as 0, 0.01, 0.05, 0.1 and 0.2 V/m according to the 

typical range used in biosensors[61, 62]. A higher value of 0.5 V/m beyond the normal range 

was also included for comparison purposes. This set of simulations were carried out under 

the surface coating density of 1600/µm2 and the SAM length of 0.8 and 3.2 nm, respectively.  

Figure 11 demonstrates how the electric field affects the orientation of Abs. The 

time histories of Ab orientation factors under various conditions are plotted in Figure 11 (a). 

Abs fluctuate locally with large angles when there is no electric field. With an electric field, 

the offsetting angles of Abs can be controlled within 20 ̊, which indicates that the 

orientations of Abs are well constrained. Figure 11 (b) and (c) are schematics of Ab 

orientations under different electric field conditions. It is shown that Abs may bend and tilt 

without an electric field, while they are well-orientated and able to bind biomarkers faster 

under an electric field.  
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The variation of Ab orientation factors under different electric field strengths and 

SAM lengths are shown in Figure 12 (a). The electric field has little impact on Abs 

orientations if its strength is smaller than 0.05 V/m; however, when it increases from 0.05 

V/m to 0.2 V/m, the Ab orientation factor will increase dramatically; after its strength goes 

Figure 11. (a) Time history of Abs orientation factors under different conditions. 
The blue solid line is the time history of Ab orientation factors with an electric field 
strength of 0.1 V/m and SAM length of 0.8 nm; the black solid line is the time 
history of Ab orientation factors with an electric field strength of 0.1 V/m and 
SAM length of 3.2 nm; the red dashed line is the time history of Ab orientation 
factors without an electric field and SAM length of 0.8 nm; the green dashed line is 
time history of Ab orientation factors without an electric field and SAM length of 
3.2 nm. (b) A typical snap shot of Abs orientation without an electric field. (c) A 
typical snap shot of Abs orientation with an electric field. 
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above 0.2 V/m, further rising of the electric field strength will no longer influence the 

orientation of Abs apparently. It is also shown that shorter SAMs are more beneficial for 

Abs orientations because a longer SAM will make the Abs more prone to fluctuations. 

However, the influence of SAM length on Abs orientation is much less dominant compared 

to that of electric field.  

 

Effects of the electric field on biomarkers binding time are shown in Figure 12 (b). 

The application of an electric field is shown to reduce the biomarker binding time by two 

orders of magnitude, from µs to ns. The biomarker binding time varies from 10 µs to 100 µs 

without an electric field, while it is less than one µs with an electric field strength of 0.1 V/m. 

Moreover, the correlation between electric field strengths and biomarkers binding time is 

nonlinear. When the field strength is smaller than 0.05 V/m, the electric field is weak and 

consequently has little impact on the biomarker binding time. Field strengths exceeding 0.05 

V/m lead to a dramatic reduction in binding time; however, further increase of the electric 

field strength above 0.2 V/m will no longer reduce the binding time apparently.  

(a) 

Figure 12. (a) Abs orientations under different electric field strengths and different 
SAM lengths. (b) Biomarker binding times under different electric field strengths and 
different SAM lengths. 

(b) 

0 0.1 0.2 0.3 0.4 0.5

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

Electric field (V/m)

O
ri
e

n
ta

ti
o

n
 f

a
c
to

r

 

 

L=0.8 nm

L=3.2 nm

0 0.1 0.2 0.3 0.4 0.5
10

-1

10
0

10
1

10
2

Electric field (V/m)
B

in
d
in

g
 t

im
e
 (

 µs
)

 

 

L=0.8nm

L=4.0nm



 

33 

2.3.3. Effects of surface coating density 

The vital role of surface coating density in biosensor efficiency has been verified by 

many experimental studies[26, 68-70], while our aim is to get a better understanding of the 

quantitative relationship between the coating density and biomarkers binding time. The 

coating density is adjusted by changing the number of Abs that are uniformly distributed per 

square micron on the substrate surface. In this set of simulations, the surface coating 

densities were selected as 100/µm2, 625/µm2
， 1111/µm2, 1600/µm2, 3086/µm2 and 

6400/µm2, with an electric field strength fixed at 0.1 V/m and a constant SAM length of 0.8 

nm. The effects of coating density on Ab orientation factors and biomarker binding times 

are illustrated in Figure 13. 

The surface coating density affects the orientation of Abs nonlinearly. As shown in 

Figure 13 (a), a higher surface coating density is more helpful for Abs orientation. When the 

surface coating density of Abs is 6400/µm2, under which condition Abs have covered the 

whole surface without overlapping, the Abs orientation factor is maintained at 0.97 even 

without an electric field. With smaller surface coating density, Abs have more free space to 

move which results in a larger variation in orientations. When the surface coating density is 

smaller than 2000/µm2, the Abs orientation factor decreases almost linearly with the coating 

density. For extremely small surface coating densities without an electric field, the Ab 

orientation factor can decrease to 0.72. However, with the assistance of an electric field, the 

Abs orientation factor can be controlled above 0.94 no matter how small the coating density 

is.  
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Figure 13 (b) illustrates that the surface coating density can largely decrease the 

binding time of biomarkers: increasing the surface coating density from 100/µm2 to 

6400/µm2 can reduce the biomarker binding time from ms to µs even without an electric 

field; a higher surface coating density leads to a shorter binding process of biomarkers. It 

should be noted that these results are obtained under the situation where Abs are never 

dense enough to block each other. If the surface coating density is so high that Abs are 

blocked by each other, the binding capabilities of this surface would be reduced. Under this 

condition, a higher surface coating density is not beneficial for the binding of biomarkers any 

more. But this strategy is still widely used in the biosensor application because it can prevent 

Abs from being washed away by the fluidic flow.  

2.4.  Conclusions  

A CG MD model has been developed to study effects of surface interaction type, 

electric field strength, and surface coating density on biomarkers binding process. The CG 

multiphysics computational model has been validated by the fact that CG model results were 

(a) (b) 

Figure 13. (a) Effects of surface coating density on Abs orientation factor. (b) Effects 
of surface coating density on biomarkers binding time.  
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consistent with full-atomistic results when simulating the diffusion process of Abs and 

biomarkers in the stationary fluid. It should be noted that this is an initial study without 

testing the convergence of the model, a more refined model will be established in future 

investigations. 

The surface interaction type can affect behaviors of both Abs and biomarkers. With 

the same physical condition settings, the strong repulsive substrate offers the best 

orientations for Abs while the strong attraction makes the orientations of Abs less favorable 

for biomarker bindings. However, the weak attraction between the substrate and other 

molecules is the most effective for the binding process when compared with the strong 

attraction, neutral, and repulsions. 

Meanwhile, the electric field is capable of well-orientating Abs and guiding 

biomarkers toward the substrate, which consequently reduces the binding time and enhance 

the efficiency. The influence of the electric field is negligible when its strength is smaller than 

0.05 V/m. A strength ranging from 0.05 V/m to 0.2 V/m, is found to dramatically reduce 

the binding time of near-surface biomarkers. Further ascending the electric field strength 

when it is already above 0.2 V/m will not cause extra decrease of the biomarker binding time 

noticeably. 

Lastly, a higher surface coating density of Abs is favorable for the efficiency of the 

biosensor system. The binding time changes exponentially with the surface coating density 

and reduces nearly by two orders of magnitudes when the coating density increases from 

100/µm2 to 6400/µm2. A denser surface coating can assure a satisfying orientation of Abs in 

comparison to sparser ones that don’t affect the orientation of Abs at all.  
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In conclusion, weak substrate-biomolecule attraction, medium electric field strength, 

and high surface coating density are found to be most effective for fast biomarker binding.  

The results of this paper provide an understanding of biomarker binding process at 

molecular level and guidance to improve biosensor performance. 
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3. Mechanical properties of nanoworm assembled by DNA and 

nanoparticle conjugates 

Recently, DNA-nanoparticle conjugates have been widely used as building blocks for 

assembling complex nanostructures, due to their programmable recognitions, high cellular 

uptake and enhanced binding capabilities. In this study, a nanoworm structure, which can be 

applied in fields of drug targeting, image probing and thermal therapies, has been assembled 

by DNA-nanoparticle conjugates. Subsequently, its mechanical properties have been 

investigated due to their importance on the structural stability, transport and circulations of 

the nanoworm. Stiffness and strengths of the nanoworm under different deformation types 

are studied by coarse-grained molecular dynamics simulations. Effects of temperature, DNA 

coating density and particle size on mechanical properties of nanoworms are also thoroughly 

investigated. Results show that both resistance and strength of the nanoworm are the 

weakest along the axial direction, indicating it is more prone to be ruptured by a stretching 

force. In addition, DNA strands are found to be more important than nanoparticles in 

determining mechanical properties of the nanoworm. Moreover, both strength and 

resistance in regardless of directions are proved to be enhanced by decreasing the 

temperature, raising the DNA coating density and enlarging the particle size. This study is 

capable of serving as guidance for designing nanoworms with optimal mechanical strengths 

for applications. 

3.1.   Introduction  

DNA[71-73] and nanoparticle (NP) conjugates[74] have been widely used as building 

blocks[75, 76] to construct complex one-, two- and three-dimensional structures[77-84] with 
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novel plasmonic[85-87], magnetic[76, 84, 88-90], luminescent[89, 91-93], catalytic[94-97], 

optical[98, 99], and electrical[100] properties. DNA-NP conjugates were firstly introduced by 

Mirkin et al.[101, 102] and then developed by many researchers to create structures at 

nano[103-106] and micro scale[107, 108]. The DNA-NP conjugate is mainly composed of 

the inorganic core and the DNA shell. The core acts as a scaffold for orientating DNAs into 

dense arrangements and provides physical and chemical properties to the structure. The 

DNA shell offers higher binding strengths, duplex stabilities[74, 84, 102], and enhanced 

cellular uptake without transfection agents[109]. Thus, the conjugate possesses multiple 

properties which have ensured its applications in fields of intracellular gene regulation[105, 

110], molecular diagnostics[111-115], intracellular probe[116] and material synthesis[117-

120]. When used as material synthesis blocks, one distinguishable advantage of DNA-NP 

conjugates is that their structural parameters such as NP diameter, shape, DNA length, and 

sequences can be tuned independently.  

A nanoworm structure has been created by DNA-NP conjugates for its potential 

applications in fields of drug delivery[121, 122], image probing[123] and thermal 

therapy[124-126]. This chain-like structure is small enough to be influenced by Brownian 

forces yet large enough to be observed by ordinary light microscopy.[127] When applied 

under certain circumference[128, 129], it is required to have targeted delivering ability and a 

long enough circulating time in the blood flow[127]. Only with adequate mechanical 

strength, the nanoworm can avoid being ruptured by local flow stress, deliver drugs to 

infected regions effectively and improve the ability to target and image tumors[130]. 

Mechanical strengths of the nanoworm have been experimentally verified to be influenced 

by structural parameters such as the size and shape of NPs[131], DNA sequences and strand 
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lengths[132], coating density and the ratio of DNA length to NP diameter[133]. Gang et al. 

found that the stability of one dimensional structure is highly related to the interparticle 

distance and hybridized sequences between two particles[105]. Leventis et al. also observed 

that the strength of  nanoworm can be obtained by choosing silicon or vanadia as colloid 

materials[134]. In addition, Biswal et al. investigated relationships of the stability of DNA-

linked colloidal chains and the external magnetic field strength, DNA length and coating 

density[107]. However, a systematic relationship between mechanical properties of the 

nanoworm and structural parameters has yet to be studied. Our goal is to study effects of 

physical conditions and structural parameters on mechanical properties of the nanoworm to 

enhance their stability and transport ability.  

Considering difficulties of experimentally measuring mechanical strength at 

molecular level[79, 132, 135-141], a Molecular Dynamics (MD) simulation model for DNA-

NP interactions is developed. The most essential part for the model is to capture significant 

characteristics of DNA, such as the hybridization ability, melting transition, stiffness and 

binding strength. Thus, a proper DNA model is needed. Existing full-atomistic DNA 

models cannot access the required length and time scales of our system, due to large 

quantities of strands used in the structure. Therefore, a proper coarse-grained (CG) model 

with minimal number of degrees of freedom should be used to capture significant 

characteristics of DNA. Pablo et al. have developed a new 3 Site-Per-Nucleotide (3SPN)[130, 

142, 143] CG model which retains important properties for DNAs. This model can be easily 

implanted into existing molecular dynamics packages LAMMPS[144]. So it is directly used in 

our system to represent behaviors of DNAs. 
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This paper aims to analyze the stiffness and strength of the nanoworm under 

different types of loadings with the developed CG MD model. Influences of the 

temperature, DNA coating density and particle size are also studied on mechanical 

properties of the nanoworm to achieve optimal designs of this structure. 

3.2.   Methods  

A CG MD model is built up to examine detailed molecular interactions of 

nanoworm assembled by DNA-NP conjugates. DNA strands are represented by 3SPN2 

model[145] while each NP is modeled as a single spherical particle[105] with specific 

diameters and masses. Total potential (U ) for the system can be categorized into two 

sections: potentials involving NPs ( 'U ) and potentials purely for DNAs ( ''U ). 

            'U  includes interactions among NPs as well as those between NPs and DNAs. Non-

bonded part for 'U  is mainly made up of repulsive forces among NPs and weak attractions 

between DNAs and NPs. The repulsive forces among NPs are expressed by a truncated 

Lennard-Jones (LJ) potential with a cutoff distance equal the sigma value.  

12 64 [( ) ( ) ]          ,    

            = 0                                      

                                                       =                       

ij ij

NP NP ij c

c

c ij

U r r
r r

r r

r

σ σ
ε

σ

− = − <

≥        (Eqn.  16) 

Where ijε  is the well depth for thij  pair of CG sites and ijσ  is the finite distance at which 

the inter-particle potential for thij  pair is zero. It should be noted that this modeling method 

for NPs is only available when the ratio of NP diameter to DNA length ( rζ ) is relatively 

small (<5) because there is no direct contact between NPs due to the thickly and densely 
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packed DNA shell. As long as rζ  is large enough to have direct contact between NPs, the 

contact potentials[146, 147] for NPs should be considered. 

The weak attraction between NPs and DNA strands are described by LJ/cut potential with a 

cutoff distance equal 2.5 times of sigma value. Parameters for these potentials are obtained 

using Energy Minimization method[3, 148].  

12 64 [( ) ( ) ]          

              = 0                                       

                                                          2.5

ij ij

DNA NP ij c

c

c ij

U r r
r r

r r

r

σ σ
ε

σ

− = − <

≥
=

                      (Eqn.  17) 

DNA strands are connected to NPs by fixing ends of each strand onto the surface of 

NP, so no bonded interaction exists in the NP-NP and NP-DNA section. Therefore, 

potentials involving NPs ( 'U ) can be summarized as  

' '

nb DNA NP NP NPU U U U− −= = +                                                  (Eqn.  18) 

Potentials purely for DNAs ( ''U ) are made up of non-boned part ( ''

nbU ) and bonded 

section ( ''

bU ). The non-bonded potential for DNA ( ''

nbU ) is can be summed as[145]  

''

nb exe bstk cstk bp elecU U U U U U= + + + +                                           (Eqn.  19) 

Where exeU , bstkU , cstkU , bpU  and elecU denote excluded volume effects, intra-strand base 

stacking, inter-strand cross-stacking, base pairing interactions and screened electrostatic for 

DNA strands, respectively. 

The bonded potentials for DNA ( ''

bU ) are made up by bond, angle, and dihedral 

sections,  

''

b bond bend torsU U U U= + +                                                   (Eqn.  20) 
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where bond potentials ( bondU ) are harmonic and anharmonic, angle section ( bendU ) is 

harmonic and the dihedral contribution ( torsU ) is given by a Gaussian well. Detailed 

introductions of each term are described as[145] 

2 4

0, 0,( ) 100 ( )
bonds

bond b i i b i i

i

U k r r k r r= − + −∑                              (Eqn.  21) 

2

0,( )
bends

bend i i

i

U kθ θ θ= −∑                                                                         (Eqn.  22) 
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2

,

( )
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i i
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i i

U kϕ
φ

φ φ
σ

− −
= −∑                                     (Eqn.  23) 

Where bk  and 0,ir  are the force constant and equilibrium bond length for bond i  ; kθ  and 

0,iθ  represent the force constant and equilibrium angle for angle i ; kφ , 0,iφ  and ,iφσ  denote 

the well-depth, equilibrium angle and Gaussian well-width of dihedral i , respectively. 

After established CG force field for the system, topologies for the model should be 

developed. The first step is to design the coating DNA strand. Referring to Figure 14 (a), the 

coating DNA consists of three parts: a spacer section which is a single strand with 10 

Thymines (Ts), a bridging section that is the double strand with Cytosine-Guanine (C-G) 

pairs and a linker which is a single strand. The linker has palindromic sequences[149], so it 

can form interparticle-linkages by hybridizing with other linkers on adjacent NPs. After the 

coating DNA strand is designed, the DNA-NP conjugate is assembled with specific 

structural parameters. The model for an assembled DNA-NP conjugate is shown in Figure 

14 (b), followed by a nanoworm constructed by conjugates in Figure 14 (c). 
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Two benchmark cases have been performed to validate the CG MD model of DNA-

NP conjugates from both mechanical and structural aspects. In the first case, mechanical 

properties of DNA strands are tested by tensile load following the work of Piana et al.[150], 

as shown in Figure 15 (a).  Physical settings for the tensile test of DNA strands, 

energy/force-extension curves of our model and those of Piana et al.[150] are demonstrated 

in Figure 15 (a) (I), (II) and (III), respectively. The energy/force- extension curves obtained 

from our model has been found to agree well with results reported in Ref.[150], indicating 

our model has sustained fundamental mechanical properties of DNA strands. In the second 

case, the internal structure of dimmers assembled by DNA-NP conjugates is also studied 

and compared to results of Gang et al.[151], as shown in Figure 15 (b). It is clear that the 

relationship between the inter-displacement of NPs ( nD ) and the length of coating DNAs 

(represented by numbers of DNA bases) in our dimer agrees well with that of Gang et 

al.[151]. 

(a) (b) (c) 

 

Figure 14. CG topological models for (a) coating DNA, (b) DNA-NP conjugate and 
(c) the nanoworm constructed by conjugates 
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Figure 15. Benchmark cases for the CG model. (a) Mechanical properties of DNA by pulling 
test. (I), (II) and (III) are the physical settings for the tensile test of DNA strands, the 
energy/force-extension curves of our model and results reported in Ref.[150], respectively.  
(b) Internal structure of the dimer assembled by DNA-NP conjugates. (I) is the dimer 
structure assembled by DNA-NP conjugates, (II) is the comparison of the dependence of 
inter-particle distance on DNA length (number of DNA bases) of our model and that of 
Gang et al. [151] 

 

With validated DNA-NP conjugate model, the nanoworm structure is assembled and 

its mechanical properties are studied. Displacement/twisting controlled testing methods are 

applied to deform the nanoworm. During the stretching process, moving periodic boundary 

conditions (PBCs) are applied on the X direction. To elongate the nanoworm, the simulation 

box is extended by 10 nm per nanosecond, as shown in Figure 16 (a). In bending process, a 

three-point bending test approach is used as depicted in Figure 16 (b): displacements of twp 

end NPs along Y and Z directions are constrained while the middle NP is assigned a 

displacement of 10 nm per nanosecond along the Y direction. To twist the nanoworm, each 

end NP is twisted by 30◦ per nanosecond via opposite directions while the middle NP is set 

(a) 

0 20 40 60 80

25

30

35

40

Number of DNA bases

In
te

rp
a

rt
ic

le
 d

is
ta

n
c
e

 (
n

m
)

 

 

Our model

Oleg Gang

(I) 

(II) 

(I) 

(II) 

(III) 

(b) 



 

45 

free, as shown in Figure 16 (c). It should be noted that PBCs are not applicable in the 

bending and twisting processes, thus the results are slightly affected by the size constraints.  

 

To describe the nanoworm’s ability to resist deformation and avoid rupture, the 

stiffness and the strength are imported. The stiffness is defined as the ratio of force applied 

on the body to the displacement along the same direction of the force during the elastic 

deformation phase. The strength is defined as the critical energy needed for rupturing the 

nanoworm. Another parameter, de-hybridization ratio of DNAs (ξ), is also derived to depict 

the variation of interparticle linkages during the deformations. It is defined as the ratio of the 

number of instantaneous de-hybridized pairs to the number of original hybridized pairs. The 

nanoworm is regarded as damaged when ξ is not equal 0 and is treated as ruptured when ξ 

reaches 100%. 

Effects of temperature, DNA coating density and NP size on the mechanical 

properties of the nanoworm structure are also investigated extensively with this model. 

Simulations are run by the LAMMPS[65] package with a time step of 1fs at 293 K. The salt 

concentration is fixed at 100 mM. The dielectric constant for NPs is 11.0[152] while it is 1.0 

for biomolecules[34]. The NVE integration is applied to the system with Langevin dynamics 

representing the Brownian motion of fluid.  

(a) (b) (c) 

Figure 16. Loading conditions for the nanoworm in processes of (a) stretching, (b) 
bending and (c) twisting. Ds, Db and θt represent the stretching displacement, bending 
displacement, and rotating angles, respectively.  
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3.3.   Results & Discussions 

In this section, snapshots for stretching, bending and twisting processes of the 

nanoworm are shown first to illustrate its deformations; then, mechanical properties of the 

nanoworm are analyzed based on simulation results; next, roles of inorganic and organic 

molecules in determining the stiffness and strength of the structure are discussed; finally, 

effects of physical condition and designing parameters on mechanical properties of the 

nanoworm are described in detail. 

3.3.1. Snapshots for stretching/bending/twisting processes 

Figure 17 shows a typical stretching process of the nanoworm with an NP diameter 

of 30 nm, DNA length of 6.8 nm and coating density of 5 25.35 10  strands/um×  at 298 K. 

The connected DNAs strands between each NP are pulled straight first. Then interparticle 

linkages are separated gradually through dehybridization. The nanoworm is regarded as 

ruptured once interparticle linkages no longer exist in the system. The nanoworm stretching 

is treated as the quasi-static process because no inertia effect is observed.  

 

Figure 17. Snapshots for the stretching process of a nanoworm. δ represents the 

extension which equals 0nL L− ( 0,1, ,5n = ⋅⋅ ⋅ ). 

(a) δ0 = 0 nm (b) δ1 = 6 nm  (c) δ2 = 12 nm 

(d) δ3 = 18 nm (e) δ4 = 24 nm 
(f) δ5 = 30 nm 
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Figure 18 presents a standard bending process of the nanoworm with the same 

configuration in stretching process. At early stage, the nanoworm only need to overcome the 

trivial resistance caused by the original sinuous geometry and ionic interactions; then, the 

connected strands between each NP are pulled straight, chemical bonds stretching happen 

during this period; next, dehybridization of linkages starts after the elastic deformation of 

connected strands reaches maximum state; finally, the nanoworm is ruptured when one NP 

is isolated from other NPs. 

 

Figure 19 exhibits the typical twisting process of a nanoworm with the same 

configuration as that in stretching process. The nanoworm is twisted continuously until it is 

totally ruptured. To help readers observe how the linkers are broken during this twisting 

process, strands which still have interparticle linkages are marked as red in Figure 19. 

Different from stretching and bending processes, the twisting process causes more severe 

damages to the nanoworm, as shown in Figure 19 (e) and (f). A large quantity of 

Figure 18. Snapshots for the bending process of a nanoworm. δ represents the 
deflection. 

(a) δ0 = 0 nm (b) δ1 = 6 nm  (c) δ2 = 12 nm 

(d) δ3 = 16 nm (e) δ4 = 20 nm (f) δ5 = 26 nm 
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dehybridizations of DNAs occurs in bridging sections, resulting in disintegration of coating 

DNAs, which merely happens in stretching and bending processes. 

 

3.3.2. Mechanical properties of the nanoworm 

Figure 20 shows the energy variation and de-hybridization ratio of nanoworm during 

deformations. The tested nanoworm has a NP diameter of 30 nm, DNA coating density of 

5 210.7 10  strands/ mµ× , and DNA length of 6.8 nm. During early stages of each process, 

the nanoworm barely deforms and the energy changes slightly. If continuous 

displacement/twisting is added, the nanoworm goes through elastic deformation phase and 

the energy increases rapidly and linearly. At this stage, connected DNA strands are gradually 

pulled straight without occurrence of dehybridizations; the nanoworm can return to the 

original structure upon unloading. The strain rate corresponding to the maximum elastic 

deformation is approximately 75%. However, if external force is continued after the 

nanoworm has exceeded the maximum elastic deformation, dehybridizations of interparticle 

linkages occur severely. Deformation of the nanoworm caused by dehybridization of DNA 

(a) θ0 = 0◦ (b)  θ1 = 60◦ (c) θ2 = 120◦ 

(d) θ3 = 180◦ (e) θ4 = 240◦ (f) θ5 = 300◦ 

Figure 19. Snapshots for the twisting process of a nanoworm. θ represents the 
twisting angles.  Strands which still have interparticle linkages are marked as red.  
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strands is irreversible, similar to the plastic deformations. Energy crawls up and fluctuates 

around the peak value when the nanoworm begins to rupture. When the nanoworm is 

ruptured completely, energy decreases sharply.  

The obtained stretching, bending and twisting stiffness of the nanoworm are 42.26, 

117.64 and 64.21 2/ ( )Kcal mol nm⋅ , respectively. Thus, the bending resistance of 

nanoworm is the largest, followed by twisting and stretching resistances. The critical 

stretching, bending and twisting energy of the nanoworm are 9407.4, 12269.0 and 13252.4 

/Kcal mol , respectively. Therefore, the twisting strength of nanoworm is the highest while 

its stretching strength is the lowest. In another word, the easiest way to deform or rupture a 

nanoworm is to elongate it. Different from stretching and bending processes, a small energy 

increment in the twisting process is observed after the nanoworm is ruptured due to severe 

entanglements of DNA strands. 

Dehybridization ratio– extension curves under different deformations are plotted in 

Figure 20 (b). During each mechanical test, the de-hybridization of DNAs doesn’t occur 

unless at least one connected DNA strand reaches the maximum deformation. The 

dehybridization happens most violently when the energy reaches the peak value and 

fluctuates around. The dehybridization ratio reaches 100% when the nanoworm is ruptured 

completely. 
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To study the role of DNA strands in mechanical properties of the nanoworm, energy 

variations per DNA strand versus deflections of nanoworms with different NP diameters are 

obtained. The energy-deflection curve for the bending process is analyzed as a representative 

case, as shown in Figure 21 (a). Both strength and stiffness of the nanoworm with an NP 

diameter of 10 nm are similar to those with the NP diameter of 30 nm. More importantly, 

the critical bending energy per strand is about 147.7 Kcal/mol regardless of NP sizes, 

matching the value of 144.38 Kcal/mol reported by Biswal et al [153]. The only difference 

caused by NP size is the energy wriggles around the peak value for a longer time, which 

could be explained by more connected strands in larger NPs. Similar results are found in 

stretching and twisting processes. Thus, it is concluded that the properties of DNA, such as 

sequences and number of bases, play more essential roles than NP size in determining 

mechanical properties of the nanoworm. This conclusion is also claimed by Luo et al.[154] 

and Jaeger et al.[155].  

(a) (b) 

Figure 20. Energy and dehybridization ratio variations during different deformation 
processes: (a) Energy-extension curves of the nanoworm. (b) Diagram of 
dehybridization ratio to extension under three mechanical processes. 

0 10 20 30 40
0

20

40

60

80

100

Extensions (nm)

D
e

h
y
b

ri
d

iz
a

ti
o

n
 r

a
ti
o

 (
%

)

 

 

Stretching

Bending

Twisting



 

51 

During the deformation process, total energy ( totalE ) can be divided into two parts: 

the deformation energy ( deformE ) to stretch DNA strands, and the de-hybridization energy (

dehybE ) to separate originally hybridized pairs. To understand variations of each kind of 

energies clearly, diagrams of totalE , deformE , and dehybE  versus deflections per strand have 

been plotted in Figure 21 (b). At early moment and elastic deformation stage, totalE  is mainly 

used to deform DNA strands. Thus, deformE  rises up almost simultaneously with totalE . When 

connected DNA strands reach maximum deformation one after another, dehybridization 

occurs at interparticle linkages, dehybE  begins to grow while deformE  starts decreasing. totalE  

fluctuates around the peak value because decrements of deformE  equals increments of dehybE . 

When the nanoworm is ruptured, both deformE and dehybE  decline, resulting in a sharp drop in 

totalE .  

 

Figure 21. Energy variations per strand during the bending process with different NP 
sizes. (a) Diagram of bending energy per strand versus extensions. (b) Variations of 

totalE , deformE  and dehybE  per strand versus extensions. 
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To obtain a better design of nanoworms, effects of temperature, DNA coating 

density and NP size on stretching, bending and twisting properties of the nanoworm are 

investigated extensively. Considering the length of this paper, only their influences on 

stretching properties are illustrated.  

3.3.3. Effects of temperature 

DNA-contained structures are usually refrigerated below 273 K , used in 

experiments at around 293 K and in human body at 310 K. Thus, properties of nanoworms 

are studied in the temperature range of 263 K ~ 310 K. To observe effects of DNA melting 

transitions (melting transition range is 330~360 K) on mechanical properties of the 

nanoworm, the simulation is also carried out at 340 K. 

Figure 22 (a) shows energy-extension curves of the nanoworm under different 

temperatures during the stretching process. From the figure, it can be concluded that at 

normal temperature range from 263 K to 310 K, the stretching energy changes slowly at 

small deformation, increases rapidly at the elastic deformation phase, and decreases suddenly 

after the nanoworm ruptured completely. However, when the temperature is within the 

transition range of DNAs (333~353K[156]), energy increases fast even at early small 

deformations because de-hybridizations of DNA pairs have already occurred at this period. 

The rupture of nanoworms becomes relatively easy and much less energy is needed for this 

process. Actually, the nanoworm will be gradually ruptured even without external force 

when the temperature is within the melting transition range. 

Figure 22 (b) and (c) show that mechanical properties of the nanoworm are affected 

by the temperature nonlinearly. At normal range, the temperature changes both stiffness and 

strength of the nanoworm slightly. However, once the temperature is beyond the melting 
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point, its influence on mechanical properties of nanoworm becomes apparent: both the 

stiffness and strength of the nanoworm at 340 K drop sharply. The stiffness is only 37% of 

that at 263 K while the strength at is 42% of that at 263 K. Moreover, the nanoworm also 

becomes very unstable and would decompose automatically given enough exposure time. 

 

3.3.4. Effects of DNA coating density 

A set of simulations have been carried out to investigate the quantitative relationship 

between DNA surface coating densities and mechanical properties of nanoworm. The 

coating density varies from 51.97 10×  to 5 216.05 10  strands/ mµ× , with NP diameter of 30 

nm and DNA length of 6.8 nm at 293 K. Effects of DNA coating density on stretching 

properties of the nanoworm are shown in Figure 23.  

(a) (b) (c) 

Figure 22. Effects of temperature on stretching property of the nanoworm. (a) 
Stretching energy versus extension. (b) Effects of temperature on stretching stiffness. 
(c) Effects of temperature on stretching strength. 
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Figure 23 (a) shows how diagrams of stretching energy versus extension vary with 

different surface coating densities. It is found that the coating density doesn’t change the 

configurations of stretching energy – extension curves.  

Diagrams of the stretching stiffness and the stretching strength versus surface 

coating densities are separately shown in Figure 23 (b) & (c). Both stiffness and strength are 

observed to be linearly proportional to the coating density. With higher surface coating 

densities, more connected DNA strands are observed between adjacent NPs. This 

consecutively leads to a more rigid and stronger nanoworm. It should be noted that each 

connected strand equally enhances the stiffness of nanoworm by 1.58 2/ ( )Kcal mol nm⋅  

and strengthen the nanoworm by 139.0~147.1 /Kcal mol  in the stretching process, similar 

to results in Figure 21 (a). The total value of stiffness/strength is a multiplication of the 

stiffness/strength per strand and the number of connected strands. Since there is a linear 

relationship between the number of connected DNA strands and the coating density, the 

stiffness/strength of the nanoworm is proportional to the coating density.  

Figure 23. Effects of coating density on stretching property of the nanoworm. (a) 
Stretching energy versus extension. (b) Effects of coating density on stretching 
stiffness. (c) Effects of coating density on stretching strength. 
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3.3.5. Effects of NP sizes 

To study effects of NP size on mechanical properties of the nanoworm, a set of 

simulations are carried out with different NP diameters varying from 10 nm to 110 nm. 

Here, the coating density is fixed while numbers of strands on NPs vary with diameters.  

 

Figure 24 (a) depicts the stretching energy versus extension with different NP sizes. 

It is found that all energy profiles are independent of NP sizes. Figure 24 (b) and (c) show 

effects of NP diameter on stretching stiffness and strength of the nanoworm, respectively. 

Both stiffness and strength increase nonlinearly with an increasing diameter. When NPs 

diameters are smaller than 30 nm, the stiffness and strength of nanoworm increase slowly as 

NPs become bigger. However, when the NP diameter is within the range of 30 ~ 70 nm, the 

stiffness and strength rise up much more rapidly. After the NP diameter exceeds 70 nm, the 

growing ratio of the stiffness/strength becomes relatively small again.  

It has been demonstrated that the number of connected DNA strands directly 

determines the mechanical properties of nanoworms in Figure 21 (a). Thus, the influence of 

NP diameters on mechanical properties of nanoworm can be resolved by effects of NP 
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Figure 24. Effects of NP diameters on stretching processes of the nanoworm. (a) 
Stretching energy versus deflections. (b) Effects of NP diameter on stretching stiffness. 
(c) Effects of NP diameter on stretching strength. 
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diameter on number of connected DNA strands. The NP size determines the number of 

connected strands between adjacent NPs are affected by NP size from three mechanisms: 

firstly, a larger NP has more surface area which enables more DNA strands coated onto it; 

secondly, a bigger NP has a larger hybridization area within which interparticle linkage is 

possible[107]; thirdly, a larger diameter of NPs has a smaller curvature that leads to a smaller 

orientation angle of coated DNA strands[157]. The first two mechanisms enhance the 

possibilities to form connections between adjacent NPs but the third one has reverse effects. 

Besides, NP itself has little effects on mechanical properties of the nanoworm since the 

studied NPs are relatively small that they have no contact with each other due to the densely 

packed DNA shell. In the future, the weight of each mechanism on determining mechanical 

properties of nanoworm will be investigated, with the particle size ranging from nanometers 

to micrometers. This will provide a more profound understanding about effects of particle 

size on mechanical properties of the nanoworm. 

3.4.   Conclusions  

A CG MD model has been developed to study mechanical properties of nanoworms 

under different physical conditions. The model was validated by the fact that both 

mechanical and structural properties of our model agree well with those reported in 

literature. 

Simulation results show that the deformations of nanoworm are mainly caused by 

two parts: elastic deformation of DNA strands and dehybridization of interparticle linkages. 

The deformation of nanoworm cause by the former one can be regarded as reversible elastic 

deformation while that by the latter one is similar to irreversible plastic deformation. In 

addition, the nanoworm is most prone to be deformed and be ruptured by a stretching force. 
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It is also found that DNA is the main determinant for mechanical properties of the 

nanoworm. Contributions of each connected DNA strand to the stiffness and strength of 

the nanoworm are almost the same.  

At low and normal temperature range, the stiffness and the strength of the 

nanoworm decrease slightly with a rising temperature. However, when the temperature goes 

into the melting transition range, both stiffness and strength of the nanoworm are reduced 

extensively because dehybridizations can occur without external force. The nanoworm can 

even decompose automatically at high temperature. Meanwhile, the coating density affects 

mechanical properties of nanoworm by determining the number of connected DNA strands 

between adjacent particles. Since a linear relationship exists between the number of 

connected DNA strands and the coating density, the stiffness and strength increase almost 

linearly along with the coating density. Moreover, a larger NP size leads to a stiffer and 

stronger nanoworm because more connections are formed between adjacent NPs when 

particles are larger. It is also observed that the relationship between NP size and 

stiffness/strength of nanoworm is nonlinear.  

In conclusion, all physical and structural parameters indirectly influence the stiffness 

and strength of nanoworms by directly changing properties and quantities of interparticle 

linkages. The results of this paper can serve as guidance for better designs of nanoworms 

which have versatile potential applications. As consecutive future work, more complex 2D 

and 3D nano-structures will be assembled by DNA-NP conjugates and their mechanical 

properties and potential applications will be studied. 
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4. Mechanical response and potential application of nanosheet by 

DNA-NP conjugates 

Two dimensional nanosheet of DNA-nanoparticle conjugates have become a 

promising platform for developments of chemical sensor, molecular circuit, and mechanical 

analysis tools. Whatever it is used for, the mechanical properties affect its efficiency and 

efficacy in large extent. Thus, a coarse-grained molecular dynamics simulation model has 

been developed to study its mechanical responses under different loadings. Stress-strain 

curves of the lattice are obtained from biaxial stretching and shearing tests and analyzed. 

Effects of hairpin loop structures on mechanical properties of the nanosheet have been 

exclusively studied. Results found they determine the mechanical properties of nanosheet 

significantly. Physical conditions such as the temperature and salt concentration on 

mechanical response of the nanosheet are also discussed. Numerical models for critical 

forces to elastically deform and rupture the nanosheet have been built up, with its accuracy 

validated by simulation results. Force-strain curves also indicate the nanosheet behave like a 

foil sheet. The area expansion modulus is found to be 23.44 10 /N mµ×  and the shear 

modulus is 46.07 10 Pa× . Results of this article can serve as guidance for applying nanosheet 

as a flexible strain sensor. 

4.1. Introduction 

DNA- nanoparticle (NP) cnojugates[74] have been treated as potential building 

blocks[75, 76] for complex, self-assembling materials[77-84] for their versatile chemical[89, 

91-97] and physical[76, 84, 88-90, 100] properties from introduced by Mirkin et al. in 
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1996[84]. Structures assembled by DNA-AuNP conjugates can be classified into three main 

categories: one-dimensional[107, 158-163] (1D), two-dimensional[83, 103, 164-166] (2D) and 

three-dimensional[82, 83, 85, 167-173] (3D) assembly. A 1D nanoworm structure has been 

created by self-assemblies of DNA-NP conjugates and its mechanical properties have been 

studied extensively by coarse-grained molecular dynamics. In this article, a 2D nanosheet is 

assembled by DNA and NP conjugates as a consecutive work. 

Bottom-up fabrications of 2D sheet by DNA and AuNP conjugates have been 

developed by many researchers. Established methods to form 2D lattice of DNA-NP 

conjugates have been successfully developed on both solid and liquid surfaces through 

continuous efforts. Currently main techniques for self-assembling ordered monolayer arrays 

of DNA-mediated nanoparticles on solid surfaces include three general categories[174]: (1) 

distributing colloidal suspensions on the solid substrate by drop-casting[175, 176] or spin-

coating[177] and then dry the solvent; (2) depositing the colloidal suspension onto the solid 

substrate by field-enhanced[178, 179] or molecular interaction-induced[180-184] methods; 

(3) spreading the colloidal suspension of hydrophobic particles on water surfaces, then 

evaporate the solvent, and subsequently transferring NP arrays to solid substrates by 

Langmuir-Schaefer technique[185, 186]. Currently most 2D arrays of DNA capped 

nanoparticles are formed on solid substrate surfaces[174, 184, 187-189], but there is an 

inherent problem in all methods of self-assembling on solid substrate: few solid surface are 

uniform on the nanoscale[174]. Thus, some researchers also formed the 2D sheet on liquid 

surfaces[103, 190, 191].  

The nanosheet assembled by DNA-AuNP conjugates are commonly used as chemical 

sensors to inspect environmental conditions[174], biosensors to detect cancer cell[187], 
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genetic information collection platform[93, 192, 193], as well as molecular electronics 

devices[189, 191, 194-196]. The importance of mechanical properties on its performances 

has been demonstrated by Nienke Geertz and Erika Eiser[197] in 2010. Oleg Gang et al.[103] 

and Dan Luo et al.[154] studied mechanical properties of the 2D nanosheet and found them 

behave like a macroscopic paper or alumina foil: their force-displacement relationships are in 

agreement with the scaling law of elastic sheet[198]. However, a thorough understanding 

about the relationship between stress and strain of the 2D nanosheet has yet to be fulfilled.  

To study the mechanical properties of 2D nanosheet assembled by DNA-NP 

conjugates, a coarse-grained molecular dynamics model for the 2D nanosheet has been 

developed with the same force fields in the last paper. Stress-strain curves of the 2D sheet 

under shearing and stretching will be analyzed with different physical cnditions. Effects of 

connecting DNA structures on mechanical properties of the 2D nanosheet will also be 

studied. In addition, the reproducibility and reliability of mechanical properties of this 2D 

array are evaluated. Based on simulation results, a numerical model will be proposed for the 

elasticity of the 2D array. In future, the numerical model will be evaluated by our 

experimental results. 

4.2. Methods  

Potentials for the system are the same with those to study the mechanical properties of 

nanoworm. Different from the fact that only one type of DNA structure are used for 

assembling nanoworm, two types of DNA strands are utilized in the nanosheet system: the 

single stranded DNA as coating molecule and the hairpin loop serving as connecting DNAs 

between NPs. Structure and sequence designs of these two DNA types are shown in Figure 

25 (a) & (d). The assembling process of nanosheet can be categorized as two stages: 
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fabricating conjugates by coating ssDNA onto NPs and assembling the nanosheet by 

connecting conjugates with hairpin loops. Figure 25 (e) shows a full model of nanosheet and 

(f) represent a simplified one with all coating DNA hidden for clarifying connections 

between each NP. The diameter of NPs used in the system is 10 nm. DNA surface coating 

density is fixed at 5 25.35 10  strands/um× . All physical conditions are set the same as that of 

the experimental work of Dan Luo et al.[154], in order to be comparable with their results. 

 

Two benchmark cases were carried out to validate the CG MD model. The first one 

was to validate mechanical behaviors of DNA hairpin loops. A DNA hairpin loop was 

stretched and its energy/force-extension curve was obtained, as shown in Figure 26. Results 

are found to agree well with experimental data[199], indicating that the our model has 

successfully captured mechanical characteristics of the DNA hairpin loop. 

Figure 25. Constructing 2D nanosheet with DNA-NP conjugates. (a) Coating 
DNA, (b) NP, (c) conjugate, (d) hairpin loop, (e) full nanosheet model, (f) 
simplified nanosheet model 

(a) 

+ 

(b) (c) 

+ 

Step 2: add hairpins to connect conjugates 

(d) 

(e) (f) 

Step 1: assemble the DNA-NP conjugate 
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Figure 26. Benchmark case for the mechanical behavior of DNA hairpin loop. (a) Initial 
setup for the hairpin loop stretching. (b) Force/extension curve of our model. (c) 
Experimental data for force/extension curve[199, 200] 

The second benchmark case is to compare the hardness of nanosheet obtained from 

our model with literature data. A  nanosheet with DNA-AuNP conjugates arrays was 

assembled with the same physical parameters as those in the work of Luo et al.[154]. A 

displacement controlled indentation method is applied to the system as depicted in Figure 27 

(a). All degrees of freedom of peripheral NPs were fixed to avoid the rigid motion and 

rotation of the nanosheet. A displacement of 1 nm per ns was assigned to the middle NP 

along the negative Z direction. The force-displacement curve (Figure 27 (b)) was obtain 

from our system and compared with that from Luo et al.[154] in Figure 27 (c). A good 

agreement was found between our results and the work of Luo et al., indicating that our 

model has captured key characteristics of the 2D nanosheet. 
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Figure 27. Indentation testing of the 2D nanosheet as a benchmark case. (a) Physical settings 
for the indentation. (b) Force-displacement curve of our model. (c) Force-displacement 
curve obtained by Luo et al.[154] 

After establishing the nanosheet model, uni-axial stretching, area expansion and 

shearing tests of the 2D nanosheet were carried out with a displacement-controlled method, 

as shown in Figure 28. Instead of directly adding displacements to particles, we control the 

motion of all molecules by deforming the simulation box. The advantage of deforming the 

simulation box is no energy concentration, which might be caused by non-uniform control 

of particles, will appear in the system. To mimic a quasi-static deformation process, the 

stretching or shearing speed is so slow that kinetic energy of the system can be controlled to 

approximately zero. Periodic boundary conditions (PBCs) are applied in both X and Y 

directions to exclude the size effects on mechanical properties. Effects of structural 

parameters like sequences and numbers of bases in middle or bar sections of hairpin loops 

on mechanical properties of 2D nanosheet assembled by DNA-NP conjugates are 

extensively studied. Simulations are run by the LAMMPS[65] package with a time step of 1fs 

at 293 K. The salt concentration is fixed at 100 mM. The dielectric constant for NPs is 

11.0[152] while it is 1.0 for biomolecules[34]. The NVE integration is applied to the system 

with Langevin dynamics representing the Brownian motion of fluid.  
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4.3. Results and Discussions 

4.3.1. Snapshots for stretching /shearing tests 

Uniaxial-stretching, area expansion and shearing tests have been carried out to 

extract mechanical characteristics of the nanosheet. Snapshots for these different tests have 

been captured for a better understanding of deformation of the nanosheet. Results find that 

the uniaxial-stretching and area expansion share a lot of similarities in deformation, energy 

and force variations. Considering the compactness of this article, only the uni-axial 

stretching and shearing tests are analyzed in detail. Snapshots and energy/force profiles for 

the area expansion process can be found in the Supporting Information. 

Figure 29 shows the deformation of nanosheet under stretching process. During the 

stretching test, the nanosheet was pulled from X direction with free motion in Y direction. 

the deformation of nanosheet consists of four different stages: firstly, the connection 

between NPs which are double stranded DNA were pulled straight; secondly, hairpin loop 

unzipped; thirdly, the unzipped hairpin loop, which turned to be single strand, was pulled 

straight (this phenomenon happens very fast); lastly, connections between NPs, which are 

(b) (c) 

Figure 28. Displacement controlled (a) uni-axial stretching, (b) area expansion and 
(c) shearing tests of the 2D nanosheet.  

(a) 
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bridged by hybridizations between coating DNAs and the bar section of hairpin loop, begin 

to be separated, the rupturing of nanosheet started. 

 

As shown in Figure 30, the nanosheet went through four similar stages with that under 

uni-axial stretching. 

(a) T=0 (b) T=115 ps (c) T=333 ps 

(d) T=562 ps (e) T=633 ps 

Figure 29. Snapshots for area expansion process. For clarity, coating DNAs were 
hidden 
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4.3.2. Energy/Force-Extension Curves 

Time histories of energy for the whole system during the deformations are shown in 

Figure 31 (a). In all processes, an initial energy is seen to deform the box. Then, a small 

energy jump is observed to unzip the hairpin loop from middle sections. Thirdly, a peak 

value of energy is detected for breaking the connections between NPs. More energy is 

needed to rupture the nanosheet by shearing than by stretching. It could be explained by the 

fact that more connections needed to be broken when shearing. In addition, the energy 

needed for the area expansion is two times of energy for uni-axial stretching, corresponding 

to the nature of the area expansion is a multiplication of two uni-axial stretching. 

Force-extension curve and force-shear angle of the nanosheet for stretching is also 

shown in Figure 31 (b) & (c). For reliability, these profiles are obtained by averaging 6 

simulations data. It can be known from the figure that a larger force is needed to unzip the 

(a) T=0  (b) T = 17.1ps  (c) T = 54.1 ps  (d) T = 113.1 ps  

(e) T=187.1 ps (f) T= 233.1 ps (g) T= 248.1 ps 

Figure 30. Snapshots for the shearing process of the nanosheet. For clarity, 
coating DNA were hidden 
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hairpin loop from the middle section. Once the hairpin is unzipped, a small drop is observed 

in the curve because the unzipped hairpin loop is stretched. After the hairpin loop reached 

maximum stretching, a much larger force is called for breaking the connections between 

NPs. During this step, the bar section of the hairpin loops are broken and the nanosheet is 

ruptured consequently. 

 

4.3.3. Effects of DNA Hairpin Loop Structures 

To investigate effects of DNA hairpin loop structures on mechanical properties of 

the 2D nanosheet, three different hairpin loops have been designed and used to assemble 

the nanosheet. Connections formed by coating DNAs and these different hairpin loop 

structures are depicted in Figure 32 (a) ~ (c), assembled nanosheets are shown in (d)~ (f).  

(a) (b) 

Figure 31. (a) Time history of Energy during the stretching and shearing processes. 
(b) Force-extension curve during the stretching process. (c) Force- shear degree 
curve during the shearing process 
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One key point in our model is the hairpin loop have to be unzipped from the middle 

section first. A set of simulations have been run to test what kind of hairpin loop structures 

satisfy our requirement, detailed in the Supporting Information. It is found that the hairpin 

loop should have more C-G pairs in bar sections to make sure the loop will be unzipped 

before the bar sections totally dehybridized from coating DNAs. If the number of C-G pairs 

in the bar section is less than half number of the pairs in middle section, the hairpin loop is 

not appropriate to be used as connections because the hairpin loop will break from the bar 

section first no matter how slowly it is pulled. To check the availability of these hairpin loop 

structures as connections, the stretching test was carried out for each structure similar to the 

first benchmark case.  

(a) (b) 
(c) 

Figure 32. Different types of hairpin loop structures and the correspondingly 
assembled nanosheets. To show how these hairpin loops serve as connections 
between NPs, the coating DNAs of nanosheets are hidden.  

(d) (e) (f) 
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After three types of nanosheet were assembled with different hairpin loops as 

connections, their stretching and shearing behaviors were tested. As shown in Figure 33, 

mechanical behaviors of the nanosheet are mainly determined by the structure of hairpin 

loops, especially the number of C-G pairs in the middle and bar sections. A larger force is 

needed to deform the nanosheet if more C-G pairs are contained in the middle section. 

Similarly, if more C-G pairs are contained in the bar section, bigger forces are required to 

damage the nanosheet. 

  

Figure 33. Effects of hairpin loop structures on mechanical properties of 
nanosheet. (a) Energy-extension curve for stretching process. (b) Energy-strain 
curves for stretching process. (c) Force-extension curve of the nanosheet for 
stretching process. (d) Force-shearing degree curve of the nanosheet for shearing 
process. 
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From the force-extension curves of nanosheets with different hairpin loop structures as 

connections, it is easily seen that the hairpin loop structure affect the mechanical properties 

of nanosheet from two aspects. Firstly, the number of C-G pairs in the bar section 

determines how much force is needed to rupture the nanosheet. Secondly, the number of 

hybridization pairs in the middle section of the hairpin loops is more related to the 

extensions of nanosheet. It could be explained by the deformation process of the nanosheet. 

Four deformation stages exist in the whole process: firstly, the connection as double strands 

extended slightly, the deformation of nanosheet should only overcome resistence brought by 

the salt concentration and nature relaxed configuration of the connections. It should be 

noted that the extension is very small and the energy variation is slight because no chemical 

bond stretching occurs at this stage. Secondly, connections between nanoparticles are 

straightened, chemical bonds in DNAs are stretched, leading to a quasi-linear force-strain 

relation. Thirdly, hairpin loops in connections unzipped slowly, pre-quenched fluorescent 

signals are released out and captured by SEM and transformed to strain information. After 

all pairs in the hairpin loop section are separated, the hairpin loop becomes a straight single 

strand whose ends are still connected to the coating DNAs. As the nanosheet is 

continuously pulled, dehybridization process happened in the bridge section. Compared to 

unzipping hairpin loops, dehybridizing the bridges calls for much larger forces, that’s why we 

observed a big increment in the force-strain curves. Actually this offers convenience for 

experimental operations when using the nanosheet as the strain sensor due to the 

extinguished force difference between unzipping hairpin loops and dehybridizing bridges.  
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4.3.4. Numerical Model for Threshold Force Values 

Two force peaks are observed from the force-strain curves of CGMD nanosheet: the 

first one is for completely unzipping hairpin loops (Fun), the second is for rupturing the 

nanosheet (Fru). When the external force exceeds Fun, the originally quenched florescence in 

hairpin loops are released out and used as signals to represent strains. Once the load of 

nanosheet exceeds Fun, the hairpin loops are completely unzipped and turned out to be a 

single strand. If the external force is continuously loaded, the single strand which is 

transformed from hairpin loop will be pulled straight. This process happened very fast and a 

drop of force is observed. Once the deformation of single strand reaches the maximum 

state, connections between the hairpin loop and coating DNAs begin to be split. This should 

be prevented because it will cause the rupture of nanosheet. Thus, the maximum force 

should be no bigger than Fun. Considering the fact that Fru is usually four to five times larger 

than Fun, we could conclude that there is a safe force region which allows the releasing 

process of fluorescence without rupturing the nanosheet, as shown in Figure 34.  

 

(a) (b) 

Figure 34. Safe level of force range in (a) stretching test and (b) shearing test 
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It is found that both Fun and Fru for a nanosheet are determined by the structures of 

hairpin loops. Fun is determined by the sequences and number of pairs in the hairpin loop 

structure while Fru can be calculated from the sequences and number of pairs in the bar 

section of hairpin loops. As has been stated by other researchers, the force for separating a 

C-G pair is 4.18 pN while that for separating an A-T pair is 1.38 pN, relationship between 

Fun and structures of nanosheet can be expressed as 

2

un

0

( ) (4.18 1.38 )m m T C

l
F a b

l
η η= ⋅ + ⋅ ⋅                                                  (Eqn.  24) 

Where l  denotes the length of the nanosheet, 0l , 
loopa ,

loopb , 
T

η  and 
C

η   represent the initial 

interparticle distance, number of C-G pairs  and number of A-T pairs in the loop section of 

hairpin loop structure, temperature scaling factor, and salt concentration scaling factor 

respectively.  

Similarly, relationship between Fru and structures of nanosheet can be modeled as  

2

ru un

0

( ) (4.18 1.38 ) +b b T C

l
F a b F

l
η η= ⋅ + ⋅ ⋅                                                 (Eqn.  25) 

where 
b
a  and 

b
b  indicate the number of C-G pairs and number of A-T pairs in the bar 

section of hairpin structure.  

The determination of temperature scaling factor and salt concentration scaling factor 

are discussed below. 

4.3.5. Temperature/Concentration Scaling Factors 

In order to get the temperature scaling factor, a set of simulations have been run to 

obtain mechanical characteristics of nanosheet under different temperatures. As shown in 

Figure 35(a) and (b), temperature has little effects on both stretching and shearing processes 



 

74 

of the nanosheet during the normal range. Only when the temperature is within the melting 

transition range, the nanosheet becomes unstable due to the occurrence of hybridizations of 

DNAs. The structure is easier to be ruptured, resulting a weaker strength and unseen 

transition of being ruptured.  Since the nanosheet is usually restored and applied under 

melting point, we only consider the temperature at 273, 293, 303 and 313 K. To get a 

normalized temperature scaling factor, all mechanical data obtained from different 

temperature points are divided by those obtained data at 293 K. Thus, 
T

η  at different 

temperatures are tabulated in Table 4. Each data was averaged by four simulations whose 

differences only lay on their slightly changed initial coordinates of atoms. 

Table 4. Temperature scaling factors 

Temperature (K) 273 293 313 

T
η   1.067 1 0.933 
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Figure 35.  Effects of temperature on Mechanical properties of nanosheet. (a) Effects of 
temperature on free energies in stretching process. (b) Effects of salt concentration on 
free energies in shearing process.  
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The concentration scaling factor can also be calculated following the similar approach 

of obtaining the temperature scaling factor. To understand how ionic concentrations affect 

the mechanical behavior of the nanosheet, a set of simulations were carried out under 

different salt concentrations, ranging from 0.1 mM to 1000 mM. As shown in Figure 35 (b), 

the effects of salt concentration on nanosheet are not very significant, almost linear. 

Following the same normalizing method with temperature section, the concentration scaling 

factors are obtained and tabulated in Table 5. 

Table 5. Salt concentration scaling factor 

Salt concentration (mM) 0.1 10 100 1000 

C
η   0.847 0.924 1.000 1.002 

4.3.6. Evaluation of numerical model 

To evaluate the accuracy of our numerical model, a series of simulations with different 

initial configurations under different conditions have been carried out. Fun and Fru of each 

system have been analyzed from the simulation results and compared with numerical data. 

Table 6 has listed a portion of test work with different initial setup, their simulation 

results and numerical results are also included. For reliability of results, each data is the 

average value of results obtained by four different simulations. These four simulations have 

the same initial structural parameters and environmental factors, their only difference lies on 

the slightly changed coordinates of some atoms without changing the total energy of the 

system after minimization. The calculated Fun from these simulations have been compared 

with numerical results. It is found that the difference between the simulation results and 

numerical results are within 5%. Thus, our numerical model has high accuracy and can be 
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used to predict mechanical characteristics of the nanosheet. In future, the numerical model 

will also be evaluated by experimental results, subsequently. It should be noted that 

simulations included in Table 6 is mainly used to clarify the initial configuration parameters, 

more clarity cases are shown in the Supporting Information. Based on test samples, a good 

agreement has been illustrated between the simulation results and numerical results. 

Table 6. Comparison between simulation results and numerical results under different 
situations 

# 

Initial configuration 
C 

(mM) 

T 

(K) 

Simulation (pN) Numerical (pN) 

nh nh
CG nb nb

CG l(nm) l0 (nm) Fun Fru Fun Fru 

1 30 10 20 10 145.6 23.6 100 293 890.2 2002.1 889.6 2000.0 

2 30 20 20 10 145.6 23.6 100 293 890.0 2447.5 889.6 2448.0 

3 20 10 20 10 145.2 23.6 100 293 889.9 1780.0 889.6 1779.2 

4 20 10 20 20 146.0 23.7 100 293 1336.8 2225.5 1337.6 2227.2 

5 20 10 10 10 53.6 13.4 100 293 668.0 1560.1 668.8 1558.4 

6 20 20 10 10 53.6 13.4 100 293 668.5 2006.9 668.8 2006.4 

7 20 10 10 10 53.7 13.4 10 293 616.2 1211.7 618.0 1214.1 

8 20 10 10 10 53.6 13.4 100 273 715.0 1667.1 713.6 1662.8 

9 20 20 30 20 121.6 30.4 100 273 1664.5 3093.1 1662.8 3090.0 

10 20 20 30 20 121.6 30.4 1000 293 1560.6 2900.9 1561.5 2901.7 

� nh—number of bases in hairpin loop section 
� nh

CG—number of C-G bases in hairpin loop section 
� nb—number of bases in the bar section 
� nb

CG—number of C-G bases in the bar section  
� l—edge length of the nanosheet 
� C—salt concentration  
� T—temperature    
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4.3.7. Material properties of nanosheet 

After aware of the safe force range, the area expansion modulus of the nanosheet will 

be discovered. To ensure the synchronization of florescence signals and strains, the 

nanosheet is pre-stretched until the connection between coating DNA and hairpin loop 

section are stretched to the ultimate state without hairpin loop unzipping. Under such initial 

settings, the florescence signals can be directly used to indicate the strain of nanosheet. 

Then, the nanosheet is bilaterally expanded. The expansion rate is small enough that the 

kinetic energy of the system can be ignored, so the expansion process can be regarded as 

quasi-static process. The force-strain curve of the nanosheet during this period is shown in 

Figure 36 (b). Referring to the work of Lenormand et al.[201], the area expansion modulus is 

described by the linear lateral expansion, as shown in Figure 36 (a), and expressed as  

ka

F

l
=

∆
                                                                                (Eqn.  26) 

Where F  is the force acted on the nanosheet to expand it while l∆  is the linear extension. 

To calculate out the area expansion modulus, the force-extension data has been traced 

during the biaxial stretching process. The fitted data shows 
a
k  of the nanosheet is 

23.44 10 /N mµ× .  
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Shear modulus (ƞ) of the nanosheet is defined as the ratio of shear stress (τxy) to shear 

strain (γxy): 

xy /
=

tan( )xy

F Aτ
η

γ θ
=

∆
                                                        (Eqn.  27) 

where shear stress (τxy) is the ratio of force ( sF ) and A is the area on which the force acts, 

θ∆  is the shear degree, whose definition has been depicted in Figure 37 (a); shear strain 

equals tan( θ∆ ). To obtain the shear modulus, the shear force-shear strain relationship has 

been traced during the shearing process of the first nanosheet, as shown in Figure 37 (b). 

The shear modulus turns out to be 46.07 10 Pa×  , detailed calculation can be found in the 

Supporting Information.  

 

Figure 37. (a) Definition of shear degree. (b) Shear force-shear degree curve of the 
nanosheet 
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Figure 36. (a) Definition of area expansion modulus. (b) Force-strain curve of the 
nanosheet during area expansion 
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It should be noted that the both area expansion modulus and shear modulus of the 

nanosheet are determined by its structural parameters such as sequences, number of bases in 

hairpin loop and bar sections and number of connections between each NP. They are also 

weakly dependent on the temperature and salt concentration. The relationship between these 

parameters and ak  as well as η  is similar to that between these parameters with unF  and ruF

, detailed discussion can be found in the Supporting Information. 

4.4. Conclusions  

A CGMD model for a 2D nanosheet which is assembled by DNA-gold nanoparticle 

conjugates have been established to test mechanical properties of the nanosheet and its 

feasibility of serving as nano strain sensor. Compared to other strain sensors, this nanosheet 

distinguishes itself by the fact that it can be utilized on flexible surface of a freely moving 

arbitrary shaped structure under complex environments. The model has been validated by 

the good agreement between the indentation response of nanosheet and stretching 

properties of hairpin structure obtained from our model with those reported by literature. 

The feasibility of applying nanosheet as strain sensor has been tested by biaxial 

stretching and shearing tests. It is found that the force needed to rupture the structure is 4 

times larger than that to elastically deform it. Thus, a safe force range ensured the potential 

of operating nanosheet to deform elastically without rupturing it. Numerical models are also 

established for calculating safe operating force range and are verified by simulations. Effects 

of physical conditions such as the temperature and salt concentration on mechanical 

properties of the 2D lattice have been included in the numerical model. In summary, the 
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feasibility, reproducibility and reliability of this 2D lattice to serve as a strain sensor have 

been proved. 

Mechanical properties of nanosheet, such as area expansion modulus and shear 

modulus, have been obtained from the model. The area expansion modulus of the 

nanosheet is approximately 23.44 10 /N mµ×  while the shear modulus is 46.07 10 Pa× . 

Future work includes the experimental validation of mechanical properties of nanosheet and 

its application to quantify strains of cells under different loading conditions. 
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