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Abstract

Unlike nuclear fission in present nuclear power plants, where energy is generated by

splitting heavy atoms like uranium, nuclear fusion generates energy by fusing light

nuclei like hydrogen isotopes under high-temperature and high-pressure conditions,

at which the reactants (hydrogen isotopes) separate from their electrons and form an

ionized gas called plasma, which is considered as the fourth state of matter. Contrary

to fission, fusion provides more energy density, poses almost no risk of a catastrophic

nuclear accident, and produces mostly short-term, low-level radioactive waste.

The main difficulty in maintaining fusion reactions is the development of a device

that can confine the hot plasma for sufficiently long time while preventing it from

hitting the walls of the confining device. Among several techniques, magnetic con-

finement appears as the most promising approach. In particular, the tokamak device

is a toroidal device surrounded by large magnetic coils responsible for the magnetic

fields that confine the plasma. A spherical tokamak, or a spherical torus (ST), is a

variation of the conventional tokamak concept. Compared to a standard tokamak,

the ST device extrapolates to a more compact, potentially lower-cost reactor with

higher efficiency of confinement.

Nuclear fusion research is a highly challenging, multidisciplinary field seeking con-

tributions from both plasma physics and multiple engineering areas. As an application
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of plasma control engineering, this dissertation mainly explores methods to control

the current density profile evolution within the National Spherical Torus eXperiment-

Upgrade (NSTX-U), which is a substantial upgrade based on the NSTX device, which

is located in Princeton Plasma Physics Laboratory (PPPL), Princeton, NJ.

Active control of the toroidal current density profile is among those plasma control

milestones that the NSTX-U program must achieve to realize its next-step operational

goals, which are characterized by high-performance, long-pulse, MHD-stable plasma

operation with neutral beam heating. Therefore, the aim of this work is to develop

model-based, feedforward and feedback controllers that can enable time regulation of

the current density profile in NSTX-U by actuating the total plasma current, electron

density, and the powers of the individual neutral beam injectors.

Motivated by the coupled, nonlinear, multivariable, distributed-parameter plasma

dynamics, the first step towards control design is the development of a physics-based,

control-oriented model for the current profile evolution in NSTX-U in response to non-

inductive current drives and heating systems. Numerical simulations of the proposed

control-oriented model show qualitative agreement with the high-fidelity physics code

TRANSP.

The next step is to utilize the proposed control-oriented model to design an open-

loop actuator trajectory optimizer. Given a desired operating state, the optimizer

produces the actuator trajectories that can steer the plasma to such state. The

objective of the feedforward control design is to provide a more systematic approach

to advanced scenario planning in NSTX-U since the development of such scenarios

is conventionally carried out experimentally by modifying the tokamaks actuator

trajectories and analyzing the resulting plasma evolution.

Finally, the proposed control-oriented model is embedded in feedback control

schemes based on optimal control and Model Predictive Control (MPC) approaches.
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Integrators are added to the standard Linear Quadratic Gaussian (LQG) and MPC

formulations to provide robustness against various modeling uncertainties and exter-

nal disturbances. The effectiveness of the proposed feedback controllers in regulating

the current density profile in NSTX-U is demonstrated in closed-loop nonlinear sim-

ulations. Moreover, the optimal feedback control algorithm has been implemented

successfully in closed-loop control simulations within TRANSP through the recently

developed Expert routine.
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Chapter 1

Introduction

1.1 Motivation for Nuclear Fusion

The energy demand is continuously rising as a fast industrial development takes place

in many emerging countries [11]. As shown in Fig. 1.1, the majority of the energy

used on Earth nowadays is extracted from fossil fuels such as coal, oil, and natural

gas. Besides being limited resources, the use of fossil fuels for energy generation is

the main source of carbon dioxide emission, which gives rise to serious environmental

problems such as global warming and climate change [11].

Although renewable energy sources such as wind and solar energy are more en-

vironmentally friendly technologies, they still require significant landmass utilization

in order to be a feasible means of energy generation [12]. It is shown in Fig. 1.1 that

with the current rate of increase of the energy use, the renewables will be able to

supply only around 27% of the global energy demand by the year 2040. For these

reasons, alternative sources of energy need to be found and one of the most promising

candidates is nuclear fusion [11].
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Figure 1.1: World net electricity generation by energy source, 2012-2040. (trillion kilo-
watthours). [4]

Conventional nuclear power plants operate based on nuclear fission, which pro-

duces energy through the splitting of heavy atoms like uranium. Unfortunately, the

by-products of fission are highly radioactive, which require special storage and han-

dling for thousands of years [12]. Fusion is the process that drives the production

of energy in stars, such as the Sun [13]. In a typical fusion reaction, two light nu-

clei collide with each other and fuse together to form a heavier nucleus with a vast

amount of energy release as a by-product [8]. One possible fusion reaction considered

to generate energy is the so-called deuterium-tritium (D-T) fusion reaction (Fig. 1.2),

in which the two isotopes of hydrogen (deuterium and tritium) are fused together

under high pressure and temperature to form a heavier nucleus (helium) and a free

energetic neutron. The D-T fusion reaction of interest can be written as
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Figure 1.2: Schematic of the deuterium-tritium fusion reaction [5]. The products are
helium and a free neutron. The total energy released is 17.6 MeV, out of which 3.5 MeV is
carried by the helium, while 14.1 MeV is carried by the free neutron.

2
1D + 3

1T→ 4
2He + 1

0n + (17.6 MeV) (1.1)

To maintain the above reaction, deuterium and tritium isotopes should be supplied.

Deuterium can be extracted from sea water, while tritium is obtained artifically

through neutron bombardment of lithium through the reaction

6
3Li + 1

0n→ 4
2He + 3

1T (1.2)

Note that the neutron freed in (1.1) is used in (1.2) to produce tritium. Therefore,

the reaction chain (1.1)-(1.2) is self-sufficient with deuterium (sea water) and lithium

being the ultimate fuels, and helium generated as the ultimate product. There is

sufficient lithium supply on Earth to maintain tritium breeding for thousands of

years [8]. Since helium is not a radioactive gas, it can be collected to be used in many

industrial or medical applications. The fueling process of a typical D-T fusion reactor

is illustrated in Fig 1.3(a).

Besides having an abundant fuel supply, nuclear fusion provides more energy re-
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(a) Fueling process of a typical D-T fusion
reactor [8].

(b) Fuel amounts for various energy sources [14].

Figure 1.3: (a) Fueling process of a typical D-T fusion reactor: Fusion reaction takes place
at the center of the reactor, where helium and energetic neutrons are released. High-energy
neutrons hit the lithium blanket (depicted in black), where the reaction Li + n → T + He
takes place to supply tritium fuel for additional fusion reactions. The lithium blanket is also
used to convert the heat energy of the neutrons to electricity in a way similar to most other
powerplants. Helium is stored in tanks to be used for industrial or medical applications.
(b) Comparison of the fuel amounts required to generate the same energy output in coal,
oil, nuclear fission, and nuclear fusion-based power plants.

leased per gram of fuel when compared to nuclear fission and all other fossil fuel alter-

natives (Fig. 1.3(b)). Contrary to fission, fusion poses no risk of a nuclear accident,

generates no material for nuclear weapons, and produces mostly short-term, low-level,

radioactive waste, which can be easily disposed of within a human lifetime [8]. All

these benefits seem to make nuclear fusion a promising alternative energy source that

could be used to overcome any potential energy or environmental crisis in the future.

1.2 Magnetic Confinement and Tokamak Devices

Despite all its benefits, including an abundant fuel supply, achieving controlled fusion

on Earth is challenging. For nuclear fusion to happen, the hydrogen isotopes should

overcome the Coulomb barrier, which normally repels them apart as they are both

positively charged. The higher the temperature of the fuel is, the better the chances
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Figure 1.4: Magnetic confinement approach [6]: If there is no magnetic field imposed
on a plasma, the charged particles are free to move arbitrarily and will eventually leave
the confining vessel. On the other hand, a magnetic field imposes a force on the charged
particles, which causes them to move along the field lines while gyrating around them.

to collide and fuse [11]. Therefore, in a typical nuclear fusion reactor, the tempera-

ture should be raised around 100 million degrees. At much lower temperatures, the

reactants (hydrogen isotopes) separate from their electrons and form an ionized gas

called plasma, which is considered as the fourth state of matter.

The main challenge of nuclear fusion is the development of a device that can

confine the hot plasma for sufficiently long time while preventing it from hitting

the walls of the confining device. In this way, more energy can be released through

fusion reactions than the energy required for heating the plasma [11]. Among several

confinement techniques, magnetic confinement [15] appears to be the most promising

approach. In this specific confinement technique, magnetic fields are imposed to exert

a force on the moving ionized particles and to confine them within a fixed volume [8].

Fig. 1.4 illustrates magnetic confinement through a comparison of the motion of the

charged particles within a plasma that is unconfined and one that is confined by

magnetic fields.
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Figure 1.5: Schematic diagram of a tokamak device [7]: Toroidal field coils (shown in
blue) are wrapped poloidally around the torus (i.e., going through the short way), while
the poloidal field coils (shown in gray) are wrapped toroidally (i.e., going through the long
way) around the torus [8]. The current applied at the center solenoid induces current inside
the plasma through transformer action. The plasma current creates an additional poloidal
magnetic field, resulting in helical magnetic field lines, which prevents plasma charged
particles from leaving the torus.

Among several magnetic confinement devices, the tokamak [16] is one of the most

promising concept to generate fusion power. The word “tokamak” is an acronym of

the Russian words “TOroidalnaya KAmera ee MAgnitaya Katushka”, which means

“toroidal chamber with magnetic coils” [11]. A tokamak device therefore utilizes the

magnetic confinement approach to nuclear fusion by exploiting the plasma’s ability

to conduct electrical current and interact with magnetic fields.

In a typical tokamak device, the magnetic field produced by both the large mag-

netic coils around the toroidal chamber and the current flowing toroidally in the

plasma describes a helical path through the torus, i.e., the magnetic field lines curve

around in the poloidal direction as well as in the toroidal direction. Hence, the

magnetic field lines are closed on themselves, forming a torus as shown in Fig. 1.5.
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Figure 1.2: Poloidal flux in a tokamak.

through the point P , i.e., ψ = 1
2π

∫
BpoldS. Thus, the poloidal flux ψ can be used as a spatial

coordinate.
The safety factor q is a measure of the pitch of the helical magnetic field lines, i.e., of the

ratio of the toroidal component to the poloidal component of the helical magnetic field lines. In
a tokomak discharge, the toroidal field coils are operated to produce an approximately constant
toroidal field. So that q profile is considered mostly a function of the poloidal fields or poloidal
flux, i.e., q = q(ψ). When the plasma shape is controlled in steady-state equilibrium, the poloidal
field coil current are nearly constant. Changes of the poloidal flux are dominated by changes in the
spatial distribution of the plasma toroidal current density (the current profile). Through the chain
relationship, it can be seen that the q-profile is dependent on the current profile (and vice versa).
Therefore, many physicists interchangeably speak the current profile and the q-profile.

The need to optimize the tokamak concept for the design of an economical fusion power plan
has motivated extensively international research aimed at leading to so-called “advanced tokamak
(AT) operation scenarios” [8]. In a large number of tokamaks, experiments have demonstrated the
existence of such regimes characterized by the increase of energy confinement time and plasma
pressure. In these conditions, the dominant fraction of plasma current is self-generated by the neo-
classical bootstrap mechanism, which reduces the requirement on the external non-induced current
for steady-state operation. This is helped by the generation of a so-called “interior-transport-
barrier” ITB [9], which suppresses most particle and heat transport, alleviates the various MHD
instabilities and leads to a sustainable plasma equilibrium. Many recent studies have shown the key
influence of the safety factor profile for triggering of the ITBs [10], thus giving a strong motivation
to control the current profiles in real time.

In present tokamak devices, to design current profile controllers is aimed at saving the long
trail-and-error time currently spent by the fusion experimentalists who manually adjust the phys-
ical highly constrained actuators to achieved the desirable current profile targets. The high-

4

Figure 1.6: Definition of poloidal magnetic flux in a tokamak plasma [8]: The poloidal
flux Ψ at a point P in the (r, z) cross section of the plasma is defined as the total flux
through the horizontal circular disk passing through that point.

Following any magnetic field line a number of times around the torus a closed flux

tube is mapped, a so called magnetic flux surface, which marks points of constant

poloidal magnetic flux, Ψ (Fig. 1.6). Poloidal magnetic flux will be used extensively

in the subsequent chapters of this dissertation as a radial index both for modeling

and control purposes.

1.3 Spherical Torus vs. Tokamak

A spherical torus, or a spherical tokamak (ST), is a variation of the conventional

tokamak concept, where the central hole of the torus is reduced in size. Hence,

instead of a donut shape, the plasma edge looks almost like a sphere.

The main advantages of a spherical torus over the conventional tokamak geometry

can be summarized as follows:

1. Significantly higher β values [17]. The efficiency of confinement is measured

by the parameter β since it defines how much plasma kinetic pressure can be

maintained by a given magnetic confining pressure [10]. Therefore, in a spherical

tokamak, higher plasma pressure can be confined by applying less magnetic field,
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(a) Magnetic field lines in a tokamak [18]. (b) Magnetic field lines in a spherical torus [19].

Figure 1.7: Typical magnetic field line geometry in a (a) tokamak and (b) spherical torus.

giving rise to more fusion power since fusion power is proportional to the square

of the plasma pressure.

2. Increase in plasma stability [19]. This is a consequence of the spherical geometry.

As can be seen in Fig. 1.7(b), magnetic field lines in a spherical torus are highly

twisted at the core section, while they are very steep at the outer, spherical

surface of the plasma when compared to the magnetic field line geometry in a

typical tokamak configuration (Fig. 1.7(a)). Hence, charged particles can spend

more time in the favorable core section of the plasma, where magnetic field is

stronger and plasma is more stable, than the unfavorable, less stable outer edge

of the plasma. Plasma is more stable in the core region of the torus because the

centrifugal force acting on the charged particles pushes them to enter into the

dense plasma region. Conversely, at the outer part of the torus, the centrifugal

force pushes the charged particles out of the plasma into a less dense vacuum

region, which triggers an instability similar to Rayleigh-Taylor.
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3. Potential to produce high self-generated (bootstrap) current [20]. Plasma in a

spherical torus may create its own confining magnetic field and current through

the magnetic dynomo action, which is the way celestial bodies, such as earth

and sun generate their magnetic fields. In this specific regime, fast-moving,

super hot plasma creates its own confining magnetic fields, which in turn pass

through the flowing plasma itself and induce more current which also supplies

the externally applied magnetic fields.

4. Simpler design, easier maintenance and lower operating costs [20]. Smaller,

more compact external magnetic coils are used in a spherical tokamak when

compared to a tokamak, where the external coils are complicated and expensive.

Moreover, if one of the coils of a tokamak goes down, it creates an expensive

and demanding repair job.

On the other hand, the main drawbacks of a spherical tokamak are the difficulty

to scale up the geometry and the plasma behavior being more complex to control and

predict.

1.4 The National Spherical Torus eXperiment -

Upgrade (NSTX-U) Project

NSTX-U, shown in Fig. 1.8(a) and schematically depicted in Fig. 1.8(b), is one of

the major spherical torus experimental facilities in the world. NSTX-U is a leading

candidate for facilities designed to study plasma material interactions, nuclear com-

ponent testing, or to generate fusion power [17]. The NSTX-U project will shed light

on important physics problems including the electron transport scaling with field and

current, fast particle physics, and sustainment of non-inductive high-β scenarios [2].
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(a) NSTX-U facility [21]. (b) Schematic of the NSTX-U [3].

Figure 1.8: (a) Inside the NSTX-U test cell in Princeton Plasma Physics Laboratory
(PPPL), Princeton, NJ, USA. (b) Schematic of the NSTX-U device: Shown in blue and red
are the external poloidal and toroidal magnetic field coils, respectively. The center stack is
shown in yellow and the vacuum chamber is shown in dark grey.

NSTX-U is a substantial upgrade to the former NSTX device [17]. The most

important components of the upgrade are [3]:

1. A larger center-stack (Fig. 1.9(a)), including the inner leg of the toroidal field

(TF) coils, the ohmic heating (OH) solenoid, and some divertor coils. The new

center stack is capable of doubling the toroidal field, tripling the solenoid flux,

and increasing the flat-top current operation duration up to a factor of 5.

2. A second, more tangential neutral beam injector (Fig. 1.9(b)) to double the

plasma heating and external current drive while also increasing the current

drive efficiency and controllability.

3. Structural enhancements to withstand up to a factor of 4 increase in electro-

magnetic loads enabling a doubling of the plasma current.

Schematics of NSTX and NSTX-U facilities are shown in Fig. 1.10, and their

respective device and plasma parameters are listed in Table 1.1 [22].
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(a) (b)

Figure 1.9: Components of the NSTX-Upgrade [3]: (a) Previous vs. new center stacks
(with 20 cm and 40 cm outer diameters, respectively); (b) Top view of NSTX-U showing the
additional neutral beam injector with more tangential beam injection capability in addition
to the existent neutral beam injector of NSTX.

Figure 1.10: Schematics of NSTX and NSTX-U devices [3]: NSTX-U retains the basic
configuration of NSTX, as much of the NSTX facility is utilized including the vacuum vessel
(VV) and outer toroidal field (TF) and poloidal field (PF) coils. The new centre-stack with
a four times larger TF coil cross section and three times larger ohmic flux, permits the
doubling of the TF from ∼0.5 to 1 T and the plasma current from 1 to 2 MA, while
expanding the plasma pulse length from ∼1 to 5 s.
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PARAMETER NSTX NSTX-U
Major Radius R0 [m] 0.86 0.94
Aspect Ratio R0/a ≥1.3 ≥1.5
Plasma Current [MA] 1 2
Plasma Temperature
[◦C]

5× 106 10× 106

Toroidal Field [T] 0.5 1
Heating Power [MW] 5-7 10-14

Table 1.1: Parameters ranging from NSTX to NSTX-U [3].

The main mission of the NSTX-U research program is to develop the physics basis

for a compact ST-based Fusion Nuclear Science Facility (FNSF), which is the critical

major next step in the US fusion program [3], [22]. Offering a compact design with

reduced cost and tritium consumption, NSTX-U research will provide access to new

physics regimes sufficiently advanced to provide information for the optimal FNSF

configuration [3]. At the same time, the unique operating regimes of NSTX-U can

contribute to several important issues in the physics of burning plasmas to optimize

the performance of ITER [22], which will be the first fusion device to produce net

energy. [23]. The NSTX-U program further aims at determining the attractiveness of

the compact ST for addressing key research needs on the path toward a fusion demon-

stration power plant, DEMO [22], which could be used to investigate the commercial

production of fusion-based-electricity beyond ITER [24].

1.5 Current Profile Control in NSTX-U

The next-step operational goals for NSTX-U include the non-inductive sustainment

of high-β, high performance, equilibrium scenarios with neutral beam heating and

longer pulse durations [17]. Plasma control is an essential part of the work towards

the realization of these next-step operational goals in NSTX-U. Emerging control

15



topics for NSTX-U are [2]

1. Plasma boundary shape control.

2. Power and particles exhaust control.

3. Current and rotation profiles control.

4. Edge transport barrier control.

Setting up a suitable current density profile plays a critical role in the achieve-

ment of advanced tokamak scenarios characterized by high confinement and the non-

inductive sustainment of the plasma current necessary for steady-state operation. The

safety factor, q, (defined as the ratio between the number of times a magnetic field

line goes toroidally (i.e., the long way) around the tokamak to the number of times

it goes around poloidally (i.e., the short way)) is a key property affecting stability,

performance, and steady-state operation in fusion plasmas. It can be shown that the

value of q on a flux surface is inversely proportional to the plasma current enclosed

by that flux surface. Hence, increasing (or decreasing) the current flow inside a flux

surface reduces (or raises) q on that surface. Thus, one can speak interchangeably of

the control of the current density profile and control of the q-profile. Recent progress

in current profile control is described in [25,26] for the JT-60U tokamak [27], in [28,29]

for the Tore Supra tokamak [30], in [31–33] for the JET tokamak [34], and in [35–43]

for the DIII-D tokamak [44].

NSTX-U has been completed in 2015 and plasma operation is undergoing accord-

ing to the research plans specified for the 2014-2018 fiscal years [3]. However, various

adjustments are still needed before enabling plasma control experiments on the real

machine. Recent work towards plasma control in NSTX-U is presented in [2], [45].
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Multivariable optimal linear quadratic gaussian and PID control techniques are uti-

lized to control the central safety factor and normalized β (βN) based on a control-

oriented model obtained from system identification simulations in [2]. Whereas, a

Linear-Quadratic-Integral (LQI) optimal controller is designed based on a data-driven

model to control the plasma rotation in NSTX by using neutral beam injection (NBI)

and neoclassical toroidal viscosity (NTV) actuations in [45] (this work is being ex-

tended to NSTX-U). In both pieces of work, the controllers are tested in closed-loop

simulations in the high-fidelity, physics-based transport code TRANSP [46] through

the recently developed Expert routine [2].

The aim of this work is to develop a model-based, combined feedforward and

feedback controller that can enable regulation of the current density profile (or q-

profile) in NSTX-U by actuating the total plasma current and the powers of the

individual neutral beam injectors. A nonlinear, control-oriented, physics-based model

is proposed to describe the evolution of the poloidal magnetic flux profile, which is

directly related to the q-profile. This first-principles-driven (FPD) model is tailored

to the NSTX-U geometry and actuators based on the simulated data of the plasma

evolution in NSTX-U obtained from the fully predictive TRANSP advanced tokamak

simulation code. The model will be refined with experimental data once a meaningful

plasma is obtained in NSTX-U.

A two-component control design approach is followed for the regulation of the

current density profile. First, nonlinear optimization techniques are used to compute

offline actuator trajectories that achieve specific plasma scenarios. Given a desired

operating state, the optimizer produces the actuator trajectories that steer the plasma

to such state. The objective of the feedforward control design stage is to provide a

systematic approach to advanced scenario planning in NSTX-U.
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Secondly, feedback control algorithms are developed to track a desired current

density profile evolution by modifying online the previously computed feedforward

trajectories. LQI Optimal Control and Model Predictive Control (MPC) are used

to design the feedback controllers. The proposed controllers are designed based on

a fully-linearized version of the NSTX-U-tailored FPD, control-oriented model, and

their performance is assessed based on closed-loop nonlinear simulations. The perfor-

mance of the LQI optimal controller is also validated through closed-loop TRANSP

simulations.

Experimental testing of the proposed current-profile controller is not a part of this

dissertation due to the fact that NSTX-U was not in operation during the last few

years. Although the upgrade was completed in 2015, a meaningful plasma could not

yet generated. As relevant plasmas are achieve, experimental data could be used to re-

fine the proposed FPD model and the optimal feedforward controller could be tested.

Once the motional Stark effect (MSE) magnetic field pitch angle diagnostics [47] start

operating, the developed feedback controllers could be tested in the actual NSTX-U

device. This dissertation work already sets the foundation that is necessary to make

active current profile control in NSTX-U a reality in the near future.

1.6 Dissertation Outline

This dissertation is organized as follows:

Chapter 2

In this chapter, a physics-based, control-oriented model describing the temporal evo-

lution of the current profile is obtained by combining the magnetic diffusion equation

with empirical correlations obtained at NSTX-U for the electron density, electron
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temperature, and non-inductive current drives. The resulting first-principles physics-

based control-oriented model is tailored to NSTX-U based on the predictions of the

TRANSP simulation code. The model’s prediction capabilities are illustrated by

comparing the prediction to simulated data from TRANSP for some reference runs.

Chapter 3

In this chapter, the physics-based, control-oriented model is used in a nonlinear

numerical optimization algorithm based on the Sequential Quadratic Programming

(SQP) approach to synthesize an open-loop actuator trajectory optimizer for the

NSTX-U. The goal of the feedforward optimizer is to compute offline actuator trajec-

tories to achieve specific plasma scenarios with the goal of supporting experimental

effort on scenario development for NSTX-U.

Chapter 4

In this chapter, the proposed control-oriented model is embedded into the control de-

sign process to synthesize a linear quadratic integral (LQI) optimal controller capable

of regulating the current density profile around a desired target profile while rejecting

disturbances. Neutral beam injectors, electron density, and the total plasma current

are used as actuators. The effectiveness of the proposed controller in regulating the

current density profile in NSTX-U is demonstrated in closed-loop nonlinear simu-

lations. The performance of the optimal controller is also validated in closed-loop

control simulations carried out in TRANSP through the recently developed Expert

routine.
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Chapter 5

In this chapter, the proposed control-oriented model is embedded in a feedback con-

trol scheme based on a model predictive control (MPC) strategy to track a desired

current density profile evolution specified indirectly by a desired rotational transform

profile. An integrator is embedded into the standard MPC formulation to account for

various modeling uncertainties and external disturbances. The neutral beam powers,

electron density, and total plasma current are used as actuators. The effectiveness of

the proposed MPC strategy in regulating the current density profile in NSTX-U is

demonstrated in closed-loop simulations.

Chapter 6

In this final chapter, the contributions of this dissertation are provided and possible

future work is discussed.
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Chapter 2

Physics-based Control-oriented

Modeling of the Current Density

Profile Evolution in NSTX-U

2.1 Introduction

Active control of the toroidal current density profile is among those plasma control

milestones that the NSTX-U program must achieve to realize its next-step opera-

tional goals characterized by the high-performance, MHD-stable plasma operation

with neutral beam heating, and longer pulse durations [17]. As a first step towards

feedback control design, a physics-based, control-oriented model is developed in this

chapter. Model-based control is motivated by the coupled, nonlinear, multivariable,

distributed-parameter plasma dynamics. The proposed control-oriented model cap-

tures the spatial-temporal evolution of the current density profile in response to non-

inductive current drives and heating systems.
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The main goal of this chapter is to convert the first-principles physics model of the

poloidal magnetic flux profile evolution [48], which is related to the toroidal current

density profile evolution in the spherical torus, into a form suitable for control design.

This is achieved by combining the magnetic flux diffusion equation with physics-

based control-oriented models for the electron density and temperature profiles, the

plasma resistivity, and the non-inductive current-drives (neutral beam injection and

bootstrap effect), thereby obtaining a first-principles-driven (FPD) model. Note that

the resulting control-oriented model needs only to capture the dominant physics that

describe how the control actuators affect the poloidal magnetic flux evolution since

feedback control compensates for the modeling uncertainties.

Earlier work towards physics-based modeling of plasma dynamics can be found

in [49–61]. In Barton et al. [62], a general physics-based, control-oriented modeling

approach is developed with the emphasis on high performance (H-mode) scenarios

in the ITER [23] and DIII-D [44] tokamaks by using DINA-CH/CRONOS [63] and

TRANSP codes to obtain simulated data of the plasma evolution to tailor the FPD

model to ITER and DIII-D tokamaks, respectively. The modeling work presented

in this chapter follows the same modeling approach but focusing on the NSTX and

NSTX-U geometry and actuators. The TRANSP advanced tokamak simulation code

is utilized to obtain simulated data of the plasma evolution to tailor the FPD model

to NSTX and NSTX-U. The FPD model’s prediction capabilities are shown by com-

paring the predictions to simulation data from TRANSP for some reference runs.

The remainder of this chapter is organized as follows. First-principles modeling of

the current density profile evolution is introduced in Section 2.2. Simplified, control-

oriented models of various plasma parameters are described in Section 2.3. Physics-

based control-oriented model of poloidal magnetic flux profile evolution is obtained

in Section 2.4. The proposed FPD model is tailored to the NSTX and NSTX-U in
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Sections 2.5 and 2.6, respectively. Finally, a brief conclusion and future work are

provided in Section 2.7.

2.2 Current Density Profile Evolution Model

Any arbitrary quantity that is constant on each magnetic flux surface within the

tokamak plasma can be used to index the flux surfaces, which are graphically depicted

in Fig. 2.1. In this work, we choose the mean effective minor radius, ρ, of the flux

surface, i.e., πBφ,0ρ
2 = Φ, as the indexing variable, where Φ is the toroidal magnetic

flux and Bφ,0 is the vacuum toroidal magnetic field at the geometric major radius R0

of the tokamak. The normalized effective minor radius is defined as ρ̂ = ρ/ρb, where

ρb is the mean effective minor radius of the last closed flux surface.

Figure 2.1: Magnetic flux surfaces in a tokamak [9]. The helical magnetic field ( ~B) in
a tokamak plasma is composed of toroidal ( ~Bφ) and poloidal ( ~Bθ) fields. The poloidal

magnetic flux is defined as Ψ =
∫
~Bθ · d ~AZ , where ~AZ denotes a disk of radius R that is

perpendicular to a unit vector in the vertical direction. Also shown are the geometric major
radius, R0, and the minor radius, a, of the plasma.
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2.2.1 Rotational Transform and Safety Factor

The rotational transform (ι) and safety factor (q) are two simply related surface quan-

tities that play important role in both magnetohydrodynamic (MHD) equilibrium and

stability of the fusion plasmas [10].

Based on a purely geometric description, the rotational transform (ι) can be re-

lated to the twist of the magnetic field lines. To illustrate, a magnetic field line can

be projected onto a given poloidal cross section as shown in Fig. 2.2. Starting at

a poloidal angle of θ0 with respect to the magnetic axis, the field line returns to a

slightly different angle, θ0 + ∆θ, on the flux surface after one complete revolution

around the torus. Note that the angle ∆θ depends on the poloidal angle, θ0, where

the line started. Therefore, the rotational transform is defined as the average value

of the angle ∆θ after infinite number of transits [10]

ι = lim
N→∞

1

N

N∑

i=1

∆θi (2.1)

Figure 2.2: Magnetic field line projections used in the definition of the ι-profile. [10].
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On the other hand, the safety factor (q) is defined as the ratio between the number

of times a magnetic field line goes toroidally (i.e., the long way) around the torus to

the number of times it goes around poloidally (i.e., the short way). Therefore, the

safety factor q is inversely related to ι as [10]

q =
2π

ι
(2.2)

Equilibria can be designed with small, moderate, or large ι. Large ι usually

implies a robust toroidal equilibrium, but can also indirectly give rise to MHD in-

stabilities [10]. Therefore, active control of the ι-profile (or, q-profile) is important

for the realization of the next-step operational goals of NSTX-U, which are defined

briefly in Section 1.5, and with detail in [17].

2.2.2 Relation between Current Density Profile and Poloidal

Flux Gradient Profile

Based on a magnetic description [16], the rotational transform (ι-profile) and the

toroidal current density profile (jφ) can be related through

ι(ρ̂, t) =
R0µ0

ρ̂2Bφ

∫ ρ̂

0

jφ(ρ̂′, t)ρ̂′dρ̂′, (2.3)

where µ0 is the permeability of the free space. Therefore, the toroidal current density

can be specified indirectly by the rotational transform ι, which is also related to

poloidal magnetic flux Ψ and is defined as ι(ρ̂, t) = −dΨ/dΦ. Using Φ = πBφ,0ρ
2 and

ρ̂ = ρ/ρb, the ι-profile can also be expressed as

ι(ρ̂, t) = −dΨ

dΦ
= −2πdψ

dΦ
= −

2π ∂ψ
∂ρ̂

∂Φ
∂ρ

∂ρ
∂ρ̂

= − ∂ψ/∂ρ̂

Bφ,0ρ2
b ρ̂
, (2.4)
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where ψ(ρ̂, t) is the poloidal stream function, which is closely related to the poloidal

flux Ψ (Ψ = 2πψ).

Combining (2.3) and (2.4), it can be shown that the control of the current density

profile jφ(ρ̂, t) is equivalent to the control of the ι-profile, which in turn is equivalent

to the control of the poloidal flux gradient profile ∂ψ/∂ρ̂.

2.2.3 Plasma Poloidal Magnetic Flux Diffusion Equation

The evolution of the poloidal magnetic flux is given in normalized cylindrical coordi-

nates by the magnetic diffusion equation (MDE) [49]:

∂ψ

∂t
=

η(Te)

µ0ρ2
bF̂

2

1

ρ̂

∂

∂ρ̂

(
ρ̂Dψ

∂ψ

∂ρ̂

)
+R0Ĥη(Te)

〈
j̄ni · B̄

〉

Bφ,0

, (2.5)

with boundary conditions

∂ψ

∂ρ̂

∣∣∣∣
ρ̂=0

= 0
∂ψ

∂ρ̂

∣∣∣∣
ρ̂=1

= −µ0

2π

R0

Ĝ
∣∣∣
ρ̂=1

Ĥ
∣∣∣
ρ̂=1

Ip(t), (2.6)

where Ip(t) is the total plasma current, η is the plasma resistivity, Te is the elec-

tron temperature, µ0 is the vacuum permeability, j̄ni is any source of noninductive

current density, B̄ is the magnetic field,
〈〉

denotes a flux-surface average, Dψ(ρ̂) =

F̂ (ρ̂)Ĝ(ρ̂)Ĥ(ρ̂), where F̂ , Ĝ, Ĥ are geometric factors pertaining to the magnetic con-

figuration of a particular plasma equilibrium. The geometric parameters are defined

as follows

F̂ =
R0Bφ,0

RBφ(R,Z)
, Ĝ =

〈
R2

0

R2
|∇ρ|2

〉
, Ĥ =

F̂

〈R2
0/R

2〉 , (2.7)

where Bφ is the toroidal magnetic field at the spatial location (R,Z) in the poloidal

plane of the tokamak. The model (2.5)-(2.7) makes the simplifying assumption that
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the magnetic geometry is fixed in time, which excludes two potential sources of flux:

1. A change in ρb, either by a change in shape of the last closed flux surface or in

Bφ,0.

2. A change in location of the geometric center of the interior flux surfaces relative

to that of the last closed flux surface, such as changes in the Shafranov shift

that occur during a plasma β or internal inductance change.

The first-principles model of the poloidal magnetic flux evolution (2.5) needs to

be converted into a form suitable for control design. This is mainly accomplished by

combining the poloidal flux evolution model with simplified control-oriented models

of the electron density and temperature, the plasma resistivity, and the noninduc-

tive current drives [62] tailored to the NSTX-U geometry and actuators. Note that

the simplified physics-based models need only to capture the dominant physics that

describe how the control actuators affect the respective plasma parameters since feed-

back control compensates for the modeling uncertainties.

2.3 Simplified Modeling of Plasma Parameters

In this section, empirical models are developed based on physical observations and

simulated data from NSTX-U for the electron density and temperature profiles, the

noninductive current deposition profiles and the plasma resistivity for a general op-

erating scenario in order to close the magnetic diffusion equation model (2.5)-(2.7)

and obtain a “control-oriented” model of the poloidal flux profile evolution. All those

control-oriented, physics-based models take a “separation of variables” form, i.e.,

spatial-temporal dependence of plasma parameters is separated. It is important to

emphasize that the models developed in this section are not designed for physical un-
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derstanding, rather they are meant to capture the dominant physics that describe how

the control actuators affect the parameters, and hence the current profile evolution.

The control actuators for NSTX are:

1. Electron density.

2. The total plasma current, Ip(t), which is itself controlled by the poloidal field

coil system.

3. Auxiliary heating/current-drive (H&CD) sources, which are comprised of neu-

tral beam injectors as introduced in Section 1.4.

2.3.1 Electron Density Modeling

The electron density profile ne(ρ̂, t) is modeled as

ne(ρ̂, t) = nprofe (ρ̂)un(t), (2.8)

where nprofe (ρ̂) is a reference profile and un(t) regulates the time evolution of the elec-

tron density. Note that nprofe is obtained by evaluating the experimental or simulated

ne at a reference time trne , i.e.,

nprofe (ρ̂) = ne(ρ̂, trne ) (2.9)

This model assumes the control action employed to regulate the electron density

weakly affects the radial distribution of the electrons. This decision is motivated by

the fact that tight control of ne(ρ̂, t) in experiments is very challenging.
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2.3.2 Electron Temperature Modeling

In the formulation of the electron temperature model, we assume a tight coupling

between the plasma electron and ion species, i.e., Te(ρ̂, t) ≈ Ti(ρ̂, t) and ne(ρ̂, t) ≈

ni(ρ̂, t), where Ti(ρ̂, t) and ni(ρ̂, t) are the ion temperature and density profiles, re-

spectively. As a result, we neglect the explicit electron-ion equilibration power in the

development of the model. Under these assumptions, the plasma kinetic pressure p

and stored energy density Wd are expressed as

p(ρ̂, t) = ne(ρ̂, t)Te(ρ̂, t) + ni(ρ̂, t)Ti(ρ̂, t)

= 2ne(ρ̂, t)Te(ρ̂, t) (2.10)

Wd(ρ̂, t) =
3

2
ne(ρ̂, t)Te(ρ̂, t) +

3

2
ni(ρ̂, t)Ti(ρ̂, t)

= 3ne(ρ̂, t)Te(ρ̂, t) (2.11)

The electron temperature profile is modeled as

Te(ρ̂, t) =





k1
Te

(ρ̂)
[
T profe (ρ̂)− T profe (ρ̂tb)

]
Ip(t)

γPtot(t)
εne(ρ̂, t)

ζ

+k2
Te

(ρ̂tb)
ωT profe (ρ̂tb)Ip(t)

λPtot(t)
νne(ρ̂tb, t)

ξ, 0 ≤ ρ̂ < ρ̂tb

k2
Te

(ρ̂)ωT profe (ρ̂)Ip(t)
λPtot(t)

νne(ρ̂, t)
ξ, ρ̂tb ≤ ρ̂ ≤ 1

(2.12)

where ρ̂tb is the spatial location of the plasma edge energy transport barrier [64], k1
Te

and k2
Te

are constants, T profe (ρ̂) is a reference profile, and Ptot(t) is the total power

injected into the plasma. The constants γ, ε, and ζ describe how the temperature

in the plasma core scales with the various parameters. The constants λ, ν, and ξ

describe how the temperature outside of the plasma edge transport barrier scales

with the various parameters. Note that T profe is evaluated at a reference time trTe ,
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i.e.,

T profe (ρ̂) = Te(ρ̂, trTe ) (2.13)

and the constant ω is 1 if the temperature outside of the edge transport barrier

scales with the various parameters and is 0 otherwise. The constants k1
Te

and k2
Te

are

expressed as

k1
Te(ρ̂) =

[
Ip(trTe )

γPtot(trTe )
εne(ρ̂, trTe )

ζAγ ·Wε ·m(−3)ζ
]−1

, (2.14)

k2
Te(ρ̂) =

[
Ip(trTe )

λPtot(trTe )
νne(ρ̂, trTe )

ξAλ ·Wν ·m(−3)ξ
]−1

, (2.15)

where k1
Te

is defined on the interval 0 ≤ ρ̂ < ρ̂tb and k2
Te

is defined on the interval

ρ̂tb ≤ ρ̂ ≤ 1.

The total injected power Ptot(t) is expressed as

Ptot(t) = Pohm(t) + Paux(t)− Prad(t), (2.16)

where Pohm(t) is the ohmic power, Paux(t) is the total auxiliary H&CD power and

Prad(t) is the radiated power. The ohmic power is modeled as

Pohm(t) ≈ Rp(t)I(t)2, (2.17)

where Rp(t) is the global plasma resistance, which is expressed as

Rp(t) ≈ 2πR0

/∫

ρ̂

[
1

η(ρ̂, t)

dS

dρ̂
dρ̂

]
, (2.18)

where S denotes a magnetic surface within the plasma. The total auxiliary H&CD
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power is expressed as

Paux(t) =

nnbi∑

i=1

ηiPi(t), (2.19)

where Pi(t) is the individual neutral beam injector powers, nnbi is the total number of

neutral beam launchers, which is 3 for NSTX, and 6 for NSTX-U. The effectiveness

of each neutral beam injector in increasing the total stored energy in the plasma is

captured through the efficiency constant, ηi.

The radiative power density losses are modeled in [16] as

Qrad = kbremZeffne(ρ̂, t)
2
√
Te(ρ̂, t), (2.20)

where kbrem = 5.5 × 10−37 Wm3/
√

keV is the Bremsstrahlung radiation coefficient

and Zeff is the effective atomic number of the ions in the plasma, which is defined as

Zeff =
1

ne

∑

all ions

njZ
2
j , (2.21)

where nj and Zj are the density and atomic number of the j-th ion species. In this

work, we assume that Zeff is a constant in space and time. The radiated power is

then expressed as

Prad(t) =

∫ 1

0

Qrad(ρ̂, t)
dV

dρ̂
dρ̂, (2.22)

where V denotes the volume enclosed by a magnetic surface within the plasma.

2.3.3 Plasma Resistivity Modeling

The resistivity η scales with the electron temperature as

η(ρ̂, t) =
ksp(ρ̂)Zeff
Te(ρ̂, t)3/2

, (2.23)
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where

ksp(ρ̂) =
η(ρ̂, trη)Te(ρ̂, trη)

3/2

Zeff
Ωm(keV)3/2 (2.24)

is a constant that is evaluated at a reference time trη .

2.3.4 Noninductive Current-Drive Modeling

The total noninductive current-drive in NSTX-U is produced by the auxiliary neutral

beam launchers and the bootstrap current, and is expressed as

〈
j̄ni · B̄

〉

Bφ,0

=

nnbi∑

i=1

〈
j̄i · B̄

〉

Bφ,0

+

〈
j̄bs · B̄

〉

Bφ,0

, (2.25)

where nnbi is the number of neutral beam injectors (i.e., nnbi = 3 for NSTX, and

nnbi = 6 for NSTX-U), j̄i is the noninductive current density generated by the indi-

vidual neutral beam injectors, and j̄bs is the noninductive current density generated

by the bootstrap effect [65].

2.3.4.1 Neutral Beam Injection Current-Drive

We model each auxiliary noninductive current-source as the time varying power in

each actuator multiplied by a constant deposition profile in space. Therefore, the non-

inductive toroidal current density provided by each individual neutral beam injector

is modeled as 〈
j̄i · B̄

〉

Bφ,0

(ρ̂, t) = kprofnbii
(ρ̂)jdepnbii

(ρ̂)
Te(ρ̂, t)

δ

ne(ρ̂, t)
Pi(t), (2.26)

where i = [1, 2, . . . , nnbi], k
prof
nbii

(ρ̂) is a normalizing profile, jdepnbii
(ρ̂) is a reference profile

for each current-drive source, and the term T δe /ne represents the current-drive effi-

ciency. For neutral beam current-drive, δ is dependent on the energy of the injected
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particles [66]. Note that jdepnbii
(ρ̂) is evaluated at a reference time trnbi , i.e.,

jdepnbii
(ρ̂) =

〈j̄i · B̄〉
Bφ,0

(ρ̂, trnbi) (2.27)

The constants kprofnbii
(ρ̂) are expressed as

kprofnbii
(ρ̂) =

ne(ρ̂, trnbi)

Te(ρ̂, trnbi)
δPi(trnbi)

m−3

keV ·W . (2.28)

and are also evaluated at a reference time trnbi .

2.3.4.2 Bootstrap Current Drive

The bootstrap current arises from the inhomogeneity of the magnetic field strength

produced by the external coils in the tokamak, which falls of like 1/R, and is associated

with particles in the plasma that cannot complete a helical orbit around the magnetic

axis. These particles are therefore called trapped particles [65]. In the presence of

density gradients, more trapped particles move in one toroidal direction than in the

other, which generates a net current called the bootstrap current [67]. From [68], we

write the bootstrap current as

〈
j̄bs · B̄

〉

Bφ,0

(ρ̂, t) =
kJkeVR0

F̂

(
∂ψ

∂ρ̂

)−1 [
2L31Te

∂ne
∂ρ̂

+ {2L31 + L32 + αL34}ne
∂Te
∂ρ̂

]
,

(2.29)

where L31, L32, L34, and α depend on the magnetic configuration of a particular

plasma equilibrium and kJkeV = 1.602 × 10−16 J/keV is the conversion factor from

keV to J.
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2.4 Physics-based Control-oriented Model of Poloidal

Magnetic Flux Profile Evolution

The first-principles-driven (FPD), physics-based, control-oriented model of the poloidal

magnetic flux profile evolution can be obtained by combining the simplified physics-

based models for the electron density (2.8), electron temperature (2.12), plasma re-

sistivity (2.23), and noninductive current-drives (2.25)-(2.29) with the magnetic dif-

fusion equation (MDE from Section 2.2.3) :

∂ψ

∂t
=

η(Te)

µ0ρ2
bF̂

2

1

ρ̂

∂

∂ρ̂

(
ρ̂Dψ

∂ψ

∂ρ̂

)
+R0Ĥη(Te)

〈
j̄ni · B̄

〉

Bφ,0

, (2.30)

∂ψ

∂ρ̂

∣∣∣∣
ρ̂=0

= 0 ,
∂ψ

∂ρ̂

∣∣∣∣
ρ̂=1

= −µ0

2π

R0

Ĝ
∣∣∣
ρ̂=1

Ĥ
∣∣∣
ρ̂=1

Ip(t). (2.31)

Therefore, the goal is to utilize the simplified models for the Te(ρ̂, t), ne(ρ̂, t) and

η(ρ̂, t) to express η(Te) and

〈
j̄ni·B̄

〉
Bφ,0

in (2.30) in separation of variables form, in which

time and space dependency is separated so that the time functions can be arranged

together to form the control inputs for the numerical simulations.

2.4.1 Plasma Resistivity in terms of the Control Inputs

Based on the experimental and TRANSP-predicted Te profile evolutions in NSTX

and NSTX-U, respectively, the constants in the electron temperature model (2.12) in

Section 2.3.2 are chosen as γ = λ = 1, ε = ν = 0.5, ζ = ξ = −1, and ω = 1, which

scales the temperature profile in the plasma core and outside of the edge transport

barrier in the same way with the plasma parameters [62]. Therefore, the Te model
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(2.12) reduces into

Te(ρ̂, t) = kTe(ρ̂)
T profe (ρ̂)

ne(ρ̂, t)
Ip(t)

√
Ptot(t). (2.32)

Using the simplified models for the electron temperature and plasma resistivity:

ne(ρ̂, t) = nprofe (ρ̂)un(t) (2.33)

η(ρ̂, t) =
ksp(ρ̂)Zeff
Te(ρ̂, t)3/2

, (2.34)

Substitute (2.32) and (2.33) into (2.34) to express η(Te) in separation of variables

form

η(ρ̂, t) =
ksp(ρ̂)Zeff

kTe(ρ̂)3/2T profe (ρ̂)3/2
Ip(t)

3/2Ptot(t)
3/4

nprofe (ρ̂)3/2un(t)3/2

=
ksp(ρ̂)Zeffn

prof
e (ρ̂)3/2un(t)3/2

kTe(ρ̂)3/2T profe (ρ̂)3/2Ip(t)3/2Ptot(t)3/4

η(Te) =
ksp(ρ̂)Zeffn

prof
e (ρ̂)3/2

kTe(ρ̂)3/2T profe (ρ̂)3/2

︸ ︷︷ ︸
fη(ρ̂)

× un(t)3/2

Ip(t)3/2Ptot(t)3/4

︸ ︷︷ ︸
uη(t)

, (2.35)

where uη(t) is a nonlinear combination of the physical actuators. Hence, it can be

interpreted as a control input for the numerical simulations.
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2.4.2 Non-inductive Current-Drive in terms of the Control

Inputs

Total non-inductive current-drive is produced by neutral beam injection and boot-

strap current in both NSTX and NSTX-U. The auxiliary heating and current drive

actuators are 3 individual neutral beam injectors (NBI) for NSTX, and 6 NBIs for

NSTX-U. Therefore, the constant in the neutral beam current-drive model (2.26) is

set to δ = 1/2 [66]. Substituting the simplified model for the neutral beam current

density (2.26) and the bootstrap current (2.29) into (2.25), the physics-based model

for the total non-inductive current drive can be written as follows

〈
j̄ni · B̄

〉

Bφ,0

=

nnbi∑

i=1

〈
j̄i · B̄

〉

Bφ,0

+

〈
j̄bs · B̄

〉

Bφ,0

=

nnbi∑

i=1

kprofnbii
(ρ̂)jdepnbii

(ρ̂)

√
Te(ρ̂, t)

ne(ρ̂, t)
Pi(t)

+
kJeVR0

F̂ (ρ̂)

(
∂ψ

∂ρ̂

)−1[
2L31Te

∂ne
∂ρ̂

+{2L31 +L32 +αL34}ne
∂Te
∂ρ̂

]
(2.36)

Substitute (2.33) and (2.32) into (2.36) to obtain

√
Te(ρ̂,t)

ne(ρ̂,t)
, Te

∂ne
∂ρ̂

and ne
∂Te
∂ρ̂

in terms

of the control inputs:

√
Te(ρ̂, t)

ne(ρ̂, t)
=

kTe(ρ̂)1/2
T profe (ρ̂)1/2

ne(ρ̂, t)1/2
Ip(t)

1/2Ptot(t)
1/4

ne(ρ̂, t)

=
kTe(ρ̂)1/2T profe (ρ̂)1/2Ip(t)

1/2Ptot(t)
1/4

nprofe (ρ̂)3/2un(t)3/2
(2.37)

√
Te(ρ̂, t)

ne(ρ̂, t)
=
kTe(ρ̂)1/2T profe (ρ̂)1/2

nprofe (ρ̂)3/2
× Ip(t)

1/2Ptot(t)
1/4

un(t)3/2
(2.38)
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similarly,

Te
∂ne
∂ρ̂

= kTe(ρ̂)
T profe (ρ̂)

nprofe (ρ̂)un(t)
Ip(t)

√
Ptot(t)

dnprofe (ρ̂)

dρ̂
un(t)

Te
∂ne
∂ρ̂

=
kTe(ρ̂)T profe (ρ̂)

nprofe (ρ̂)

dnprofe (ρ̂)

dρ̂
× Ip(t)

√
Ptot(t) (2.39)

and

ne
∂Te
∂ρ̂

= nprofe (ρ̂)un(t)
d

dρ̂

[
kTe(ρ̂)T profe (ρ̂)

nprofe (ρ̂)

]
Ip(t)

√
Ptot(t)

un(t)

ne
∂Te
∂ρ̂

= nprofe (ρ̂)
d

dρ̂

[
kTe(ρ̂)T profe (ρ̂)

nprofe (ρ̂)

]
× Ip(t)

√
Ptot(t) (2.40)

Now, substitute (2.38), (2.39) and (2.40) into (2.36) to rewrite the non-inductive

current-drive in separation of variables form as follows

〈
j̄ni · B̄

〉

Bφ,0

=

nnbi∑

i=1

[
kprofnbii

(ρ̂)jdepnbii
(ρ̂)

kTe(ρ̂)1/2T profe (ρ̂)1/2

nprofe (ρ̂)3/2

]
× Ip(t)

1/2Ptot(t)
1/4

un(t)3/2
Pi(t)

+
kJeVR0

F̂ (ρ̂)

(
∂ψ

∂ρ̂

)−1[
2L31

kTe(ρ̂)T profe (ρ̂)

nprofe (ρ̂)

dnprofe (ρ̂)

dρ̂
......

+ {2L31 +L32 +αL34}nprofe (ρ̂)
d

dρ̂

{
kTe(ρ̂)T profe (ρ̂)

nprofe (ρ̂)

}]
× Ip(t)

√
Ptot(t),

(2.41)

where the time functions represent additional control inputs for the FPD model.
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2.4.3 Magnetic Diffusion Equation in Control-Oriented Form

Equations (2.35) and (2.41) allow us to rewrite the magnetic diffusion equation (2.30)-

(2.31) in terms of the control inputs as

∂ψ

∂t
= fη(ρ̂)uη(t)

1

ρ̂

∂

∂ρ̂

(
ρ̂Dψ(ρ̂)

∂ψ

∂ρ̂

)
+

6∑

i=1

fi(ρ̂)ui(t) + fbs(ρ̂)ubs(t)

(
∂ψ

∂ρ̂

)−1

, (2.42)

∂ψ

∂ρ̂

∣∣∣∣
ρ̂=0

= 0 ,
∂ψ

∂ρ̂

∣∣∣∣
ρ̂=1

= −fbIp(t), (2.43)

where the time functions on the RHS of (2.42)-(2.43) can be defined as control inputs,

which are nonlinear combinations of the physical actuators as

uη(t) =
un(t)3/2

Ip(t)3/2Ptot(t)3/4
, (2.44)

ui(t) =
Pi(t)

Ip(t)
√
Ptot(t)

, (i = 1, 2, ...., nnbi) (2.45)

ubs(t) =
un(t)3/2

Ip(t)1/2Ptot(t)1/4
, (2.46)

and the spatial functions appearing on the RHS of (2.42)-(2.43) can be expressed in

terms of the various model profiles and constants as

fη(ρ̂) =
ksp(ρ̂)Zeffn

prof
e (ρ̂)3/2

µ0ρ2
bF̂ (ρ̂)2kTe(ρ̂)3/2T profe (ρ̂)3/2

(2.47)

fi(ρ̂) = R0Ĥ(ρ̂)kprofnbii
(ρ̂)jdepnbii

(ρ̂)
kTe(ρ̂)1/2T profe (ρ̂)1/2

nprofe (ρ̂)3/2
(i = 1, 2, ...., nnbi) (2.48)

38



fbs(ρ̂) = R0Ĥ(ρ̂)
kJeVR0

F̂ (ρ̂)

[
2L31

dnprofe (ρ̂)

dρ̂

ksp(ρ̂)Zeffn
prof
e (ρ̂)1/2

kTe(ρ̂)1/2T profe (ρ̂)1/2
....

+ {2L31 +L32 +αL34}
d

dρ̂

{
kTe(ρ̂)T profe (ρ̂)

nprofe (ρ̂)

}
ksp(ρ̂)Zeffn

prof
e (ρ̂)5/2

kTe(ρ̂)3/2T profe (ρ̂)3/2

]
(2.49)

Dψ(ρ̂) = F̂ (ρ̂)Ĝ(ρ̂)Ĥ(ρ̂) (2.50)

fb =
µ0

2π

R0

Ĝ
∣∣∣
ρ̂=1

Ĥ
∣∣∣
ρ̂=1

(2.51)

Note from (2.42) and (2.43) that, the magnetic diffusion equation admits actuation

not only through interior (ui and ubs) and boundary (Ip) controls, but also through uη,

which is considered as diffusivity control in this work. TRANSP simulated and/or

experimental data can now be utilized to identify the model reference profiles and

various constants in the simplified physics-based models (2.8)-(2.29) to tailor the

FPD model (2.42)-(2.43) to a scenario of interest in NSTX and NSTX-U.

2.5 Model Tailored for the NSTX

2.5.1 Reference Run 133964Z01

2.5.1.1 Identification of Reference Profiles and Constants

The reference run 133964D02 is used to benchmark the q-profile predictions of the

FPD model. This specific run has MSE [69] constrained reconstruction input to

TRANSP, hence is reliable for the purposes of this work. Note that run “133964Z01” is
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analyzed in this section, which is a rerun of the original run “133964D02” in TRANSP

with the new capability added in 2010. This way, it is possible to view power and

current separately for each individual beam line.

Note also that there are 3 individual neutral beam injectors in NSTX, therefore,

nnbi = 3 in (2.25). The geometric factors related to the magnetic configuration of the

plasma equilibrium and the reference and normalizing profiles for the various models

are shown in Fig. 2.3. Neutral beam deposition constants and the corresponding

reference current density profiles are shown in Fig. 2.4 for each of the 3 neutral beam

lines.
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Figure 2.3: Model parameters tailored to NSTX: (a) magnetic equilibrium configuration
parameters F̂ (ρ̂), Ĝ(ρ̂), and Ĥ(ρ̂), (b) bootstrap current coefficients L31(ρ̂), L32(ρ̂), L34(ρ̂)
and α(ρ̂), (c) electron temperature coefficient kTe and plasma resistivity coefficient ksp,

(d) reference electron density profile, nprofe (ρ̂) and reference electron temperature profile,

T profe (ρ̂).
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Figure 2.4: (a) Neutral beam model coefficients: kprofnbi1
(ρ̂), kprofnbi2

(ρ̂), kprofnbi3
(ρ̂) for the in-

dividual beam lines and (b) reference neutral beam current deposition profiles: jdepnbi1
(ρ̂),

jdepnbi2
(ρ̂), jdepnbi3

(ρ̂) for the individual beam lines.

2.5.1.2 Qualitative Agreement of Various Plasma Profiles in between the

FPD Model and TRANSP Output

The evolution of the plasma parameters predicted by the FPD model is compared with

the TRANSP-simulated plasma parameters in NSTX run 133964Z01. The physical

inputs (total plasma current, power of the neutral beam lines and electron density

regulation) applied during the simulation are shown in Fig. 2.5. TRANSP outputs

for the electron density and temperature profiles are compared with the FPD model

predictions at different times in Fig. 2.6. Fig. 2.7 shows the TRANSP-simulated and

FPD model-predicted neutral beam and bootstrap current density profiles. Finally,

evolution of the poloidal flux (ψ) as obtained from TRANSP and predicted by FPD

model are compared at different time instants and at various spatial locations in the

plasma in Figs. 2.8 and 2.9, respectively. Similar analysis is provided for the safety

factor (q-profile) in Figs. 2.10 and 2.11.

As can be seen from Figs. 2.6-2.11, predictions by the FPD control-oriented model

show reasonable agreement with TRANSP simulations for the purpose of control

design.
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Figure 2.6: Comparison of the Te and ne profiles: TRANSP [(a),(c)], FPD model [(b),(d)]
Note: Red dots correspond to the profile at the model reference time, tr

42



0 0.2 0.4 0.6 0.8 1
0

5

10

15

20

25

30

35

Normalized Effective Minor Radius
N

e
u

tr
a

l 
B

e
a

m
 C

u
rr

e
n

t 
D

e
n

s
it
y
 (

1
0

4
A

m
−

2
) FIRST BEAM (TRANSP)

 

 
0.3 s  (P

1
 = 1.9852 MW)

0.4 s  (P
1
 = 1.9736 MW)

0.5 s  (P
1
 = 1.9919 MW)

0.6 s  (P
1
 = 1.9832 MW)

0.7 s  (P
1
 = 1.9799 MW)

0.8 s  (P
1
 = 2.0126 MW)

0.9 s  (P
1
 = 1.9965 MW)

(a) 1st Beamline (TRANSP)

0 0.2 0.4 0.6 0.8 1
0

5

10

15

20

25

30

35

Normalized Effective Minor Radius

N
e
u
tr

a
l 
B

e
a
m

 C
u
rr

e
n
t 
D

e
n
s
it
y
 (

1
0

4
A

m
−

2
) FIRST BEAM (FPD MODEL)

 

 
0.3 s  (P

1
 = 1.9852 MW)

0.4 s  (P
1
 = 1.9736 MW)

0.5 s  (P
1
 = 1.9919 MW)

0.6 s  (P
1
 = 1.9832 MW)

0.7 s  (P
1
 = 1.9799 MW)

0.8 s  (P
1
 = 2.0126 MW)

0.9 s  (P
1
 = 1.9965 MW)

(b) 1st Beamline (FPD Model)

0 0.2 0.4 0.6 0.8 1
0

5

10

15

20

25

Normalized Effective Minor Radius

N
e
u
tr

a
l 
B

e
a
m

 C
u
rr

e
n
t 
D

e
n
s
it
y
 (

1
0

4
A

m
−

2
) SECOND BEAM (TRANSP)

 

 
0.3 s  (P

2
 = 1.9727 MW)

0.4 s  (P
2
 = 1.9678 MW)

0.5 s  (P
2
 = 1.9717 MW)

0.6 s  (P
2
 = 1.9654 MW)

0.7 s  (P
2
 = 1.9682 MW)

0.8 s  (P
2
 = 1.9695 MW)

0.9 s  (P
2
 = 1.9679 MW)

(c) 2nd Beamline (TRANSP)

0 0.2 0.4 0.6 0.8 1
0

5

10

15

20

25

Normalized Effective Minor Radius
N

e
u
tr

a
l 
B

e
a
m

 C
u
rr

e
n
t 
D

e
n
s
it
y
 (

1
0

4
A

m
−

2
) SECOND BEAM (FPD MODEL)

 

 
0.3 s  (P

2
 = 1.9727 MW)

0.4 s  (P
2
 = 1.9678 MW)

0.5 s  (P
2
 = 1.9717 MW)

0.6 s  (P
2
 = 1.9654 MW)

0.7 s  (P
2
 = 1.9682 MW)

0.8 s  (P
2
 = 1.9695 MW)

0.9 s  (P
2
 = 1.9679 MW)

(d) 2nd Beamline (FPD Model)

0 0.2 0.4 0.6 0.8 1
0

5

10

15

20

25

Normalized Effective Minor Radius

N
e
u
tr

a
l 
B

e
a
m

 C
u
rr

e
n
t 
D

e
n
s
it
y
 (

1
0

4
A

m
−

2
) THIRD BEAM (TRANSP)

 

 
0.3 s  (P

3
 = 1.9525 MW)

0.4 s  (P
3
 = 1.9514 MW)

0.5 s  (P
3
 = 1.9558 MW)

0.6 s  (P
3
 = 1.9519 MW)

0.7 s  (P
3
 = 1.9560 MW)

0.8 s  (P
3
 = 1.9548 MW)

0.9 s  (P
3
 = 1.9515 MW)

(e) 3rd Beamline (TRANSP)

0 0.2 0.4 0.6 0.8 1
0

5

10

15

20

25

Normalized Effective Minor Radius

N
e
u
tr

a
l 
B

e
a
m

 C
u
rr

e
n
t 
D

e
n
s
it
y
 (

1
0

4
A

m
−

2
) THIRD BEAM (FPD MODEL)

 

 
0.3 s  (P

3
 = 1.9525 MW)

0.4 s  (P
3
 = 1.9514 MW)

0.5 s  (P
3
 = 1.9558 MW)

0.6 s  (P
3
 = 1.9519 MW)

0.7 s  (P
3
 = 1.9560 MW)

0.8 s  (P
3
 = 1.9548 MW)

0.9 s  (P
3
 = 1.9515 MW)

(f) 3rd Beamline (FPD Model)

0 0.2 0.4 0.6 0.8 1
−0.5

0

0.5

1

1.5

2

2.5

3

3.5

Normalized Effective Minor Radius

B
o
o
ts

tr
a
p
 C

u
rr

e
n
t 
D

e
n
s
it
y
 (

1
0

5
A

m
−

2
)

TRANSP

 

 
0.3 s
0.4 s
0.5 s
0.6 s
0.8 s
0.9 s

(g) Bootstrap (TRANSP)

0 0.2 0.4 0.6 0.8 1
−0.5

0

0.5

1

1.5

2

2.5

3

3.5

Normalized Effective Minor Radius

B
o
o
ts

tr
a
p
 C

u
rr

e
n
t 
D

e
n
s
it
y
 (

1
0

5
A

m
−

2
)

FPD MODEL

 

 
0.3 s

0.4 s

0.5 s

0.6 s

0.8 s

0.9 s

(h) Bootstrap (FPD Model)

Figure 2.7: Neutral beam current density profile comparisons: TRANSP [(a),(c),(e)] and
FPD model [(b),(d),(f)]. Bootstrap current density profile comparisons: TRANSP (g) and
FPD model (h).
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Figure 2.8: Poloidal flux profile ψ(ρ̂) at various time instants. Note: Solid green lines
correspond to the FPD model with time-varying magnetic geometry.
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Figure 2.9: Time trace of poloidal flux ψ(t) at various spatial locations. Note: Solid green
lines correspond to the FPD model with time-varying magnetic geometry.
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Figure 2.10: Safety factor profile q(ρ̂) at various time instants. Note: Solid green lines
correspond to the FPD model with time-varying magnetic geometry.
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Figure 2.11: Time trace of safety factor q(t) at various spatial locations. Note: Solid
green lines correspond to the FPD model with time-varying magnetic geometry.
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2.6 Model Tailored for the NSTX-U

2.6.1 Reference Run 142301M21

2.6.1.1 Identification of Reference Profiles and Constants

The reference run 142301M21 is used to benchmark the q-profile predictions of the

FPD model. NSTX-U run 142301M21 is a TRANSP run with the NSTX-U shape

and actuators, using the scaled profiles from NSTX.

Note that for this case study, the power and current of the individual auxiliary

H&CD actuators on NSTX-U, which are the 6 neutral beam launchers, are added to

provide a total neutral beam power and a total neutral beam current density profile

for simplicity, i.e., nnbi = 1 in (2.25). The geometric factors related to the magnetic

configuration of the plasma equilibrium and the reference and normalizing profiles for

the various models are shown in Figs. 2.12-2.13. The neutral beam model coefficient

and the corresponding reference neutral beam current density profile are shown in

Fig. 2.14 for the combined neutral beam lines.
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Figure 2.12: Model parameters tailored to NSTX-U run 142301M21: (a) magnetic equi-
librium configuration parameters F̂ (ρ̂), Ĝ(ρ̂), and Ĥ(ρ̂), (b) bootstrap current coefficients
L31(ρ̂), L32(ρ̂), L34(ρ̂) and α(ρ̂).
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Figure 2.13: Model parameters tailored to NSTX-U run 142301M21: (a) electron tem-
perature coefficient kTe and plasma resistivity coefficient ksp, (b) reference electron density

profile, nprofe (ρ̂) and reference electron temperature profile, T profe (ρ̂).
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Figure 2.14: Neutral beam model coefficient, kprofnbi (ρ̂), and reference neutral beam current

density profile, jdepnbi (ρ̂) for the combined neutral beam lines for NSTX-U run 142301M21.

2.6.1.2 Qualitative Agreement of Various Plasma Profiles in between the

FPD Model and TRANSP Output

The evolution of the plasma parameters predicted by the FPD model is compared with

the TRANSP-simulated plasma parameters in NSTX-U run 142301M21. The physi-

cal inputs (total plasma current, power of the neutral beam lines and electron density

regulation) applied during the simulation are shown in Fig. 2.15. TRANSP outputs
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for the electron density and temperature profiles are compared with the FPD model

predictions at different times in Fig. 2.16. Fig. 2.17 shows the TRANSP-simulated

and FPD model-predicted neutral beam and bootstrap current density profiles.

Finally, evolution of the poloidal flux (ψ) as obtained from TRANSP and pre-

dicted by FPD model are compared at different time instants and at various spatial

locations in the plasma in Figs. 2.18 and 2.19, respectively. Similarly, evolution of

the safety factor (q) profiles, as obtained from TRANSP and predicted by FPD model

are compared at different time instants and at various spatial locations within the

plasma in Figs. 2.20 and 2.21, respectively.

As can be seen from Figs. 2.16-2.21, predictions by the FPD control-oriented model

show reasonable agreement with TRANSP simulations for the purpose of control

design.
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Figure 2.16: Comparison of the Te and ne profiles: TRANSP [(a),(c)], FPD model [(b),(d)]
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Figure 2.17: Noninductive current density profile evolution comparison: TRANSP
[(a),(c)], control-oriented model [(b),(d)].
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Figure 2.18: Poloidal flux profile ψ(ρ̂) at various time instants. Note: FPD model (solid)
and TRANSP output (dash) in each subfigure.
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Figure 2.19: Time trace of poloidal flux ψ(t) at various spatial locations. Note: FPD
model (solid) and TRANSP output (dash) in each subfigure.
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Figure 2.20: Safety factor profile q(ρ̂) at various time instants. Note: FPD model (solid)
and TRANSP output (dash) in each subfigure.
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Figure 2.21: Time trace of safety factor q(t) at various spatial locations. Note: FPD
model (solid) and TRANSP output (dash) in each subfigure.
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2.6.2 Reference Run 121123Z42

2.6.2.1 Identification of Reference Profiles and Constants

The reference run 121123Z42 is a rerun of the original run 121123R42 in TRANSP

with the new capability so as to view power and current separately for each individual

beam line. NSTX-U run 121123Z42 is still a TRANSP run with the NSTX-U shape

and actuators, using the scaled profiles from NSTX.

Note that for this case study, the power and current of the individual auxiliary

H&CD actuators on NSTX-U, which are the 6 neutral beam launchers, are modeled

separately, i.e., nnbi = 6 in (2.25). The geometric factors related to the magnetic

configuration of the plasma equilibrium and bootstrap current coefficients are shown

in Fig. 2.22. Reference electron density and temperature profiles are depicted in

Fig. 2.23-(a). On the other hand, reference neutral beam current density profiles are

shown in Fig. 2.23-(b).
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Figure 2.22: Model parameters tailored to NSTX-U run 121123Z42: (a) magnetic equi-
librium configuration parameters F̂ (ρ̂), Ĝ(ρ̂), and Ĥ(ρ̂), (b) bootstrap current coefficients
L31(ρ̂), L32(ρ̂), L34(ρ̂) and α(ρ̂).
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Figure 2.23: Model parameters tailored to NSTX-U run 121123Z42: (a) reference electron

density profile, nprofe (ρ̂), and reference electron temperature profile, T profe (ρ̂). (b) Reference
neutral beam current density profiles.

2.6.2.2 Qualitative Agreement of Various Plasma Profiles in between the

FPD Model and TRANSP Output

The physical inputs applied during the simulation are shown in Fig. 2.24. Evolutions

of the poloidal flux (ψ) and safety factor (q) profiles as obtained from TRANSP and

predicted by FPD model are compared at different time instants in Figs. 2.25 and

2.26, respectively. Figs. 2.25 and 2.26 show reasonable agreement between predictions

by the FPD control-oriented model and TRANSP simulations.
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Figure 2.24: Physical inputs applied during the FPD model simulation: (a) Total plasma
current in MA, and electron density regulation, un. (b) Powers of the individual neutral
beam injectors (constant after 4 s. until 16 s.).

53



0.05 0.2 0.4 0.6 0.8 0.95
−0.1

−0.05

0

0.05

0.1

Normalized Effective Minor Radius

P
o

lo
id

a
l 
F

lu
x
 (

W
b

/r
a

d
)

 

 
FPD Model
PTRANSP Data

(a) t = 1 s.

0.05 0.2 0.4 0.6 0.8 0.95
−0.1

−0.05

0

0.05

0.1

Normalized Effective Minor Radius

P
o

lo
id

a
l 
F

lu
x
 (

W
b

/r
a

d
)

 

 
FPD Model
PTRANSP Data

(b) t = 3 s.

0.05 0.2 0.4 0.6 0.8 0.95
−0.1

−0.05

0

0.05

0.1

Normalized Effective Minor Radius

P
o

lo
id

a
l 
F

lu
x
 (

W
b

/r
a

d
)

 

 
FPD Model
PTRANSP Data

(c) t = 6 s.

0.05 0.2 0.4 0.6 0.8 0.95
−0.1

−0.05

0

0.05

0.1

Normalized Effective Minor Radius

P
o

lo
id

a
l 
F

lu
x
 (

W
b

/r
a

d
)

 

 
FPD Model
PTRANSP Data

(d) t = 9 s.

0.05 0.2 0.4 0.6 0.8 0.95
−0.1

−0.05

0

0.05

0.1

Normalized Effective Minor Radius

P
o

lo
id

a
l 
F

lu
x
 (

W
b

/r
a

d
)

 

 
FPD Model
PTRANSP Data

(e) t = 12 s.

0.05 0.2 0.4 0.6 0.8 0.95
−0.1

−0.05

0

0.05

0.1

Normalized Effective Minor Radius

P
o

lo
id

a
l 
F

lu
x
 (

W
b

/r
a

d
)

 

 
FPD Model
PTRANSP Data

(f) t = 15 s.

Figure 2.25: Poloidal flux profile ψ(ρ̂) at various time instants. Note: FPD model (solid)
and TRANSP output (dash) in each subfigure.
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Figure 2.26: Safety factor profile q(ρ̂) at various time instants. Note: FPD model (solid)
and TRANSP output (dash) in each subfigure.
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2.6.3 Reference Run 121123Z80

2.6.3.1 Identification of Reference Profiles and Constants

The reference run 121123Z80 is a rerun of the original run 121123RN80 in TRANSP

with the new capability so as to view power and current separately for each individual

beam line. NSTX-U run 121123Z80 is still a TRANSP run with the NSTX-U shape

and actuators, using the scaled profiles from NSTX. In this case study, the FPD

model generated in Section 2.6.2 based on the NSTX-U TRANSP run 121123Z42 is

simulated using the actuators of the NSTX-U TRANSP run 121123Z80 to test the

FPD model’s capability to reproduce the dynamics of different runs. The actuators

extracted from the new run (121123Z80) are plotted in Fig. 2.27.
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Figure 2.27: Physical inputs applied during the FPD model simulation: (a) Total plasma
current, and electron density regulation, un, (b) powers of the individual neutral beam
injectors (same trend continues after 6 s. until 16 s.).

2.6.3.2 Qualitative Agreement of Various Plasma Profiles in between the

FPD Model and TRANSP Output

Evolution of the poloidal flux (ψ) and safety factor (q) profiles, as obtained from

TRANSP and predicted by FPD model are compared at different time instants in

Figs. 2.28 and 2.29, respectively. Figs. 2.28 and 2.29 show reasonable agreement

between predictions by the FPD control-oriented model and TRANSP simulations.
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Figure 2.28: Poloidal flux profile ψ(ρ̂) at various time instants. Note: FPD model (solid)
and TRANSP output (dash) in each subfigure.
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Figure 2.29: Safety factor profile q(ρ̂) at various time instants. Note: FPD model (solid)
and TRANSP output (dash) in each subfigure.
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2.7 Conclusion

In this section, the nonlinear magnetic-diffusion PDE has been coupled with empirical

models for the electron density, electron temperature, plasma resistivity and non-

inductive current drive (neutral beams and bootstrap) to produce a first-principles-

driven (FPD) control-oriented model of the current profile response in both NSTX

and NSTX-U.

The proposed control-oriented model takes into account the effects of the neutral

beam injectors independently, rather than lumping them into a single input to exploit

the full capabilities of the machine’s heating and current drive system. The modeling

of the magnetic geometry allows for a time-varying approach, which could potentially

increase the model accuracy and provide a mechanism for integration with plasma

shape control.

Simulation studies show that the predictions of the FPD control-oriented model

are in reasonable agreement with TRANSP simulations for the purpose of control

design. Further analysis is still needed to explain some observed mismatches. There-

fore, a next-step goal should be to refine the FPD model using actual experimental

data once NSTX-U begins producing meaningful plasmas so that prediction accuracy

could be improved for more reliable design and testing of various control algorithms.
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Chapter 3

Feedforward Actuator Trajectory

Optimization for Scenario Planning

in NSTX-U

3.1 Introduction

In this chapter, a nonlinear optimization technique is introduced to compute offline

actuator trajectories to achieve specific plasma scenarios. Given a desired operating

state, the optimizer produces the feedforward actuator trajectories that steer the

plasma to such state. The development of such scenarios is conventionally carried

out experimentally by modifying the tokamak’s actuator trajectories and analyzing

the resulting plasma evolution. The objective of the feedforward control design is

to provide a systematic approach to advanced scenario planning in NSTX-U. The

feedforward control law, which is the first component of the overall current-profile

control approach proposed in this work, is later complemented by feedback control

laws as those proposed in Chapters 4 and 5.
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Earlier work towards actuator trajectory optimization can be found in [70], [71]

and [1] for the DIII-D tokamak, and in [72] for the TCV tokamak [73]. In [1], a

nonlinear optimization technique is proposed for advanced scenario planning in DIII-D

based on a first-principles-driven model (Section 2). The work presented in this

chapter extends this optimization technique to NSTX-U.

This chapter is organized as follows. A cost functional that defines the objective of

the optimization problem is introduced in Section 3.2. Mathematical formulations of

the plasma state and actuator constraints are provided in Section 3.3. By combining

the cost functional and the constraints, the statement of the nonlinear optimization

problem is provided in Section 3.4 along with the Sequential Quadratic Programming

solution algorithm. Results of the numerical simulations that utilize the proposed

nonlinear optimization algorithm are shown in Section 3.5. Finally, a brief conclusion

and a future work statement are provided in Section 3.6.

3.2 Definition of the Cost Functional for a Target

Plasma State

The objective of the optimization algorithm is to design actuator trajectories that can

steer the plasma from an initial state to a target state defined by a target q-profile

such that the achieved state is stationary in time, subject to the plasma dynamics

described by the nonlinear, control-oriented PDE model and actuator constraints,

such as the maximum available amount of plasma current and NBI power.

Note that stationarity of the plasma is characterized by the loop-voltage profile,

Up(ρ̂, t), which can be related to the temporal derivative of the poloidal magnetic flux

Up(ρ̂, t) = −∂Ψ

∂t
= −2π

∂ψ

∂t
(3.1)
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Since poloidal flux profile evolves with the slowest time constant in the plasma, when

it reaches a stationary condition (i.e., Up(ρ̂, t) = constant) all other plasma profiles

should have reached a stationary condition. Therefore, a stationary plasma is achieved

when

gss(ρ̂, t) =
∂Up
∂ρ̂

= 0 (3.2)

The following cost functional [1] can then be defined to formulate the actuator tra-

jectory optimization problem

J(tf ) = kqJq(tf ) + kssJss(tf ) (3.3)

where kss and kq are the weight factors representing the relative importance of the

plasma state characteristics and

Jq(tf ) =

∫ 1

0

Wq(ρ̂) [q̄(ρ̂)− q(ρ̂, tf )]2 dρ̂, (3.4)

Jss(tf ) =

∫ 1

0

Wss(ρ̂) [gss(ρ̂, tf )]
2 dρ̂. (3.5)

Wq(ρ̂) and Wss(ρ̂) on the RHS of (3.4) and (3.5) are positive weight functions that

define which portions of the respective profiles are more important relative to the

others. Note that Jq(tf ) in (3.4) is a measure of closeness of the q-profile achieved

at the final time, tf to the target profile, q̄(ρ̂). On the other hand, Jss(tf ) in (3.5)

defines the stationarity of the q-profile reached at time tf [1].
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3.3 Formulation of Various Constraints

3.3.1 Plasma State Constraints

The main constraint of the actuator trajectory optimization problem is imposed by

the plasma state dynamics given by the MDE (2.42)-(2.43) in Chapter 2.

A control-oriented plasma state equation can be obtained by discretizing the in-

finite dimensional MDE (2.42)-(2.43) in space using finite difference approximations,

while leaving the time domain continuous (see Section 4.3.1 for derivation). As a

result, the spatial domain (ρ̂ ∈ [0 1]) is represented by l discrete radial nodes. Since

equation (2.42) is a nonlinear PDE, the discrete form of it yields a set of nonlinear

ODEs, which can be represented compactly as

θ̇(t) = z(θ(t), u(t)), (3.6)

where θ = [θ2, θ3, ...., θl−1]T ∈ Rn is the value of the poloidal flux gradient profile,

θ(ρ̂, t) = ∂ψ/∂ρ̂ at the n = l− 2 interior nodes and u = [un, P1, P2, ..., P6, Ip]
T ∈ R8 is

the physical actuators of the NSTX-U, and z ∈ Rn is a nonlinear vector function of

the states, physical actuators, and the model parameters (see (4.21) in Section 4.3.1

for details).

Note that equation (3.6) governs the dynamic behavior of the plasma state, i.e.,

the poloidal flux gradient profile, θ(ρ̂, t) = ∂ψ/∂ρ̂, which can be related to the current

density profile through the rotational transform (ι), or safety factor (q) as shown in

Sections 2.2.1 and 2.2.2. Therefore, equation (3.6) is referred to as plasma state

equation throughout the rest of this dissertation.
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3.3.2 Actuator Trajectory Parameterization

Parametric description of the actuator trajectories may be useful for advanced sce-

nario planning in NSTX-U because certain operating conditions could be guaranteed

by forcing actuators to pass through some fixed values at certain times. Adjustment

of the free parameters of each actuator trajectory could then be possible by solving the

proposed nonlinear optimization problem defined by the cost functional (3.3) subject

to the various plasma state and actuator constraints introduced in this section.

Therefore, the idea is to specify each physical actuator trajectory, ui, by a number

of discrete parameters at discrete points in time, i.e.,

ui(ti) =
[
u1
i , u

2
i , u

3
i , . . . , u

ni
i

]
, (3.7)

where ti defines the discrete time array

ti =
[
t0 = t1 , t2 , t3 , . . . , tni = tf

]
∈ Rni , (3.8)

with ni being the dimension of the parameter space of the i-th actuator. Hence, the

value of the actuator, ui at an intermediate time point t ∈
[
tk, tk+1

]
could be found

through a linear interpolation between the neighboring parameters, i.e.,

ui(t) = ui(t
k) +

ui(t
k+1)− ui(tk)
tk+1 − tk (t− tk) (3.9)

= uki +
uk+1
i − uki
tk+1 − tk (t− tk).

Note that by combining all parameters to represent all actuator trajectories into a
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single vector

x̃ =
[
u1

1, . . . , u
n1
1 , . . . , u

1
i , . . . , u

ni
i , . . . , u

1
8, . . . , u

n8
8

]
∈ Rnt , (3.10)

where nt =
∑8

i=1 ni, the physical control actuator trajectories can be expressed com-

pactly as

u(t) = M(t)x̃, (3.11)

where u(t) ∈ R8, and M(t) ∈ R8×nt is a piecewise linear function of time. Note that

some parameters of the vector (3.10) may be held fixed to reach an operating condition

as a part of scenario planning. Therefore, the free parameters in the vector (3.10)

could be grouped together to form a vector of to-be-optimized parameters which can

be expressed as x ∈ Rnoptt where noptt ≤ nt, and in this case (3.11) reduces into

u(t) = N(t)x, (3.12)

where N(t) ∈ R8×noptt is also a piecewise linear function of time. Note that all fixed pa-

rameters of the array x̃ in (3.11) are now included in N(t), while unknown parameters

are separated in the vector, x.

3.3.3 Actuator Constraints

The following actuator magnitude constraints are imposed on the actuator trajectory

optimization problem in NSTX-U

Ipmin ≤Ip(t) ≤ Ipmax , (3.13)

Pmin ≤Pi(t) ≤ Pmax, i = 1, . . . , 6 (3.14)

63



where (·)min and (·)max stand for the minimum and maximum limits, respectively.

Since the plasma current, Ip(t), and neutral beam powers, Pi(t) could be parametrized

similar to (3.12), it is possible to rewrite the constraints (3.13)-(3.14) as a single ma-

trix inequality in terms of the to-be-optimized parameters x as

Au(t)x ≤ bu. (3.15)

3.4 Statement of the Optimization Problem and

Solution Algorithm

3.4.1 Nonlinear Optimization Problem Statement

Note that the cost functional J(tf ) = kqJq(tf ) + kssJss(tf ) depends on q(ρ̂, tf ) and

gss(ρ̂, tf ), through Jq and Jss, respectively (see equations (3.3)-(3.5)). Since q(ρ̂, tf )

depends on the poloidal flux gradient profile, θ(ρ̂, tf ) = ∂ψ
∂ρ̂

(ρ̂, tf ) through (2.2)-(2.4),

and gss(ρ̂, tf ) depends on θ̇(ρ̂, tf ) through (3.1)-(3.2) as

gss(ρ̂, tf ) =
∂Up
∂ρ̂

=
∂

∂ρ̂

(
−2π

∂ψ

∂t

)
= −2π

∂

∂t

(
∂ψ

∂ρ̂

)
= −2πθ̇(ρ̂, tf ), (3.16)

the cost functional J then depends on θ(ρ̂, tf ) and θ̇(ρ̂, tf ).

By combining the cost functional (3.3) with the constraints due to the plasma dy-

namics (3.6), actuator trajectory parametrization (3.12), and the actuator magnitude

limits (3.15), a nonlinear constrained optimization problem could be defined in terms

of the unknown (i.e., to-be-optimized) actuator parameters, x.
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The mathematical description of the optimization problem then becomes

min
x

J(tf ) = J(θ̇(tf ), θ(tf )), (3.17)

subject to

θ̇ = z(θ, u), (3.18)

u(t) = N(t)x, (3.19)

Au(t)x ≤ bu. (3.20)

The above optimization problem can be solved by using a method called sequential

quadratic programming (SQP) [74]. The SQP method is based on determining a local

minimizer of the nonlinear program (NLP) (3.17)-(3.20) through iterative solutions of

a sequence of quadratic programs (QP). Each iteration starts with a current estimate

of a local minimizer of the NLP and a QP which minimizes a quadratic approximation

of the original system Hamiltonian subject to a linear approximation of the system

constraints around the current estimate. The solution of each QP then provides a

step toward the solution of the original NLP [1].

3.4.2 Sequential Quadratic Programming Algorithm [1]

In this section, an overview of the SQP solution method is provided for a general

NLP defined by

min
v

J (z, v) such that f(z, v) = 0. (3.21)

To simplify the explanation of the SQP technique, we only consider equality con-

straints of the form shown in (3.21). This however is not a limitation of the presented

technique because of the fact that inequality constraints of the form f(z, v) ≤ 0 can
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be converted into equality constraints in the form of (3.21) by introducing a slack

vector ε such that f(z, v) + ε = 0. First of all, the system Hamiltonian is defined as

H(z, v, λ) = J (z, v) + λTf(z, v), (3.22)

where λ is a to-be-determined Lagrange multiplier. An incremental change in the

Hamiltonian with respect to changes in the parameters is given to first order by

dH = Hzdz +Hvdv +Hλdλ, (3.23)

where (·)i = ∂(·)
∂i

for i ∈ {z, v, λ}. At a local minimum (z∗, v∗, λ∗), dH must be zero

for all increments dz, dv, dλ. Therefore, the first-order optimality conditions for the

NLP (3.21) are given by the nonlinear equations

Hz(z
∗, v∗, λ∗) = Jz(z∗, v∗) + (λ∗)Tfz(z

∗, v∗) = 0,

Hv(z
∗, v∗, λ∗) = Jv(z∗, v∗) + (λ∗)Tfv(z

∗, v∗) = 0,

Hλ(z
∗, v∗, λ∗) = f(z∗, v∗) = 0. (3.24)

One approach to solving the NLP (3.21) is to assume that there is an iteration

(
z(k+1), v(k+1), λ(k+1)

)
=
(
z(k), v(k), λ(k)

)
+
(
ζ(k), ξ(k), σ(k)

)
(3.25)

that is converging to the solution (z∗, v∗, λ∗) of (3.24), where (ζ(k), ξ(k), σ(k)) are search

directions. If the current estimate (z(k), v(k), λ(k)) is close to (z∗, v∗, λ∗), it is possible
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to linearize (3.24) around (z(k), v(k), λ(k)), i.e.,

0 = Hz(z
(k), v(k), λ(k)) +Hzz(z

(k), v(k), λ(k))ζ(k)

+Hzv(z
(k), v(k), λ(k))ξ(k)+Hzλ(z

(k), v(k), λ(k))σ(k),

0 = Hv(z
(k), v(k), λ(k)) +Hvz(z

(k), v(k), λ(k))ζ(k)

+Hvv(z
(k), v(k), λ(k))ξ(k)+Hvλ(z

(k), v(k), λ(k))σ(k),

0 = Hλ(z
(k), v(k), λ(k)) +Hλz(z

(k), v(k), λ(k))ζ(k)

+Hλv(z
(k), v(k), λ(k))ξ(k)+Hλλ(z

(k), v(k), λ(k))σ(k), (3.26)

where (·)ij = ∂2(·)
∂i∂j

for i ∈ {z, v, λ} and j ∈ {z, v, λ}. From (3.24), note that

Hzλ = Hλz = fz, Hvλ = Hλv = fv, and Hλλ = 0, therefore, (3.26) can be rewrit-

ten as 


Hzz Hzv fz

Hvz Hvv fv

fz fv 0




∣∣∣∣∣
(z(k),v(k),λ(k))




ζ(k)

ξ(k)

σ(k)




= −




Hz

Hv

f




∣∣∣∣∣
(z(k),v(k),λ(k))

(3.27)

The search directions (ζ(k), ξ(k), σ(k)) can then be obtained by solving (3.27). It can

be shown that the first-order optimality condition of the QP

min
ξ(k)

L(ζ(k), ξ(k))
∣∣
(z(k),v(k),λ(k))

, (3.28)

such that

f(z(k), v(k)) +

[
fz fv

] ∣∣
(z(k),v(k))



ζ(k)

ξ(k)


 = 0, (3.29)
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𝑢 𝑡 = 𝑁 𝑡 𝑥 ሶ𝜃(𝑡) = 𝑧(𝜃(𝑡), 𝑢(𝑡))

𝐴𝑢 𝑡 𝑥 ≤ 𝑏𝑢

𝐽(𝑡𝑓)

𝐻 𝑥, 𝜆 = 𝐽 + 𝜆𝑇𝑓

(𝑥, 𝜆)(𝑘+1)= (𝑥, 𝜆)(𝑘)+(𝜁, 𝜎)(𝑘)

𝛻𝑥
2𝐻 𝛻𝑥𝑓

(𝛻𝑥𝑓)
𝑇 0

(𝑘)
𝜁
𝜎

(𝑘)

= −
𝛻𝑥𝐻
𝑓

(𝑘)

↓
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Figure 3.1: A block diagram representation of the SQP algorithm for the solution of the
nonlinear actuator trajectory optimization problem in NSTX-U.

where

L = H +

[
Hz Hv

]


ζ(k)

ξ(k)


+

1

2

[
ζ(k) ξ(k)

]


Hzz Hzv

Hvz Hvv






ζ(k)

ξ(k)


 ,

with Lagrange multiplier σ(k), is given by (3.27). Search directions for the NLP (3.21)

can then be obtained from the sequence of quadratic programs (3.28)-(3.29), which

represent a quadratic approximation of H subject to a linear approximation of f

around the current estimate (z(k), v(k), λ(k)).

A block diagram that summarizes the SQP computational approach for actuator

trajectory optimization in NSTX-U is depicted in Figure 3.1. Note that the upper

block represents the NLP (3.17)-(3.20), while the lower block stands for the sequence

of quadratic programs to be solved.
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3.5 Numerical Testing of the Actuator Trajectory

Optimization in NSTX-U

In this section, the nonlinear actuator trajectory optimization problem (3.17)-(3.20) is

solved in MATLAB by using the SQP algorithm for 3 different scenario goals specified

in the following 3 subsections. To reduce the computational time, only 4 out of the

6 neutral beam injectors (P2, P3, P4, P5) and total plasma current (Ip) are considered

as the control actuators to be optimized. In each case, the target plasma state is

characterized by a target q-profile obtained through the numerical simulation of the

nonlinear MDE (2.42)-(2.43) in MATLAB for arbitrary inputs.

3.5.1 Weighting Only the q-Profile

One can achieve different scenarios by adjusting the relative importance of the weights

kq and kss in the cost functional (3.3). One possible application is to weight only the

q-profile. For this application, kq = 1 and kss = 0 in the cost functional (3.3).

Therefore, the goal is to hit a target q-profile at the end of the optimization interval,

tf=1.0 s. The optimization is carried out during the time interval t ∈ [0.05 1.00] s.,

and actuators are parametrized by using ni = 6 discrete parameters at the time points

ti = [0.050, 0.100, 0.325, 0.550, 0.775, 1.000] s.

The time evolution of the optimized feedforward actuator trajectories are shown

in Fig. 3.2. The target and achieved safety factors (q) are compared at various radial

locations in Fig 3.3(a), and at different instants in Fig. 3.3(b)-(d).
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Figure 3.2: Time evolution of the optimized feedforward actuator trajectories
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Figure 3.3: Numerical testing of optimized actuator trajectories: (a) Time evolution of
the safety factor at various radial locations (from top to bottom: q(0.9, t), q(0.8, t), q(0.6, t)
and q(0.4, t)). (b)-(d): Comparison of the target and achieved q-profiles at various times.

70



3.5.2 Weighting Only the Steadiness

Another application is to weight only the stationarity of the q-profile. For this ap-

plication, kq = 0 and kss = 1 in the cost functional (3.3). Therefore, the goal is

to optimize the actuator trajectories so as to maintain a steady q-profile throughout

the rest of the simulation. The optimization is carried out during the time interval

t ∈ [0.05 0.5] s. Actuators are parametrized by using ni = 6 discrete parameters at

the time points ti = [0.05, 0.1, 0.2, 0.3, 0.4, 0.5] s.

The time evolution of the optimized feedforward actuator trajectories are shown

in Fig. 3.4. The target and achieved safety factors (q) are compared at various radial

locations in Fig 3.5(a), and at different instants in Fig. 3.5(b)-(d).
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Figure 3.4: Time evolution of the optimized feedforward actuator trajectories
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Figure 3.5: Numerical testing of optimized actuator trajectories: (a) Time evolution of
the safety factor at various radial locations (from top to bottom: q(0.9, t), q(0.8, t), q(0.6, t)
and q(0.4, t)). (b)-(d): Comparison of the target and achieved q-profiles at various times.

3.5.3 Weighting the q-Profile and Steadiness

As a final application, one could equally weight the q-profile and its stationarity

by setting kq = kss = 1 in the cost functional (3.3). Therefore, the goal is to hit

a target profile at the end of the optimization interval and maintain it throughout

the rest of the simulation. The optimization is carried out during the time interval

t ∈ [0.05 0.5] s., and actuators are parametrized by using ni = 6 discrete parameters

at the time points ti = [0.05, 0.1, 0.2, 0.3, 0.4, 0.5] s.

The time evolution of the optimized feedforward actuator trajectories are shown

in Fig. 3.6. The target and achieved safety factors (q) are compared at various radial

locations in Fig. 3.7(a), and at different instants in Fig. 3.7(b)-(d).
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Figure 3.6: Time evolution of the optimized feedforward actuator trajectories
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Figure 3.7: Numerical testing of optimized actuator trajectories: (a) Time evolution of
the safety factor at various radial locations (from top to bottom: q(0.9, t), q(0.8, t), q(0.6, t)
and q(0.4, t)). (b)-(d): Comparison of the target and achieved q-profiles at various times.
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3.6 Conclusion

In this chapter, the FPD model has been embedded in a nonlinear optimization al-

gorithm to produce optimal actuator trajectories that steer the plasma states to a

target scenario characterized by both the shape and the steadiness of the q-profile.

The model-based optimization algorithm provides a systematic approach to scenario

planning in NSTX-U. The optimization problem is formulated using a cost functional

that measures both the matching between actual and target q profiles and the steadi-

ness of the actual q profile. The solution of this optimization problem is constrained

by the plasma dynamics, the actuator saturation limits, and the actuator trajectory

parametrization.

Future work includes the design of feedforward controllers based on augmented

cost functions. These cost functions, which will further constrain the optimization

problem in order to obtain more physically sound actuator trajectories, will be com-

plemented by the refinement and augmentation of the FPD model as meaningful

experimental data from NSTX-U becomes available. The optimized actuator trajec-

tories will then be tested in open-loop TRANSP simulations and eventually through

feedforward optimization experiments in NSTX-U.

Moreover, future work also includes the possibility of constraining the optimiza-

tion problem by more sophisticated physics-oriented models. For instance, the same

optimization algorithm could be wrapped around TRANSP instead of around the

control-oriented transport model as proposed in this work. However, the increase of

prediction accuracy would be paid by the increase of the computational time required

to solve the optimization problem.
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Chapter 4

Model-based Optimal Control of

the Current Density Profile

Evolution in NSTX-U

4.1 Introduction

Active control of the toroidal current density profile is among those plasma control

milestones that the NSTX-U program must achieve to realize its next-step operational

goals, which are characterized by high-performance, long-pulse, MHD-stable plasma

operation with neutral beam heating. As a first step towards the realization of this

goal, a first-principles-driven, control-oriented model has been proposed in Chapter 2

to predict the spatial-temporal evolution of the current density profile by combining

the poloidal magnetic flux diffusion equation with empirical correlations obtained at

NSTX-U for the electron density, electron temperature, and non-inductive current

drives. As a second step, the proposed FPD model has been used in Chapter 3 to

obtain optimal feedforward trajectories.
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In this chapter, an optimal feedback control law is proposed to complement the

optimal feedforward trajectories in order to gain robustness against model uncertain-

ties and external disturbances. The proposed control-oriented model is embedded in

a feedback control scheme based on a linear quadratic (LQ) optimal control strategy

to track a desired current density profile evolution specified indirectly by a desired

safety factor profile (q profile) or a desired rotational transform profile (ι profile). An

integrator is embedded into the standard LQ optimal formulation to account for un-

modeled dynamics and disturbances. The neutral beam powers, electron density, and

total plasma current are used as actuators. The effectiveness of the proposed feedback

control strategy in regulating the current density profile in NSTX-U is demonstrated

via closed-loop nonlinear simulations.

This chapter is organized as follows. In Section 4.2, the NSTX-U tailored, control-

oriented form of the MDE (2.42) is rewritten in terms of the poloidal magnetic flux

gradient profile, θ(ρ̂, t) = ∂ψ/∂ρ̂. This transformation makes it easier to convert

the to-be-controlled variable θ(ρ̂, t) into the toroidal current density profile through

the safety factor (q) or rotational transform (ι) profiles. The resulting infinite-

dimensional, control-oriented PDE governing the evolution of the poloidal magnetic

flux gradient profile is first reduced into a finite-dimensional form and then linearized

to provide a Linear-Time-Variant (LTV) state-space model in Section 4.3. Based on

the proposed state-space model, a Linear-Quadratc-Integral (LQI) optimal controller

is designed in Section 4.4 for tracking a desired safety factor profile, and hence a

desired current density profile in NSTX-U. The effectiveness of the optimal tracking

controller is tested in nonlinear simulations based on the developed control-oriented

transport model in Section 4.5 and on TRANSP [46] in Section 4.6 through the

recently developed Expert routine [2]. Finally, a brief conclusion is provided in Sec-

tion 4.7.
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4.2 Poloidal Magnetic Flux Gradient Profile Evo-

lution Model

The MDE (2.5) is combined with simplified, NSTX-U-tailored models of electron

density, electron temperature, plasma resistivity and noninductive current drives in

Chapter 2. This allows us to separate space and time functions and rewrite the MDE

in control-oriented form as in Section 2.4.3

∂ψ

∂t
= fη(ρ̂)uη(t)

1

ρ̂

∂

∂ρ̂

(
ρ̂Dψ(ρ̂)

∂ψ

∂ρ̂

)
+

6∑

i=1

fi(ρ̂)ui(t) + fbs(ρ̂)ubs(t)

(
∂ψ

∂ρ̂

)−1

, (4.1)

with the boundary conditions

∂ψ

∂ρ̂

∣∣∣∣
ρ̂=0

= 0 ,
∂ψ

∂ρ̂

∣∣∣∣
ρ̂=1

= −fbIp(t), (4.2)

where the spatial functions fη, fi, fbs, and fb are dependent on the model reference

profiles and constants (see Section 2.4.3), whereas the time functions

ū= [uη, u1, u2, u3, u4, u5, u6, ubs, Ip]
T ∈ R9×1 (4.3)

are the control inputs, which are nonlinear combinations of the physical actuators,

u = [un, P1, P2, P3, P4, P5, P6, Ip]
T ∈ R8×1. (4.4)
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The nonlinear input transformations can then be written compactly as ū = p(u),

where p ∈ R9×8 is a nonlinear vector function defined as

p1(u) = uη(t)=
un(t)3/2

Ip(t)3/2Ptot(t)3/4
, (4.5)

pi+1(u) = ui(t) =
Pi(t)

Ip(t)
√
Ptot(t)

, i=1, .., 6 (4.6)

p8(u) = ubs(t) =
un(t)3/2

Ip(t)1/2Ptot(t)1/4
, (4.7)

p9(u) = Ip(t) = Ip(t), (4.8)

where Ptot(t) is the total power injected into the plasma (equation (2.16) in Sec-

tion 2.3.2). Note that the q-profile is related to the poloidal flux gradient profile

through (2.2), (2.3), and (2.4) as

q(ρ̂, t) = −Bφ,0ρ
2
b ρ̂

∂ψ/∂ρ̂
(4.9)

Therefore, if we are able to control the poloidal flux gradient profile, which we define

as

θ(ρ̂, t) = ∂ψ/∂ρ̂, (4.10)

we will be able to control the q-profile, and hence the current density profile, assuming

the system is controllable. Therefore, it is possible to define θ(ρ̂, t) as the to-be-

controlled variable. Equation (4.1) can be expanded according to the chain rule as

∂ψ

∂t
=fη(ρ̂)uη(t)

1

ρ̂

(
ρ̂
∂Dψ(ρ̂)

∂ρ̂

∂ψ

∂ρ̂
+Dψ(ρ̂)

∂ψ

∂ρ̂
+ ρ̂Dψ(ρ̂)

∂2ψ

∂ρ̂2

)
+

6∑

i=1

fi(ρ̂)ui(t)

+ fbs(ρ̂)ubs(t)

(
∂ψ

∂ρ̂

)−1

. (4.11)
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Substituting (4.10) into (4.11), one can obtain

∂ψ

∂t
= fηuη

1

ρ̂

(
ρ̂D′ψθ +Dψθ + ρ̂Dψθ

′
)

+
6∑

i=1

fiui + fbsubsθ
−1, (4.12)

where (.)′ = ∂/∂ρ̂ for simplicity. Also, note that the time and space dependencies are

dropped to reduce the representation. By differentiating (4.12) with respect to ρ̂, the

PDE governing the evolution of the to-be-controlled variable θ(ρ̂, t) becomes

∂

∂ρ̂

[
∂ψ

∂t

]
=

∂

∂ρ̂

[
fηuη

(
D′ψθ +

Dψ

ρ̂
θ +Dψθ

′
)

+
6∑

i=1

fiui + fbsubsθ
−1

]

∂θ

∂t
=

∂

∂ρ̂

[
fηuηD

′
ψθ + fηuη

Dψ

ρ̂
θ + fηuηDψθ

′ +
6∑

i=1

fiui + fbsubsθ
−1

]
(4.13)

Expanding the brackets:

∂θ

∂t
= (f ′ηD

′
ψuη + fηD

′′
ψuη)θ + fηD

′
ψuηθ

′ +
1

ρ̂
(D′ψfη +Dψf

′
η)uηθ +

1

ρ̂
(Dψfηuη)θ

′

− 1

ρ̂2
Dψfηuηθ + (D′ψfηuη +Dψf

′
ηuη)θ

′ +Dψfηuηθ
′′ +

6∑

i=1

f ′iui

+ f ′bs
1

θ
ubs − fbs

θ′

θ2
ubs (4.14)

Combining the similar terms together, equation (4.14) can be rewritten compactly as

∂θ

∂t
= h0uηθ

′′ + h1uηθ
′ + h2uηθ + f ′bs

1

θ
ubs − fbs

θ′

θ2
ubs +

6∑

i=1

f ′iui , (4.15)

subject to the boundary conditions

θ
∣∣
ρ̂=0

= 0, θ
∣∣
ρ̂=1

= −fbIp(t), (4.16)
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where

h0(ρ̂) = Dψ(ρ̂)fη(ρ̂) (4.17)

h1(ρ̂) =

(
D′ψ(ρ̂) +

1

ρ̂
Dψ(ρ̂) +D′ψ(ρ̂)

)
fη(ρ̂) +Dψ(ρ̂)f ′η(ρ̂) (4.18)

h2(ρ̂) =

(
D′′ψ(ρ̂) +

1

ρ̂
D′ψ(ρ̂)− 1

ρ̂2
Dψ(ρ̂)

)
fη(ρ̂) +

(
D′ψ(ρ̂) +

1

ρ̂
Dψ(ρ̂)

)
f ′η(ρ̂) (4.19)

4.3 Model Order Reduction and Linearization

4.3.1 Model Order Reduction via Truncated Taylor Series

Expansion

To construct a reduced-order model suitable for feedback control, the governing PDE

(4.15) is discretized in space into l nodes using the truncated Taylor series approach

while leaving the time domain continuous. Since equation (4.15) is a non-linear PDE,

the discrete form of it yields a set of nonlinear ODEs, which can be represented

compactly as

θ̇(t) = g(θ(t), ū(t)), (4.20)

or, using the fact that ū = p(u),

θ̇(t) = z(θ(t), u(t)), (4.21)

where θ = [θ2, θ3, ...., θi, ...., θl−1]T ∈ Rn×1 is the value of θ(ρ̂, t) at the n = l − 2

interior nodes, g, z ∈ R(l−2)×1 are nonlinear functions of the states, inputs and
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the model parameters, ū = [uη, u1, u2, ..., u6, ubs, Ip]
T ∈ R9×1 is the control input, and

u = [un, P1, P2, P3, P4, P5, P6, Ip]
T ∈ R8×1 is the physical actuators.

4.3.1.1 Discretization for the leftmost interior node (i = 2)

Using the central finite difference formula of O(h2), the governing PDE (4.15) takes

the following discrete form:

θ̇2 =h0uη
θ1 − 2θ2 + θ3

(∆ρ)2
+ h1uη

θ3 − θ1

2(∆ρ)
+ h2uηθ2 + f

′

bs

1

θ2

ubs

− fbs
1

θ2
2

θ3 − θ1

2(∆ρ)
ubs + f

′

1u1 + f
′

2u2 + f
′

3u3 + f
′

4u4 + f
′

5u5 + f
′

6u6, (4.22)

where ∆ρ = 1/(l−1) is the radial stepsize. Using the left boundary condition, θ1 = 0,

and factoring out the similar terms,

θ̇2 =g1(θ, ū)

=

(
− 2h0

(∆ρ)2
+ h2

)
uηθ2 + f

′

bsubs
1

θ2

+

(
h0uη
(∆ρ)2

+
h1uη
2∆ρ

− fbsubs
2θ2

2(∆ρ)

)
θ3

+ f
′

1u1 + f
′

2u2 + f
′

3u3 + f
′

4u4 + f
′

5u5 + f
′

6u6 (4.23)

4.3.1.2 Discretization for the inner nodes (3 ≤ i ≤ l− 2)

Using the central finite difference approximations of O(h2),

θ̇i =h0uη
θi−1 − 2θi + θi+1

(∆ρ)2
+ h1uη

θi+1 − θi−1

2(∆ρ)
+ h2uηθi + f

′

bs

1

θi
ubs

− fbs
1

θ2
i

θi+1 − θi−1

2(∆ρ)
ubs + f

′

1u1 + f
′

2u2 + f
′

3u3 + f
′

4u4 + f
′

5u5 + f
′

6u6 (4.24)
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factoring out the similar terms,

θ̇i =gi−1(θ, ū)

=

(
h0uη
(∆ρ)2

− h1uη
2(∆ρ)

+
fbsubs

2(∆ρ)θ2
i

)
θi−1 +

(−2h0

(∆ρ)2
+ h2

)
uηθi

+

(
h0uη
(∆ρ)2

+
h1uη

2(∆ρ)
− fbsubs

2θ2
i (∆ρ)

)
θi+1 + f

′

bsubs
1

θi

+ f
′

1u1 + f
′

2u2 + f
′

3u3 + f
′

4u4 + f
′

5u5 + f
′

6u6 (4.25)

4.3.1.3 Discretization for the rightmost interior node (i = l− 1)

Using the central finite difference approximations of O(h2),

θ̇l−1 =h0uη
θl−2 − 2θl−1 + θl

(∆ρ)2
+ h1uη

θl − θl−2

2(∆ρ)
+ h2uηθl−1 + f

′

bs

1

θl−1

ubs

− fbs
1

θ2
l−1

θl − θl−2

2(∆ρ)
ubs + f

′

1u1 + f
′

2u2 + f
′

3u3 + f
′

4u4 + f
′

5u5 + f
′

6u6 (4.26)

and substituting the left boundary condition, θl = −fbIp, and factoring out the similar

terms,

θ̇l−1 =gl−2(θ, ū)

=

(
− 2h0

(∆ρ)2
+ h2

)
uηθl−1 + f

′

bsubs
1

θl−1

+

(
h0uη
(∆ρ)2

− h1uη
2∆ρ

+
fbsubs

2θ2
l−1(∆ρ)

)
θl−2

+

(−h0uη
(∆ρ)2

− h1uη
2(∆ρ)

+
fbsubs

2(∆ρ)θ2
l−1

)
fbIp + f

′

1u1 + f
′

2u2 + f
′

3u3

+ f
′

4u4 + f
′

5u5 + f
′

6u6 (4.27)
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4.3.2 Model Linearization

Let θr(t) and ūr(t) define a set of plasma states and corresponding control inputs

satisfying the reduced-order model (4.20), i.e.,

θ̇r = g(θr, ūr). (4.28)

To obtain a model suitable for control design, we define the following perturbation

values

∆θ(t) = θ(t)− θr(t), (4.29)

∆ū(t) = ū(t)− ūr(t), (4.30)

where ∆θ(t) is the deviation from θr(t), and ∆ū(t) is the to-be-designed feedback

control. A first-order Taylor series expansion of equation (4.20) can be written around

θr and ūr as

θ̇ = g(θr, ūr) +
∂g

∂θ

∣∣∣∣
θr,ūr

(θ − θr) +
∂g

∂ū

∣∣∣∣
θr,ūr

(ū− ūr). (4.31)

By substituting (4.29) and (4.30) into (4.31),

∆θ̇ + θ̇r = g(θr, ūr) +
∂g

∂θ

∣∣∣∣
θr,ūr

∆θ +
∂g

∂ū

∣∣∣∣
θr,ūr

∆ū, (4.32)

and using (4.28), it is possible to obtain a Linear, Time-Variant (LTV), state-space

model for the perturbation dynamics as

∆θ̇(t) = A(t)∆θ(t) +B(t)∆ū(t) , (4.33)
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where the system jacobians are expressed compactly as

A(t) =
∂g

∂θ

∣∣∣∣
θr(t),ūr(t)

∈ R(l−2)×(l−2) (4.34)

B(t) =
∂g

∂ū

∣∣∣∣
θr(t),ūr(t)

∈ R(l−2)×9 (4.35)

In control point of view, A(t) is called the “state matrix” and B(t) is called the “input

matrix”. The elements of the system matrices A(t) and B(t) for the leftmost node

i = 2 then become

A1,1(t) =
∂g1

∂θ2

∣∣∣∣
θr(t),ūr(t)

=

(
− 2h0

(∆ρ)2
+ h2

)
uηr(t)− f

′

bsubsr(t)
1

θ2
2r(t)

+
fbsubsr(t)θ3r(t)

θ3
2r(t)(∆ρ)

(4.36)

A1,2(t) =
∂g1

∂θ3

∣∣∣∣
θr(t),ūr(t)

=
h0uηr(t)

(∆ρ)2
+
h1uηr(t)

2∆ρ
− fbsubsr(t)

2θ2
2r(t)(∆ρ)

(4.37)

B1,1(t) =
∂g1

∂uη

∣∣∣∣
θr(t),ūr(t)

=

(−2h0

(∆ρ)2
+ h2

)
θ2r(t) +

(
h0

(∆ρ)2
+

h1

2∆ρ

)
θ3r(t) (4.38)

B1,2(t) =
∂g1

∂u1

∣∣∣∣
θr(t),ūr(t)

=f
′

1 similarly, (4.39)

B1,3(t) =f
′

2, B1,4(t) = f
′

3, B1,5(t) = f
′

4, B1,6(t) = f
′

5, B1,7(t) = f
′

6, (4.40)

B1,8(t) =
∂g1

∂ubs

∣∣∣∣
θr(t),ūr(t)

=f
′

bs

1

θ2r(t)
− fbsθ3r(t)

2θ2
2r(t)∆ρ

(4.41)

B1,9(t) =
∂g1

∂Ip

∣∣∣∣
θr(t),ūr(t)

= 0 (4.42)
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Similarly, the elements of the system matrices for the interior region 3 ≤ i ≤ l − 2

are given by

Ai−1,i−2(t) =
∂gi−1

∂θi−1

∣∣∣∣
θr(t),ūr(t)

=

(
h0

(∆ρ)2
− h1

2(∆ρ)

)
uηr(t) +

fbsubsr(t)

2θ2
ir

(t)∆ρ
(4.43)

Ai−1,i−1(t) =
∂gi−1

∂θi

∣∣∣∣
θr(t),ūr(t)

=− fbsubsr(t)

θ3
ir

(t)∆ρ
θi−1,r(t) +

(−2h0

(∆ρ)2
+ h2

)
uηr(t)

+
fbsubsr(t)

θ3
ir

(t)∆ρ
θi+1,r(t)− f

′

bsubsr(t)
1

θ2
ir

(t)
(4.44)

Ai−1,i(t) =
∂gi−1

∂θi+1

∣∣∣∣
θr(t),ūr(t)

=

(
h0

(∆ρ)2
+

h1

2(∆ρ)

)
uηr(t)−

fbsubsr(t)

2θ2
ir

(t)∆ρ

Bi−1,1(t) =
∂gi−1

∂uη

∣∣∣∣
θr(t),ūr(t)

=

(
h0

(∆ρ)2
− h1

2(∆ρ)

)
θi−1,r(t) +

(−2h0

(∆ρ)2
+ h2

)
θir(t)

+

(
h0

(∆ρ)2
+

h1

2(∆ρ)

)
θi+1,r(t) (4.45)

Bi−1,2(t) =
∂gi−1

∂u1

∣∣∣∣
θr(t),ūr(t)

=f
′

1 similarly, (4.46)

Bi−1,3(t) =f
′

2, Bi−1,4(t) = f
′

3, Bi−1,5(t) = f
′

4, Bi−1,6(t) = f
′

5,

Bi−1,7(t) =f
′

6, (4.47)

Bi−1,8(t) =
∂gi−1

∂ubs

∣∣∣∣
θr(t),ūr(t)

=
fbs

2θ2
ir

(t)∆ρ
(θi−1,r(t)− θi+1,r(t)) + f

′

bs

1

θir(t)
(4.48)

Bi−1,9(t) =
∂gi−1

∂Ip

∣∣∣∣
θr(t),ūr(t)

= 0 (4.49)
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Finally, the elements of the system matrices for the rightmost node i = l − 1 are

Al−2,l−3(t) =
∂gl−2

∂θl−2

∣∣∣∣
θr(t),ūr(t)

=

(
h0

(∆ρ)2
− h1

2(∆ρ)

)
uηr(t) +

fbs
2(∆ρ)θ2

l−1,r(t)
ubsr(t) (4.50)

Al−2,l−2(t) =
∂gl−2

∂θl−1

∣∣∣∣
θr(t),ūr(t)

=

(−2h0

(∆ρ)2
+ h2

)
uηr(t)− f

′

bs

ubsr(t)

θ2
l−1,r(t)

− fbsubsr(t)θl−2,r(t)

θ3
l−1,r(t)(∆ρ)

− fbsubsr(t)fbIpr(t)

(∆ρ)θ3
l−1,r(t)

(4.51)

Bl−2,1(t) =
∂gl−2

∂uη

∣∣∣∣
θr(t),ūr(t)

=

(−2h0

(∆ρ)2
+ h2

)
θl−1,r(t) +

(
h0

(∆ρ)2
− h1

2(∆ρ)

)
θl−2,r(t)

+

( −h0

(∆ρ)2
− h1

2(∆ρ)

)
fbIpr(t) (4.52)

Bl−2,2(t) =
∂gl−2

∂u1

∣∣∣∣
θr(t),ūr(t)

=f
′

1 similarly, (4.53)

Bl−2,3(t) =f
′

2, Bl−2,4(t) = f
′

3, Bl−2,5(t) = f
′

4, Bl−2,6(t) = f
′

5, Bl−2,7(t) = f
′

6

Bl−2,8(t) =
∂gl−2

∂ubs

∣∣∣∣
θr(t),ūr(t)

=f
′

bs

1

θl−1,r(t)
+

fbsθl−2,r(t)

2(∆ρ)θ2
l−1,r(t)

+
fbsfbIpr(t)

2(∆ρ)θ2
l−1,r(t)

(4.54)

Bl−2,9(t) =
∂gl−2

∂Ip

∣∣∣∣
θr(t),ūr(t)

=

(
−h0uηr(t)

(∆ρ)2
− h1uηr(t)

2(∆ρ)
+

fbsubsr(t)

2(∆ρ)θ2
l−1,r(t)

)
fb (4.55)

Note that all unspecified elements of A(t) and B(t) matrices are zeros, and the small

subscript “r” denotes the reference trajectories for the states and inputs.
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4.4 Optimal Tracking Control Design

In this section, a multi-input-multi-output (MIMO) feedback controller is designed

based on the state-space, reduced-order, control-oriented model in its time-variant

(LTV) form (4.33). The control goal is to regulate the evolution of the poloidal

magnetic flux gradient profile, and thus the current profile or the safety factor pro-

file, in NSTX-U. The proposed controller is then tested in numerical simulations in

MATLAB based on the full magnetic diffusion equation (2.5)-(2.6).

4.4.1 Optimal Tracking Control Problem Statement

In addition to the state equation (4.33), an output equation can be defined to provide

a linear combination of the states. The overall plant is then characterized by the

following LTV, MIMO system

∆θ̇(t) = A(t)∆θ(t) +B(t)∆ū(t), (4.56)

y(t) = C∆θ(t), (4.57)

where C ∈ Rm×n is the output matrix and y(t) ∈ Rm×1 is the output vector with

m = 9 (number of control outputs chosen equal to the number of control inputs).

The role of the matrix C is to select those states, that is, those radial points of the

q-profile, where the profile control must be achieved. Hence, each row of C has only

one nonzero element, which is equal to one and is located at the column associated

with the state to be controlled.

Let θr(t) represent a target magnetic flux gradient profile corresponding to a target

q-profile. The tracking problem for θ(t) then becomes a regulation problem for ∆θ(t),

since ∆θ(t) = θ(t)− θr(t). Therefore, the control objective is to regulate the output
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y(t) around zero as closely as possible during the time interval [t0, tf ] with minimum

control effort. This defines a standard Linear-Quadratic-Regulator (LQR) optimal

control problem, the solution of which is in state-feedback form utilizing the time-

varying Kalman Gain [75]. To improve the performance of the closed-loop system

and reject the effect of possible disturbances, integral action should be added to the

optimal control law.

4.4.2 Linear-Quadratic-Integral (LQI) Optimal Controller

The LQI optimal control problem is considered here since it adds the desired integral

action to the LQR problem. To obtain the LQI controller, a new state variable, e(t)

is introduced to be the integral of the output y(t)

e(t) =

∫ t

t0

y(τ) dτ = C

∫ t

t0

∆θ(τ) dτ. (4.58)

The derivative of the integral error (4.58) then becomes

ė(t) = C∆θ(t). (4.59)

A new, enlarged state variable, x̃(t) can be introduced by augmenting the integral

error (4.58) with the actual state, ∆θ(t)

x̃(t) =




e(t)

∆θ(t)


 . (4.60)
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Taking the derivative of the enlarged state variable (4.60), and substituting (4.56)

and (4.59), the state equation for the enlarged system can be obtained as



ė(t)

∆θ̇(t)


 =




0 C

0 A(t)






e(t)

∆θ(t)


+




0

B(t)


∆ū(t). (4.61)

Note that (4.61) can be rewritten compactly as

˙̃x(t) = Ã(t)x̃(t) + B̃(t)∆ū(t). (4.62)

To minimize a weighted combination of the tracking error and control energy, one

can consider the following standard, quadratic performance index expressed in terms

of the enlarged system (4.62)

min
∆u(t)

J =
1

2
x̃T (tf )P (tf )x̃(tf )

+
1

2

∫ tf

t0

[
x̃T (t)Qx̃(t)+∆ūT (t)R∆ū(t)

]
dt, (4.63)

where P (tf ) ∈ R(m+n)×(m+n), Q ∈ R(m+n)×(m+n), and R ∈ Rm×m are symmetric, pos-

itive definite weight matrices. Note that the solution of the optimal control problem

defined by the linear-time-variant plant, (4.62), and the quadratic performance index,

(4.63), yields a time-variant state-feedback of the form

∆ū(t) = −K(t)x̃(t), (4.64)

where K(t) ∈ Rm×(m+n) is the Kalman Gain given by

K(t) = R−1B̃T (t)P (t), (4.65)
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and P (t) is the solution of the matrix Riccatti Differential Equation (RDE)

Ṗ (t) =− ÃT (t)P (t)− P (t)Ã(t)

+ P (t)B̃(t)R−1B̃T (t)P (t)−Q, (4.66)

subject to the final condition P (tf ) [75]. The optimal feedback control law ∆ū(t) for

the enlarged system (4.62) then becomes

∆ū(t) =−K(t)x̃(t)=−[KI(t) KP (t)]



e(t)

∆θ(t)




=−KI(t)e(t)−KP (t)∆θ(t). (4.67)

Finally, substituting the integral error (4.58) back into (4.67), the optimal control law

can be written as

∆ū(t) =−KI(t)

∫ t

t0

C [θ(τ)− θr(τ)] dτ

−KP (t) [θ(t)− θr(t)] . (4.68)

Note that the optimal solution (4.68) yields a PI (Proportional plus Integral) control

law.

4.4.3 Control Signal Transformation

During the plasma control experiments in NSTX-U and numerical simulations, the

control inputs ū = [uη, u1, u2, u3, u4, u5, u6, ubs, Ip(t)]
T ∈ R9 need to be converted to

the physical actuators, u = [un, P1, P2, P3, P4, P5, P6, Ip]
T ∈ R8. Inversion of the non-

linear transformations (4.5)-(4.8) produce the following expressions for the physical
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actuators

P̂tot =

(
ubs
uηIp

)
, (4.69)

ûn = ubsu
−1/3
η , (4.70)

P̂i = uiIp

√
P̂tot, i = 1, 2, . . . , 6. (4.71)

Îp = Ip. (4.72)

Note however that the inverse transformations (4.69)-(4.72) along with the con-

straint P̂tot = P̂1 + P̂2 + P̂3 + P̂4 + P̂5 + P̂6 form a set of over-constrained equations,

all of which cannot be satisfied simultaneously. To determine the beam power re-

quests, one needs to solve the best approximation to the over-determined system

governed by

XLS [P1 P2 P3 P4 P5 P6]T︸ ︷︷ ︸
Preq

=
[
P̂1 P̂2 P̂3 P̂4 P̂5 P̂6 P̂tot

]T
︸ ︷︷ ︸

P̂

(4.73)

where Preq represents the actuator power requests to be determined. The 7 by 6

matrix XLS is defined as XT
LS = [I6 1] where I6 denotes a 6 by 6 identity matrix and

1 represents an additional column of ones. The solution of (4.73) requires solving the

minimization problem

Preq = arg min
Preq

(
P̂ −XLSPreq

)T
QLS

(
P̂ −XLSPreq

)
, (4.74)

where QLS is a diagonal weighting matrix. The solution of (4.74) can be written as

Preq = (QLSXLS)+QLSP̂ , where the superscript (+) denotes the pseudoinverse.

The block diagram in Fig. 4.1 summarizes the closed-loop LQI control scheme

for NSTX-U. T refers to the nonlinear input transformations (4.5)-(4.8). The block
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Figure 4.1: Closed-loop LQI control scheme showing the nonlinear control signal trans-
formation.

T−1 refers to the the nonlinearity inversion (4.69)-(4.74) carried out to determine the

actuator power requests. The saturation block and the anti-windup controller are

also depicted in Fig. 4.1.

4.5 Performance Assessment of the LQI Optimal

Controller via Closed-Loop Control-oriented

Nonlinear Simulations

In this section, results of closed-loop q-profile tracking control simulations are provided

to illustrate the performance of the proposed control algorithm. The controller is de-

signed based on the LTV, state-space model (4.33) tailored for NSTX-U. Although

NSTX-U has been operating since the second half of 2015, there is still not enough

experimental data accumulated yet to tailor a reliable model for control design. There-

fore, the model reference profiles and constants are adopted based on numerical pre-

dictions by TRANSP. In this work, NSTX-U TRANSP run 121123R42 [17] has been
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selected for model tailoring since it is a TRANSP run with the NSTX-U shape and

actuators, but using scaled profiles from NSTX. The designed controller is then tested

in closed-loop simulations carried out by simulating the nonlinear MDE (2.5)-(2.6).

Two different closed-loop control simulations are carried out in this section to

analyze the initial condition perturbation rejection and disturbance rejection capabil-

ities of the proposed controller. For each case, the target state trajectories, θr(ρ̂, t) are

generated by simulating the MDE (2.5)-(2.6) with the physical inputs set to arbitrary

constants. Both for control design and closed-loop simulation, the non-dimensional

spatial domain (ρ̂ ∈ [0 1]) is divided into l = 21 radial nodes, hence, the radial grid

size is ∆ρ̂ = 0.05. Control simulations are then carried out for t ∈ [t0 tf ] = [0.1 5] s.,

which is a typical discharge duration expected for NSTX-U. The controller sampling

time is set to Ts = 0.05 s.

The tuning of the proposed LQI optimal controller (4.68) is important for the

closed-loop control performance. The tuning problem involves the selection of the

weight matrices Q and R, which are the two free parameters of the control design.

Since the inputs are normalized and the states have the same order of magnitude,

both Q and R are selected as diagonal matrices, each having identical diagonal entries.

The ratio between Q and R defines how the trade-off between speed of response and

consumption of control energy is weighted. For the two simulation cases in this

section, the terminal cost matrix, P (tf ) in (4.63) is set to identity to ensure the

tracking error at the final time tf is equally weighted for all states.

In the first closed-loop control simulation study, the initial condition perturbation

rejection capability is tested by setting θ(t0) = θr(t0) + δθ. The controller is tuned by

setting the ratio between Q and R to 1000. This value has been found to be effective in

minimizing the tracking error at the expense of a larger control effort within tolerable

saturation margins. The simulation results for this case are summarized in Fig. 4.2
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Figure 4.2: Tracking simulation results for the first case: (a)-(c) Time evolution of the op-
timal plasma current, electron density regulation and neutral beam injection (NBI) powers;
(d) Time evolution of the optimal outputs (solid) with their respective targets (dashed);
(e) Comparison of the initial and desired θ(ρ̂) profiles along with the profile achieved by
feedback control at t = 2 s.

for the first 2 s. of the discharge. The time evolution of the optimal physical inputs,

namely, the total plasma current, electron density and neutral beam injection powers

are illustrated in Figs. 4.2(a)-(c), respectively. The corresponding time evolution of

the optimal outputs (θ(t) values at various plasma radial locations) are depicted in

Fig. 4.2(d) along with their respective targets. As can be seen from Fig. 4.2(d),

the outputs are regulated around their desired values within the first 2 seconds of

the discharge. Fig. 4.2(e) compares the θ(ρ̂) profile achieved at t = 2 s. with the

desired target profile along with the actual (unperturbed) initial profile, θr(t0), and

the perturbed initial profile, θ(t0). Fig. 4.2(e) shows that the desired target profile

is achieved at t = 2 s., but it is possible to note from Fig. 4.2(d) that an excellent
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Figure 4.3: Tracking simulation results for the second case: (a)-(c) Time evolution of the
optimal plasma current, electron density regulation and NBI powers; (d) Time evolution of
the optimal outputs (solid) with their respective targets (dashed); (e) Comparison of the
initial and desired θ(ρ̂) profiles along with the profile achieved at t=5 s.

profile matching is already achieved well before t = 2 s.

In the second closed-loop control simulation study, the disturbance rejection ca-

pability is tested. A different target profile is tracked and in addition to an initial

condition perturbation, step disturbances are also added in each input channel start-

ing from t = 2 s. i.e.,

u(t) =





∆u(t) + ur(t), t ≤ 2 s.

∆u(t) + ur(t) + ud, t > 2 s.
(4.75)

where ud stands for the constant disturbance inputs (0.25 MA for the plasma cur-

rent, 0.1 MW for each neutral beam injection power and 0.3 for the electron density

regulation). The controller is tuned by setting the ratio between Q and R to 10000,

seeking in this way a faster response. The results of the second closed-loop simulation
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Figure 4.4: Time evolutions of the safety factor (q-profiles) corresponding to (a) first case
(i.e., Fig. 4.2) and (b) second case (i.e., Fig. 4.3).

case are summarized in Fig. 4.3. The time evolution of the optimal physical inputs

are illustrated in Figs. 4.3(a)-(c). The corresponding time evolution of the optimal

outputs are depicted in Fig. 4.3(d) along with their respective targets. Note from

Fig. 4.3(d) that the states jump again at t = 2 s., which is the effect of the step dis-

turbance inputs added at that instant. Fig. 4.3(e) compares the θ(ρ̂) profile achieved

at t = 5 s. with the desired target profile along with the actual (unperturbed) initial

profile, θr(t0), and the perturbed initial profile, θ(t0). While Fig. 4.3(e) shows that the

desired target profile is achieved at t = 5 s., an excellent profile matching is already

achieved well before t = 5 s. as can be seen from Fig. 4.3(d).

Finally, time evolutions of the corresponding safety factor (q-profiles) are com-

pared for both cases in Fig. 4.4 along with their respective initial and target profiles.

Fig. 4.4(a) corresponds to the first case (i.e., Fig. 4.2), for which the initial q-profile

(black solid line) is below the target q-profile (red squared line). On the other hand,

Fig. 4.4(b) corresponds to the second case (i.e., Fig. 4.3), for which the initial q-

profile (black solid line) is above the target q-profile (red squared line). Based on this

simulation analysis, the proposed controller is shown to be effective in regulating the

q-profile around a predefined target profile in NSTX-U.
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4.6 Performance Assessment of the LQI Optimal

Controller via Closed-Loop TRANSP Predic-

tive Simulations

After successfully testing the performance of the LQI controller in closed-loop numer-

ical simulations based on the nonlinear control-oriented MDE solver, it is important

to further evaluate the capability of the designed controller to deal with unmodeled

dynamics. Therefore, assessment of the performance of the proposed controller in

closed-loop numerical simulations based on more advanced physics codes, such as

TRANSP [46], is a critical step before testing it experimentally in NSTX-U. In this

section, a newly created capability of TRANSP, the so-called Expert routine [2], is

used to assess the closed-loop tracking performance of the proposed LQI optimal

controller.

4.6.1 Overview of TRANSP Expert Routine for Feedback

Control Simulations [2]

4.6.1.1 TRANSP Computational Approach

The closed-loop predictive TRANSP simulations follow the approach outlined in [17],

where the TRANSP code is used to compute in open loop the solution to the mag-

netic diffusion equation based on calculations of the bootstrap current, neutral beam

current drive (NBCD), and free-boundary equilibrium in response to specified time-

evolving inputs (plasma boundary shape, total plasma current, electron temperature

profile, electron density profile, and power/voltage/geometry of the neutral beam in-

jection system). The free boundary equilibrium is obtained by using the ISOLVER
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equilibrium code within TRANSP [76, 77]. Because the ion heat transport is rea-

sonably well described by neoclassical theory, the Chang-Hinton model is used to

model the dynamics of the ion temperature. However, due to the lack of well val-

idated models, electron temperature and density profiles are not modeled by first

principles calculations in these TRANSP simulations. Instead, the electron density

profile is adopted from experimental measurements in NSTX and scaled to achieve a

particular Greenwald fraction [78,79]

fGW =
n̄eπa

2

Ip
, (4.76)

where a is the plasma minor radius and Ip is the total plasma current. The ion

density profile is calculated by assuming a flat Zeff = 2 profile with carbon as the

only impurity. The electron temperature profile is also adopted from experimental

measurements and scaled to achieve a particular global confinement level. The NBCD

is computed via the NUBEAM code [80] and the bootstrap current is calculated by

using the Sauter model [68].

4.6.1.2 Modifications for Closed-Loop Simulations

The TRANSP computational approach followed in [17] and described in the previ-

ous section must be modified to enable closed-loop simulations within the TRANSP

source code. First, instead of scanning density and temperature profiles to achieve

particular Greenwald fractions and confinement levels, closed-loop simulations must

be constrained to follow a specific confinement level and a prescribed Greenwald frac-

tion (or particle inventory) at all time, even when parameters like the plasma current,

plasma density and beam powers are varied, either by feedforward or feedback con-

trollers. This requires that the temperature and density profiles used in TRANSP ad-
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just appropriately when the actuator (plasma current, plasma density, beam powers)

waveforms are modified based on requests by the feedforward or feedback controllers.

Secondly, unlike the open-loop version of TRANSP, where the actuator waveforms

must be specified before initiating the simulation, closed-loop TRANSP simulations

require that the actuator requests be updated online based on the changing plasma

parameters and the computations by the feedback control algorithm. Therefore, the

feedback control module must communicate with TRANSP to calculate the new input

data based on the “real-time measurements” of the plasma state.

4.6.1.3 Description of the Expert Routine

The necessary modifications to enable feedback control simulations in TRANSP have

been implemented through the so-called Expert routine. The Expert routine provides

a framework for the user to enter the designed controller as well as reference inputs and

state trajectories into the TRANSP environment. It interrupts the standard (open-

loop) operation of the TRANSP code at each time step to recalculate the actuator

requests according to the implemented feedback control law and the current plasma

state. The basic communication flow between TRANSP and the Expert routine is

shown in Fig. 4.5. At the beginning of each TRANSP transport time step, the Expert

routine is called and it performs the following modifications through its four main

modules:

• The electron density module supplies an electron density profile to the TRANSP

source code at the beginning of each transport time step according to [2]

ne(ρ̂, t) = ne,0(t)nrefe (ρ̂), (4.77)

where, nrefe (ρ̂) is a user-supplied reference electron density shape, extracted
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Figure 4.5: Operational flow of the Expert routine [2].

from experiments in a way similar to that explained in Section 2.3.1. The

time-dependent term ne,0(t) in (4.77) scales the shape of the reference profile

to ensure that the particle inventory, N , follows a conservation equation. The

desired particle inventory, N req(t), can be simply a function of time or can be

calculated to achieve a predefined line-averaged density, n̄e(t), or Greenwald

fraction waveform fGW. At the start of each TRANSP transport time step

(covering the time interval (ta, tb)), the desired inventory N req is calculated and

the applied particle inventory is evolved according to

Nb = Na + (tb − ta)(N req −Na)/τN , (4.78)

where τN = 0.1 s. is an approximate density confinement time (a few multiples

of the energy confinement time, approximately). Finally, the scale factor ne,0

at time tb is calculated as

ne,0 =
Nb∫ 1

0
nrefe ∂V

∂ρ̂
dρ̂
. (4.79)
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• The electron temperature module works similarly to the electron density module

and supplies an electron temperature profile to the TRANSP source code at the

beginning of each transport time step according to the formula

Te(ρ̂, t) = Te,0(t)T refe (ρ̂), (4.80)

where T refe (ρ̂) is a reference electron temperature shape obtained from NSTX

experiments. The time-dependent term Te,0(t) in (4.80) is a scaling factor used

to achieve a certain electron temperature that can maintain the stored plasma

energy predicted by a zero-dimensional energy balance. At each time step, Te,0

is computed as

Te,0 =
3
2

〈
Eth

〉
−
〈
niTi

〉
〈
neT

ref
e

〉 , (4.81)

where ni and Ti (ion density and ion temperature) together with ne (electron

density) are obtained from TRANSP (Fig. 4.5). The volume-averaged stored

energy,
〈
Eth

〉
= Wth

V
= 3

2

[
Te,0
〈
neT

ref
e

〉
+
〈
niTi

〉]
, is obtained at each transport

time step (covering the time interval (ta, tb)) from the discretized power balance

Wth,b = Wth,a + (tb − ta)
(
− Wth,a

τE
+ Pnet

)
(4.82)

where τE is the confinement time and Pnet is the net heating source. The energy

confinement time τE is computed based on one of two different scalings. The

first is the H98y,2 scaling [81], given by

τ98y,2 = H98y,2 0.0562 I0.93
p B0.15

T n̄0.41
e P−0.69

Loss,thR
1.97
0 ε0.58κ0.78. (4.83)
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The second is a ST scaling [82] given by

τST = HST 0.1178 I0.57
p B1.08

T n̄0.44
e P−0.73

Loss,th. (4.84)

In both scalings, the toroidal magnetic field (BT ), line-averaged electron den-

sity (n̄e), thermal loss power (PLoss,th), plasma major radius (R0), inverse as-

pect ratio (ε), and plasma elongation (κ) are obtained from TRANSP (see

Fig. 4.5), while the confinement factors H98y,2 or HST are interpolated from a

user-supplied waveform.

• The controller module computes the input data at each transport time step

based on the safety factor (q-profile) or rotational transform (ι-profile) extracted

from TRANSP, the user-supplied control law, the target states (yt, which corre-

sponds to θr in this work), and the feedforward actuator trajectory (uff , which

corresponds to ur in this work). The computed actuator requests (input data)

for the next transport time calculation are sent to TRANSP as shown in Fig. 4.5.

• The boundary shape request module utilizes the free boundary equilibrium code

ISOLVER [76,77] in ‘least-squares mode’ so far. In this mode, the coil currents

are calculated at each time step to best fit a prescribed plasma boundary [2]. At

the beginning of each magnetic geometry calculation step, just after the inputs

to ISOLVER are set up, the boundary shape request module is called and the

existing plasma boundary reference and total plasma current value are replaced

with the values requested by the control algorithm (Fig. 4.5).

102



4.6.2 LQI Control Redesign based on a Full Linear Model of

the Rotational Transform Profile Dynamics

To simplify the implementation of the developed controller in the Expert routine,

the nonlinear control signal inversions (4.69)-(4.74) can be avoided when conducting

closed-loop control simulations in TRANSP. This is achieved by further linearizing

the reduced-order model (4.20) around the reference physical actuators, ur. Hence,

starting from the reduced-order model

θ̇ = g (θ, ū) , (4.85)

where ū = p(u), a first-order Taylor series expansion of (4.85) can be written around

θr and ur as

θ̇ = g (θr, p(ur)) +
∂g

∂θ

∣∣∣∣
θr,ur

(θ − θr) +
∂g

∂p

∂p

∂u

∣∣∣∣
θr,ur

(u− ur) . (4.86)

By substituting the perturbation values ∆θ = θ− θr and ∆u = u− ur into (4.86) we

can write

∆θ̇ + θ̇r = g (θr, p(ur)) +
∂g

∂θ

∣∣∣∣
θr,ur

∆θ +
∂g

∂p

∂p

∂u

∣∣∣∣
θr,ur

∆u, (4.87)

and using the fact that θ̇r = g (θr, p(ur)), it is possible to obtain a Linear, Time-

Variant (LTV), state-space model for the deviation dynamics as

∆θ̇(t) = Â(t)∆θ(t) + B̂(t)∆u(t) , (4.88)

where the system Jacobians are expressed compactly as

Â(t) =
∂g

∂θ

∣∣∣∣
θr(t),ur(t)

, B̂(t) =
∂g

∂p

∂p

∂u

∣∣∣∣
θr(t),ur(t)

. (4.89)
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After the initial ramp-up phase of the plasma discharge, ur and θr remain approxi-

mately constant. Therefore, the system dynamics (4.88) can be further approximated

by the linear-time-invariant (LTI) model

∆θ̇(t) = A∆θ(t) +B∆u(t) , (4.90)

where A = Â(ts), B = B̂(ts), and ts is some time during the flat-top phase of the

discharge. Note that the rotational transform (ι-profile) and the poloidal flux gradient

profile θ(ρ̂, t) = ∂ψ/∂ρ̂ are related through (2.4). Hence, the LTI model (4.90) for ∆θ

can be converted into an LTI model for ∆ι as

∆ι̇(t) = A∆ι(t) +B∆u(t) , (4.91)

where A = T−1AT , B = T−1B, and the transformation matrix is defined as

T = −diag(B0ρ
2
b ρ̂i) , i = 1, 2, ..., n (4.92)

where ρ̂i = i(∆ρ̂). In addition to the state equation (4.91), an output equation can

be defined to provide a linear combination of the states. The fully linearized ι-profile

response model then becomes

∆ι̇(t) = A∆ι(t) +B∆u(t), (4.93)

y(t) = C∆ι(t), (4.94)

where C ∈ R8×n is the same output matrix C as in (4.57).

The LQI optimal controller for the ι-model (4.93)-(4.94) is designed in the same

way as in Section 4.4.2. In this case, the optimal feedback control law, ∆u(t), could
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be written in terms of a PI-controller with time-invariant (constant) gains, i.e.,

∆u(t) =−KI

∫ t

t0

C∆ι(τ)dτ−KP∆ι(t), (4.95)

where K = [KI KP ] = R−1B̃TP+, with P+ being the unique positive definite solution

to the Algebraic Ricatti Equation (ARE) [75]

0 = −ÃTP+ − P+Ã+ P+B̃R
−1B̃TP+ −Q, (4.96)

where the constant enlarged matrices are

Ã =




0 C

0 A


 , B̃ =




0

B


 . (4.97)

4.6.3 Closed-loop TRANSP Simulation Results

The LQI controller is designed based on the fully-linear, time-invariant, state-space

model (4.93)-(4.94) following the procedure outlined in Section 4.6.2. The target (or

reference) state trajectory ιr(ρ̂, t) is generated through the open-loop TRANSP run

142301W12, with the physical inputs set to the following arbitrary constants

ur(t) = ur = [n̄e P1 P2 P3 P4 P5 P6 Ip]
T

=
[
5× 1019 0.2 0.4 0.6 0.8 1.0 1.2 0.7

]T
, (4.98)

where the line-averaged density n̄e is in m−3, the beam powers P1, . . . , P6 are in

MW, and the plasma current Ip is in MA. The initial condition (ιr(ρ̂, 0)) is shown in

Figs. 4.6(i)-(j), Figs. 4.7(k)-(l), and Fig 4.11(a)-(b). The designed LQI controller is

then tested in closed-loop simulations in TRANSP, through the Expert Routine. Both

for control design and closed-loop simulation, the non-dimensional spatial domain
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(ρ̂ ∈ [0 1]) is divided into l = 21 radial nodes, hence, the radial grid size is ∆ρ̂ = 0.05.

Control simulations are carried out for t ∈ [t0 tf ] , [0 4] s. The sampling time is

set to Ts = 0.01 s. Both the initial condition perturbation and input disturbance

rejection capabilities are tested by setting

u(t) =





ur + ud, t < 1 s.

∆u(t) + ur + ud, t ≥ 1 s.
(4.99)

where ud stands for the constant disturbance inputs (15% of the reference for the

plasma current, 10% of the reference for the beam powers). Feedback controller is

turned on at t = 1 s. and is tuned by setting the ratio between Q and R to 10000,

seeking in this way a faster response.

4.6.3.1 Plasma-current and Neutral-beam Actuation

For the two simulations provided in Fig. 4.6 (in the right and left columns, respec-

tively), the total plasma current and the six neutral beam injectors are used as ac-

tuators. The plasma line-averaged density is not actuated in this simulation study

and is fixed at the reference value. The plots in the left column correspond to the

simulation study without current rate limit. Hence, a sudden drop is observed in the

time evolution of the optimal plasma current in Fig. 4.6(a), which makes it difficult

to implement in the real NSTX-U machine. The plots in the right column correspond

to the same simulation case but with a current rate limit (|dIp/dt| = 0.75 MA/s) to

avoid the unrealistic sudden drop in Ip. Figs. 4.6(a)-(b) show the time evolution of the

optimal plasma current. Figs. 4.6(c)-(d) show the time evolution of the optimal beam

powers. The corresponding evolutions of the optimal outputs (i.e., the time evolution

of the ι at various plasma radii) are shown in Fig 4.6(e)-(h). Finally, Figs. 4.6(i)-(j)

compare actual and reference ι(ρ̂) profiles achieved at different instants in time.
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Figure 4.6: Feedback control simulation results from TRANSP with (right column) and
without (left column) the Ip rate saturation: (a)-(b) Time evolution of the optimal plasma
current, (c)-(d) time evolution of the optimal beam powers, (e)-(h): time evolution of the
optimal outputs (solid) with their respective targets (dashed). (i)-(j): time evolution of the
rotational transform (ι-profile). Note that controller is off in the grey region.

Fig. 4.6(a) shows a sudden drop in the plasma current when the controller is

turned on. However, this is difficult to implement in the real NSTX-U machine

since the rate of change of the actuators are always limited. The sharp drop in Ip

is eliminated in Fig. 4.6(b) by imposing a rate limit at the the expense of a slower

transient response in Figs. 4.6(f)-(h) when compared to Figs. 4.6(e)-(g). Figs. 4.6(i)-

(j) compare reference (unperturbed) and actual (perturbed) profiles at t = 1 s. The

difference between ιref(t = 1) and ι(t = 1) is the consequence of introducing input

perturbations for t ∈ [0, 1] without feedback control. This difference can also be

appreciated in Figs. 4.6(e)-(h). Despite this difference, the feedback controller is able

to start tracking the reference profile after it is turned on at t = 1 s., showing almost

perfect tracking one second later (after t = 2 s.).

4.6.3.2 Density, Plasma-current and Neutral-beam Actuation

For the two simulations provided in Fig. 4.7, in addition to the total plasma current

and the six neutral-beam powers, the line-averaged electron density is also used as an
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Figure 4.7: Feedback control simulation results from TRANSP with (right column) and
without (left column) the Ip and ne rate saturation: (a)-(b) Time evolution of the optimal
plasma current, (c)-(d) time evolution of the optimal line-averaged density, (e)-(f) time
evolution of the optimal beam powers, (g)-(j): time evolution of the optimal outputs (solid)
with their respective targets (dashed). (k)-(l): time evolution of the rotational transform
(ι-profile). Note that controller is off in the grey region.

actuator. The figures in the left column correspond to the simulation study without

current and density rate limits. Hence, a sudden drop is observed in the time evolution

of the optimal plasma current in Fig. 4.7(a), whereas a sudden increase in electron

density is observed in Fig. 4.7(c). The figures in the right column correspond to

the same simulation case but with rate limits given by |dIp/dt| = 0.75 MA/s and

|dn̄e/dt| = 0.85×1019 m−3s−1. Figs. 4.7(a)-(b) show the time evolution of the optimal

plasma current, Figs. 4.7(c)-(d) show the time evolution of the optimal line-averaged

electron density, Figs. 4.7(e)-(f) show the time evolution of the optimal beam powers.

The corresponding evolutions of the optimal outputs are shown in Fig 4.7(g)-(j).
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Finally, Figs. 4.7(k)-(l) compare actual and reference ι(ρ̂) profiles at different instants

of time. As in the previous simulation case, the controller is able to achieve almost

perfect tracking of the reference profile shortly after it is turned on at t = 1 s. This

simulation study shows that the proposed controller is capable of utilizing all physical

actuators, including plasma density, to effectively regulate the ι-profile around a target

profile in NSTX-U.

4.6.3.3 Rejection of Confinement Changes

In these predictive TRANSP simulations, the ne and Te profile evolutions are not

modeled by first-principles calculations. Instead, a reference ne profile is specified

based on an NSTX experimental profile and then eventually scaled to achieve a par-

ticular Greenwald fraction fGW [2]. Similarly, a reference Te profile is also taken from

an experiment and scaled to achieve a particular global confinement time [82]

τST = HST 0.1178 I0.57
p B1.08

T n0.44
e P−0.73

Loss,th, (4.100)

where HST is the confinement factor, Ip is the plasma current in MA, BT is the

toroidal magnetic field in T , ne is the line-averaged electron density in #/m3 × 1019

and PLoss,th is the loss power in MW [2].

When performing closed-loop simulations in TRANSP, the simulation must be

constrained to follow a specific confinement level all the time although the actuators

are varied based on the calculations of the feedback controller. This is achieved

by manipulating the confinement factor HST through a user-defined waveform [2].

However, the HST factor can deviate from the user-supplied waveform, which creates

an additional source of disturbance.

In this section, two closed-loop TRANSP simulations are carried out to assess the
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Figure 4.8: Time evolution of the confinement factor, HST for the two closed-loop
TRANSP runs for testing the disturbance rejection capability.

disturbance rejection capability of the controller against changes in the confinement

factor (Fig. 4.8):

1. Run 142301B66 has a step increase in the HST from 0.75 to 1.25.

2. Run 142301B67 has a step decrease in the HST from 1.25 to 0.75.

Note that in addition to the variations in the HST factor, the same constant input

disturbances as in sections 4.6.3.1 and 4.6.3.2 are also acting throughout the whole

simulation for both cases. The artificial variations in the HST factor represent the

possible confinement variations in NSTX-U experiments. Both runs utilize the pro-

posed LQI optimal controller, and only plasma current and neutral-beam powers are

used as actuators without considering rate limits. The line-averaged density remains

at its reference value during the simulations. Note that the target ι-profile corre-

sponds to the open-loop run 142301W20, which has an almost constant confinement

factor during the period of time the controller is on (HST ≈ 1 for t ∈ [1 5] s.).

Simulation results are summarized in Fig. 4.9 for the run 142301B66 (increasing

HST factor), and in Fig. 4.10 for the run 142301B67 (decreasing HST factor). Note
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Figure 4.9: Closed-loop TRANSP simulation results against increasing HST factor (run
142301B66): Time evolution of the (a) total plasma current, (b) individual NBI powers,
and (c)-(d) optimal outputs along with their respective targets. Note that controller is off
in the grey region.

from the comparison of Fig. 4.9(c)-(d) and Fig. 4.10(c)-(d) that the controller is

capable of rejecting the disturbances introduced by the changing confinement factor

in both simulations cases. From Fig. 4.9(b) and Fig. 4.10(b), it can be noted that

the NBI powers are quite sensitive to the changes in the confinement factor as they

are not settling around constant values as is the case for the total plasma current

evolution (Fig. 4.9(a) and Fig. 4.10(a), respectively). Finally, the time evolution

of the rotational transform is depicted in Fig 4.11(a) for the 142301B66 case run

(increasing HST ), and in Fig. 4.11(b) for the 142301B67 case run (decreasing HST ).
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Figure 4.10: Closed-loop TRANSP simulation results against decreasing HST factor (run
142301B67): Time evolution of the (a) total plasma current, (b) individual NBI powers,
and (c)-(d) optimal outputs along with their respective targets. Note that controller is off
in the grey region.

4.7 Conclusion

In this chapter, an NSTX-U-tailored plasma response model is first put into a control-

oriented form. The resulting infinite dimensional, nonlinear PDE is then reduced

through spatial discretization by a truncated Taylor series expansion. The nonlin-

ear, finite-dimensional model is finally linearized around the target state and input

trajectories. In this way, a state-space LTV model is obtained describing the per-

turbation dynamics around the target trajectories. An LQI feedback controller is

designed based on this proposed control-oriented, state-space LTV model to regulate
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Figure 4.11: Time evolution of the ι-profiles in (a) closed-loop TRANSP run with the
increasing HST factor (142301B66), and (b) closed-loop TRANSP run with the decreasing
HST factor (142301B67).

the poloidal flux gradient profile, and hence the current profile or the safety factor

profile, around a desired target profile. The effectiveness of the proposed controller

in shaping the poloidal flux gradient profile is first tested in closed-loop numerical

simulations based on the control-oriented MDE solver. The proposed LQI control

strategy is tested later in closed-loop predictive simulations in TRANSP through the

recently developed Expert routine. To simplify the implementation of the controller

in the Expert routine a time-invariant control law is sought. Therefore, the pro-

posed LQI controller is redesigned based on a linear time-invariant (LTI) state space

model of the rotational transform profile evolution in NSTX-U, which is obtained by

evaluating the state matrices of the LTV model at a given time during the flattop

phase. The closed-loop TRANSP simulations show that the proposed LQI optimal

controller is effective in regulating the rotational transform profile around a desired

profile in NSTX-U while rejecting disturbances due to modeling uncertainties and

confinement-factor changes. This promising ι-profile tracking performance motivates

the implementation of the proposed optimal control strategy in the actual NSTX-U

device once critical diagnostics are commissioned and plasma operation starts.
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Chapter 5

Model Predictive Control of the

Current Density Profile Evolution

in NSTX-U

5.1 Introduction

The main focus of this chapter is to develop for the first time a Model Predictive

Control (MPC) strategy to regulate the rotational transform profile around a desired

target profile in NSTX-U. The nonlinear, control-oriented, physics-based model de-

scribing the temporal evolution of the rotational transform profile in NSTX-U is first

put into a constrained MPC formulation. An integrator is embedded into the MPC

formulation to provide offset-free tracking in the presence of modeling uncertainties

and external disturbances. The neutral beam powers, electron density, and total

plasma current are used as control actuators to manipulate the profile shape. The

effectiveness of the proposed controller in shaping the ι-profile is shown in closed-loop

simulations based on the nonlinear control-oriented MDE solver.
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This chapter is organized as follows. A brief overview of the standard MPC

strategy is provided in Section 5.2. A constrained MPC problem with integral action

is formulated for rotational transform profile tracking in NSTX-U in Section 5.3.

The performance of the proposed integral MPC strategy is evaluated via closed-loop

nonlinear simulations in Section 5.4. Finally, conclusions are provided in Section 5.5.

5.2 Overview of MPC1

Model Predictive Control (MPC) is an optimal control strategy based on numerical

optimization. Future control inputs and future plant responses are predicted using a

system model and optimized at regular intervals with respect to a performance index.

Computation of the MPC control law requires the following 3 steps:

1. Prediction

2. Optimization

3. Receding horizon implementation.

A brief description is provided below for the each step.

5.2.1 Prediction

For a discrete-time, linear system

x(k + 1) = Ax(k) +Bu(k), (5.1)

and a predicted input sequence, u(k), the corresponding sequence of state predictions,

x(k), can be obtained by simulating the model (5.1) forward over a prediction horizon

1 Based on the lecture notes for the C21 course on Model Predictive Control by Mark Cannon.
Course page: http://www.eng.ox.ac.uk/∼conmrc/mpc

117



of, for instance, N sampling intervals. The stacked input and state vectors u, x are

defined as

u(k) =




u(k|k)

u(k + 1|k)

...

u(k +N − 1|k)



, x(k) =




x(k + 1|k)

x(k + 2|k)

...

x(k +N |k)



, (5.2)

where u(k + i|k) and x(k + i|k) denote input and state vectors at time k + i that are

predicted at time k, and x(k + i|k) evolves according to the prediction model (5.1),

with the initial condition at the beginning of the prediction horizon defined as

x(k|k) = x(k). (5.3)

5.2.2 Optimization

The predictive control law is computed by minimizing a standard quadratic perfor-

mance index defined in terms of the predicted sequences x and u, i.e.

J(k) =
N−1∑

i=0

[
xT (k + i|k)Qx(k + i|k) + uT (k + i|k)Ru(k + i|k)

]
(5.4)

+ xT (k +N |k)Qx(k +N |k), (5.5)

where Q, R are positive definite weight matrices, and Q is the weight matrix for the

terminal predicted state. Since J(k) is a function of u(k) via the state equation (5.1),

the optimal input sequence is given by

u∗(k) = arg min
u
J(k). (5.6)
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5.2.3 Receding Horizon Implementation

Only the first element of the optimal predicted input sequence u∗(k) is passed to the

plant, i.e.,

u(k) = u∗(k|k). (5.7)

The process of computing u∗(k) by minimizing (5.5), and implementing the first

element of u∗, is then repeated at each sampling instant k. Therefore, unlike LQ

control, the optimization defining u∗ is indeed an online optimization. The prediction

horizon remains the same length despite the repetition of the optimization at future

time instants. Therefore, the approach is known as a receding horizon strategy.

MPC originated in the late seventies and has developed considerably over the

last few years within both the research control community and industry [83]. The

main advantage of MPC over PID and LQ-optimal control techniques is the explicit

handling of actuator and state constraints [83]. MPC is proactive [84] as it recalculates

the optimal input sequence online at each time step by considering both input and

state constraints. Therefore, it eliminates the need for anti-windup augmentation and

high level of skill and experience required for the tuning of the controllers [85].

5.3 MPC Implementation for the NSTX-U

5.3.1 MPC Formulation with Integral Action

Using the superscript tilde notation (̃ ) to represent the deviations from reference

input and state trajectories, the discrete-time version of the LTI ι-profile evolution
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model (4.93)-(4.94) takes the form

ι̃(k + 1) = Ad ι̃(k) +Bd ũ(k), (5.8)

y(k) = Cd ι̃(k), (5.9)

where Ad, Bd, Cd are the discrete versions of A, B, and C in the continuous time

model (4.93)-(4.94), ũ(k) ∈ Rm×1 and ι̃(k) ∈ Rn×1 define the deviations from a

reference input ur(k), and reference state trajectory, ιr(k), respectively, i.e.,

ũ(k) = u(k)− ur(k) (5.10)

ι̃(k) = ι(k)− ιr(k). (5.11)

Standard MPC algorithms do not achieve integral action [86]. However, an integral

action is required in the controller to achieve offset-free tracking against modeling

uncertainties and various external disturbances. A method for incorporating an inte-

grator within the MPC framework is to modify the plant model so that the input is

the control increment ∆ũ(k), rather than control ũ(k) [85], [87], [88]. This is achieved

by taking the difference of both sides of (5.8) to form

∆ι̃(k + 1) = Ad∆ι̃(k) +Bd∆ũ(k), (5.12)

where

∆ι̃(k) = ι̃(k)− ι̃(k − 1) (5.13)

∆ũ(k) = ũ(k)− ũ(k − 1) (5.14)
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Next, from the output equation (5.9) one can obtain the output increment as

∆y(k + 1) = y(k + 1)− y(k)

= Cd (ι̃(k + 1)− ι̃(k))

= CdAd∆ι̃(k) + CdBd∆ũ(k) (5.15)

Finally, defining a new state vector as

x =




∆ι̃(k)

y(k)


 (5.16)

Equations (5.12) and (5.15) are combined to form the enlarged plant

x(k + 1) = Ãx(k) + B̃∆ũ(k), (5.17)

y(k) = C̃x(k), (5.18)

where

Ã=



Ad 0n×m

CdAd Im×m


 , B̃=



Bd

CdBd


 , C̃ =




0n×m

Im×m




T

(5.19)

Note that the state-space equations (5.17)-(5.18) may be used to define a Prediction

Model (PM) [86] of the form

yk+1|N = ON Ãx(k) + FN∆ũk|N , (5.20)
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where the extended vectors yk+1|N , ∆ũk|N are

yk+1|N=




y(k + 1)

y(k + 2)

...

y(k +N)



, ∆ũk|N=




∆ũ(k)

∆ũ(k + 1)

...

∆ũ(k +N − 1)




(5.21)

and

ON =

[
C̃ C̃Ã C̃Ã2 . . . C̃ÃN−1

]T
, (5.22)

FN=




C̃B̃ 0 0 0 · · · 0

C̃ÃB̃ C̃B̃ 0 0 · · · 0

C̃Ã2B̃ C̃ÃB̃ C̃B̃ 0 · · · 0

...
...

...
. . . 0

...
...

...
. . . 0

C̃ÃN−1B̃ C̃ÃN−2B̃ · · · · · · C̃ÃB̃ C̃B̃




. (5.23)

Note that the control objective is to track the reference profile, ιr(k) with minimum

control effort. Therefore, the performance index of the MPC formulation needs to

penalize both the predicted tracking error and the predicted changes to the control

input [85], taking the form [84]

J(k) =
N∑

i=1

[
y(k + i)TQy(k + i) + ∆ũ(k + i− 1)TR∆ũ(k + i− 1)

]
, (5.24)

where y ∈ Rm×1 is the predicted output, ∆ũ ∈ Rm×1 is the future change in the

feedback control input (i.e., future feedback control increment), and N is the length

of the prediction horizon. Using the PM (5.20), the general quadratic cost (5.24) can
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be rewritten compactly as

J(k) = ∆ũTk|NH∆ũk|N + 2xT (k)fT∆ũk|N + J0, (5.25)

where

H = F T
N Q̃FN + R̃, (5.26)

f = F T
N Q̃ON Ã, (5.27)

with enlarged cost weight matrices

Q̃=




Q 0 · · · 0

0
. . .

...

... Q 0

0 · · · 0 Q



, R̃=




R 0 · · · 0

0
. . .

...

... R 0

0 · · · 0 R



. (5.28)

Note that the term J0 on the RHS of (5.25) is a scalar depending on the initial condi-

tion, y(k), not on the unknown ∆ũk|N . Therefore, it is not a part of the optimization

problem, and is omitted in this derivation.

5.3.2 Incorporating Constraints

Let umax ∈ Rm×1 and umin ∈ Rm×1 define the input limits for the actual (physical)

actuators of NSTX-U. Hence, for the predicted input sequence, uk|N , it is possible to

write

umin|N ≤ uk|N ≤ umax|N , (5.29)
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where

umin|N = [umin umin . . . umin]T ∈ RNm×1 (5.30)

umax|N = [umax umax . . . umax]T ∈ RNm×1 (5.31)

Note that ũk|N = uk|N − urk|N , where

urk|N = [ur(k) ur(k + 1) . . . ur(k +N − 1)]T (5.32)

is the reference input sequence corresponding to the future input sequence, uk|N .

Therefore, the upper and lower limits for the feedback control sequence, ũk|N , can be

obtained by subtracting (5.32), from all terms of (5.29) as

umin|N − urk|N︸ ︷︷ ︸
ũmink|N

≤ ũk|N ≤ umax|N − urk|N︸ ︷︷ ︸
ũmaxk|N

(5.33)

Using the control increment (5.14) recursively, it is possible to obtain the following

matrix equation

ũk|N = S∆ũk|N + cũ(k − 1) (5.34)

where S ∈ RNm×Nm and c ∈ RNm×m are given by

S =




Im 0m . . . 0m

Im Im . . . 0m
...

...
. . .

...

Im Im . . . Im



, c =




Im

Im
...

Im



, (5.35)

where Im is m×m identity matrix and 0m is the m×m matrix of zeros. Substituting

(5.34) into (5.33), the inequality for the future feedback control increment, ∆ũk|N
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becomes

ũmink|N − cũ(k − 1) ≤ S∆ũk|N ≤ ũmaxk|N − cũ(k − 1) (5.36)

The constraints (5.36) are equivalent to

S∆ũk|N ≤ ũmaxk|N − cũ(k − 1) (5.37)

−S∆ũk|N ≤ −ũmink|N + cũ(k − 1) (5.38)

Finally, it is convenient to rewrite the constraints (5.37)-(5.38) compactly in the

following linear matrix inequality

A∆ũk|N ≤ bk, (5.39)

where

A =



S

−S


 , bk =



ũmaxk|N − cũ(k − 1)

−ũmink|N + cũ(k − 1)


 . (5.40)

5.3.3 Quadratic Programming

To solve the integral MPC formulation, the performance index (5.25) with the plant

model (5.8)-(5.9) should be minimized with respect to the unknown future feedback

control increments, while satisfying the input constraints given by the inequality

(5.39), i.e.,

∆ũ∗k|N=arg min
∆ũk|N

{
∆ũTk|NH∆ũk|N+2xT(k)fT∆ũk|N

}
(5.41)

subject to A∆ũk|N ≤ bk (5.42)
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This defines a standard Quadratic Programming (QP) problem in terms of the un-

known future feedback control increments, ∆ũk|N . A receding horizon strategy is

used and only the first control increment ∆ũ∗(k) in the calculated ∆ũ∗k|N is used for

control. The optimal feedback control action to the plant (5.8)-(5.9) then becomes

ũ(k) = ∆ũ∗(k) + ũ(k − 1). (5.43)

5.4 Performance Assessment of the Integral MPC

Design via Closed-Loop Simulations

Both for modeling and control design, a reference state trajectory ιr(ρ̂, t) is generated

through the open-loop TRANSP run 142301W12, which is based on NSTX-U shape

and actuators, and for which the actuator requests are set to the following arbitrary

constants

ur(k) = ur = [un P1 P2 P3 P4 P5 P6 Ip]
T

= [1.0 0.2 0.4 0.6 0.8 1.0 1.2 0.7]T (5.44)

Both for control design and closed-loop simulation, the non-dimensional spatial do-

main (ρ̂ ∈ [0 1]) is equally divided into l = 21 radial nodes, hence, the radial grid size

is ∆ρ̂ = 0.05. Control simulations are then carried out for t ∈ [t0 tf ] = [1.0 4.0] s.

The control sampling time is set to Ts = 0.01 s. Note that MPC may not guarantee

closed-loop stability for arbitrary values of the prediction horizon, N . In general,

the chance of getting closed-loop instability decreases with an increasing N , at the

expense of an increase in computational time since the length of the unknown vector

∆ũk|N in (5.41)-(5.42) also increases with an increasing N [84]. In this case, some
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Figure 5.1: Tracking simulation results: (a)-(c) Time evolution of the optimal plasma cur-
rent, electron density regulation and neutral beam injection powers; (d)-(e) Time evolution
of the actual outputs (solid) with their respective targets (dashed).

of the closed-loop poles of the unconstrained MPC (i.e., the eigenvalues of Ã+ B̃K,

where K = −H−1f) start to cross the unit circle for N ≤ 4. Therefore, N = 5 is

picked to guarantee closed-loop stability without increasing the computational effort

considerably.

In this closed-loop control simulation study, the initial condition perturbation re-

jection capability is tested during the first 1.5 seconds of the discharge by setting

ι(t0) = ιr(t0) + 0.3ιr(t0). In addition to an initial condition perturbation, step distur-

bances are also added in each input channel starting at t = 2.5 s., i.e.,

ũ(k) =





∆ũ∗(k) + ũ(k − 1), t < 2.5 s.

∆ũ∗(k) + ũ(k − 1) + ud, t ≥ 2.5 s.
(5.45)
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Figure 5.2: Time evolution of the rotational transform (ι-profile).

where ud = 0.15ur. To seek a faster response, the cost weight matrices are set to

Q = 1000 I8×8 and R = diag(0.01, 0.005, 0.001, 0.0001, 0.01, 0.001, 0.01, 0.01).

At the beginning of each simulation step, k, the QP problem (5.41)-(5.42) is solved

in MATLAB to obtain the future feedback control increment, ∆ũk|N . Receding control

strategy is used to update the feedback control according to (5.43). The nonlinear

MDE (2.5)-(2.6) is then simulated in MATLAB with the updated control input, and

the prediction horizon is shifted for the next time step.

The results of the closed-loop control simulation is provided in Fig. 5.1. The

time evolution of the optimal physical inputs are illustrated in Figs. 5.1(a)-(c). The

corresponding time evolution of the optimal outputs are depicted in Figs. 5.1(d)-(e)

along with their respective targets. Note from Figs. 5.1(d)-(e) that in the absence of

the input disturbances, the outputs are regulated around their desired values within

the first 0.5 s. of the simulation. This is also reflected in Fig. 5.2, through the

comparison of the ι-profile achieved at t = 1.5 s. with the desired target profile,

ιr(t = 1.5), along with the unperturbed initial profile, ιr(t = 1), and the perturbed

initial profile, ι(t = 1). Note from Fig. 5.1(e) that the outer states jump again at

t = 2.5 s., which is the effect of the step disturbance inputs added at that instant.
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The integral MPC strategy instantly cancels the effect of these input disturbances,

providing almost excellent profile matching at t = 2.6 s. in Fig. 5.2. Based on this

simulation analysis, the proposed controller is shown to be effective in regulating the

ι-profile around a target profile in NSTX-U.

5.5 Conclusion

In this chapter, a constrained MPC algorithm has been formulated for tracking a

desired rotational transform profile, and hence a desired current density profile, in

NSTX-U. The neutral beam powers, electron density, and total plasma current are

used as actuators. An integrator is added to the standard MPC formulation to achieve

offset-free tracking against various modeling uncertainties and external disturbances.

The effectiveness of the proposed MPC control scheme is demonstrated via closed-loop

numerical simulations based on the control-oriented MDE solver.
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Chapter 6

Conclusion and Future Work

In this dissertation, first-principles-driven model-based feedforward and feedback con-

trol algorithms have been developed for the geometry and the actuators of NSTX-U.

In this final chapter, contributions of this research work are summarized and direc-

tions for possible future research work are provided.

6.1 Contributions of this Dissertation

The contributions of this dissertation can be summarized as follows.

1. Following the general first-principles-driven (FPD) modeling approach devel-

oped by the Lehigh University Plasma Control Group, a control-oriented model

for the current density profile evolution has been developed for the first time

for NSTX-U. The model has been tailored to the geometry and actuators of

NSTX-U by using predictions provided by the physics-oriented transport code

TRANSP. This control-oriented model predicts the spatial-temporal evolution

of the current density profile by combining the nonlinear Magnetic Diffusion

Equation (MDE) with physics-based correlations obtained from NSTX-U for the

electron density, electron temperature, and non-inductive current drives (neu-
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tral beams). The modeling approach has been extended in this work through

the use of time-varying geometric factors. However, simulations results show

that the accuracy improvement is marginal for the analyzed scenarios.

2. Using the control-oriented model tailored to NSTX-U, a model-based optimal

feedforward control algorithm has been designed for the first time for NSTX-U.

Given a desired operating state, the optimizer produces actuator trajectories

that can steer the plasma to such state. Nonlinear numerical optimization tech-

niques developed by the Lehigh University Plasma Control Group [1] have been

extended in this work to NSTX-U. The effectiveness of the nonlinear actuator

trajectory optimizer is shown through nonlinear simulations based on the devel-

oped control-oriented MDE solver. The optimal feedforward control algorithm

provides a systematic approach for advanced scenario planning in NSTX-U.

3. Using once again the control-oriented model tailored to NSTX-U, a model-based

optimal feedback control algorithm has been designed for the first time for

NSTX-U. The feedback control algorithm complements the feedforward control

solution by improving tracking while adding robustness against model uncer-

tainties and external disturbances to the overall current profile control scheme.

The control-oriented plasma response model (an infinite dimensional PDE) is re-

duced through spatial discretization and then linearized around the target state

and input trajectories to provide a linear time variant (LTV) model. A linear

quadratic integral (LQI) optimal feedback controller is designed based on the

resulting LTV model to regulate the poloidal flux gradient profile, and hence

the current density profile, around a desired target profile. The effectiveness

of the proposed optimal feedback controller is tested in numerical simulations

based on the developed control-oriented MDE solver.
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4. The proposed LQI optimal current-profile controller has been tested in nu-

merical simulations based on the physics-oriented transport code TRANSP by

utilizing the Expert routine [2]. In this way, a current density profile con-

troller has been implemented in TRANSP for the first time for NSTX-U. The

line-averaged electron density, the neutral-beam powers, and the total plasma

current are used as actuators in the TRANSP simulations. Current and den-

sity rate limits are introduced into the standard Expert routine. Robustness

against varying confinement conditions is also tested in TRANSP for the first

time using the proposed LQI controller. The promising closed-loop TRANSP

simulation results motivate the implementation of the proposed optimal control

algorithm in NSTX-U once critical diagnostics (MSE) are commissioned and

relevant plasma scenarios are achieved.

5. A feedback controller based on a model predictive control (MPC) strategy is

designed for the first time to regulate the rotational transform profile around

a desired target profile in NSTX-U. The neutral beam powers, the electron

density, and the total plasma current are used as actuators. An integrator is

embedded into the standard MPC formulation to account for various modeling

uncertainties and external disturbances. The proposed MPC strategy incor-

porates various state and actuator constraints directly into the control design

process by solving a constrained optimization problem in real-time to determine

the optimal actuator requests. Therefore, it eliminates the need for a separate

anti-windup controller design and the manual tuning of the controller’s gains.

The effectiveness of the proposed MPC strategy in regulating the current den-

sity profile in NSTX-U is demonstrated in closed-loop simulations based on the

developed control-oriented MDE solver.
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6.2 Future Work

The biggest challenge associated with this dissertation work has been the lack of ex-

perimental data from NSTX-U since the upgrade did not start operations until the

second half of 2015. Moreover, plasma scenarios relevant to this dissertation work

have not been achieved yet. Therefore, all modeling and control design work has been

done by using TRANSP predictions for NSTX-U’s shape and actuator configuration

based on scaled profiles obtained from NSTX experiments. As a consequence, experi-

mental testing of the combined feedforward and feedback controllers are not included

in this dissertation. However, this dissertation work already sets the foundation that

is necessary to make active current profile control in NSTX-U a reality in the near

future. Once the motional Stark effect (MSE) magnetic-field-pitch-angle diagnostics

start operating, and relevant plasma scenarios are achieved, the developed feedfor-

ward+feedback controllers can be tested in the actual NSTX-U device after some

model refinement and control re-design work is carried out as detailed below.

• Refinement of the FPD control-oriented model using actual experimental data

once NSTX-U achieves relevant plasma scenarios. Use of NSTX-U’s experi-

mental data to augment the developed MDE-based control-oriented model with

either a one-dimensional model for electron temperature prediction or a zero-

dimensional model for plasma stored energy prediction.

• Redesign of optimal feedforward actuator trajectories based on refined FPD

control-oriented model. Alternatively, design of optimal feedforward actuator

trajectories based on TRANSP by wrapping the transport code by the developed

numerical optimizer. Experimental testing of proposed optimal feedforward

control algorithms.
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• Redesign of LQI-based optimal feedback control algorithm based on refined

FPD control-oriented model. Numerical testing in both control-oriented and

TRANSP closed-loop simulations. Experimental testing.

• Redesign of MPC-based optimal feedback control algorithm based on refined

FPD control-oriented model. Implementation of MPC algorithm in TRANSP’s

Expert routine. Numerical testing in both control-oriented and TRANSP closed-

loop simulations. Experimental testing.
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