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Abstract

This work discusses the photocurrent and photoluminescence that can be induced by

short-pulse illumination in rubrene single crystals. The pulsed illumination excites a

rubrene molecule from the ground state to its first optically accessible excited state,

resulting in a singlet exciton state. In rubrene, a singlet exciton can transform into

two triplet excitons which together have a spin of zero by an efficient spin-conserved

fission process. On the other hand, two triplet excitons can interact to again form a

singlet exciton by a fusion process. Quantitative modeling of the transformation of

singlet excitons into triplet excitons and vice-versa shows that both photoconductiv-

ity dynamics and photocurrent dynamics after pulsed excitations can be understood

within the same framework.

The photoluminescence observed after pulsed excitation is only emitted upon

radiative recombination of singlet excitons. A simple model of fission and fusion

based on rate equations leads to a qualitatively different photoluminescence dy-

namics depending on the time scale. In particular, it predicts a fast exponential

decay corresponding to the initial fission process, later a power-law (quadratic) de-

cay corresponding to a regime when triplet-triplet interaction is dominant, and a

1



final exponential decay with a time-constant which is half the triplet exciton life-

time. This last exponential decay corresponds to the case when only a lower density

of triplet excitons is left.

The same model can be used to predict the photocurrent dynamics after pulsed

excitation. Experimental observations after pulsed illumination show that, for low

excitation pulse energies, a large photocurrent grows exponentially with a time con-

stant of the order of ∼ 100 µs. This photocurrent build-up time then becomes

shorter at higher excitation energies, with the peak photocurrent also saturating.

One finds that the observed photocurrent dynamics can be reproduced with the same

model based on exciton fission and fusion that successfully explained photolumines-

cence dynamics. The only additional assumption that is required to do so is that

triplet excitons be able dissociate and release free holes by direct interaction with

a defect state. The 100 µs build-up time of the impulsively induced photocurrent

then corresponds to the triplet lifetime.
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Chapter 1

Introduction

1.1 Organic Molecular Crystals

This work will focus on organic molecular crystals that consist of of an ordered

assembly of organic molecules held together by Van der Waals forces. In many

cases, some properties of such crystals can be predicted by treating them as an

“oriented molecular gas.” The energy can be localized in a single molecule during

its lifetime in the excited state. In order to understand the electronic structure

of molecular crystals, one has to also take into account the interaction between

the molecules. Specifically, the interaction between an excited molecule and its

unexcited neighbors. However, this interaction is weak in organic crystals, which

are bound by weak Van der Waals forces, and one typically observes low charge

carrier mobilities, of the order of ( 1 cm2/V s). From the macroscopic point of view,

such crystals have relatively low melting and sublimation temperatures, and low

mechanical strength. Simple growth procedures and stability at room temperatures

3



for many organic molecular crystals make them good candidates for applications

such as organic FET (Field Effect Transistors) [1–4]. A fundamental energy state

in such systems, an exciton (an electron bound to a hole), typically has lifetimes on

the order of picoseconds to nanoseconds, which in some extreme cases can go up to

milliseconds or even more. As can be observed with any excited state, excitons can

also demonstrate various behaviors such as propagation through the crystal lattice,

interacting with other molecules, traps and other excitons [5]. The weak nature of

the Van der Waals force that binds molecules together in a molecular crystal creates

a strong tendency of charge carrier and exciton localization [5, 6].

1.1.1 Excitons in Organic Molecular Crystals

Excitons in molecular crystals, characterized by their lifetime and diffusivity, can

also contribute to charge carrier creation [5,6]. In many cases, excitons are created

by a direct photoexcitation, or from charge carrier relaxation. This work focuses on

directly photoexcited excitons, which allows a direct control over the exciton spatial

distribution and population density. Because exciton decay contributes to the ob-

servable luminescence and charge carrier creation, the two main physical observables

are excitonic luminescence and photocurrent, both resolved in time.

1.2 Rubrene molecule and rubrene single crystal

Rubrene (5,6,11,12 - tetraphenylnaphthacene) belongs to the group of polycyclic

aromatic hydrocarbons and is well known as a sensitizer in chemiluminescence. The

rubrene molecule consists of four benzene rings (the molecular backbone is equal to

4



tetracene) and four substituted phenyl groups attached to the two internal rings.

The rubrene molecule as it is found in orthorhombic rubrene single crystals [7] is

centrosymmetric with a twofold axis of rotation along the short backbone (Fig. 1.1).

Vapor transport [8] grown rubrene crystals are orthorhombic [7], with four molecules

per unit cell. The lattice constants are a = 14.4 Å, b = 7.18 Å, and c = 26.9 Å.

a 

b 

c 

C42H28 

Figure 1.1: Structure of a rubrene molecule (left), molecular packing in the ab-plane
(right).

A theoretical model characterizing triplet fusion is expanded in this work to

explain the experimentally measured extraordinary photocurrent and photolumi-

nescence dynamics in rubrene single crystals. Chapter 2 discusses an extension of

the model to explain exciton dynamics. The luminescence dynamics is modeled

based on various initial conditions. In Chapter 3, a numerical simulation of an

electric field in the sample is performed to check for corrections in photocurrent

measurements. In Chapter 4, this model is extended to address various characteris-

tics of photocurrent. Chapter 5 reviews several recent experiments in rubrene where

photoluminescence and photocurrent dynamics have been observed, and discusses

how these observations can be interpreted with the physical picture discussed in

5



chapter 4. Finally, Chapter 6 presents a summary, addresses global conclusions,

and proposes future research directions.
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Chapter 2

Exciton Dynamics in Molecular

Crystals

2.1 Introduction and background

In rubrene, both absorption and photoluminescence spectra are in the visible spec-

tral range, and common laser light sources and detection tools such as spectrometers

and photomultiplier tubes can be conveniently used. Since photoluminescence (PL)

can be easily measured experimentally, it can be used as a probe to study the dy-

namics of photoexcited states in a material. In general, absorption of a photon

in this class of materials typically leads to a creation of an exciton or of a charge

carrier pair, depending on the conditions of excitation. In rubrene, in most cases,

absorption of a photon results in creation of a singlet exciton with zero total angular

momentum. The lifetime of this singlet exciton, extracted from a temporal expo-

nential decay of the photoluminescence signal, was found to be 15 ns [9] for rubrene

7



Figure 2.1: Semilog plot of fluorescence power versus time, as measured in Anthracene
(From Ref. [10]).

molecules measured in solutions. On the other hand, a similar measurement in a

rubrene single crystal gives a more complex time dynamics of the photolumines-

cence. In the nanosecond regime, the photoluminescence is characterized by an

exponential decay with a decay constant of few nanoseconds. On the longer time

scales, photoluminescence dynamics is sometimes governed by a quadratic decay,

which becomes an exponential decay again (but with a different decay constant). A

detailed discussion of this complicated behavior is presented in this chapter.

2.1.1 Photoluminescence dynamics in anthracene

Early measurements in anthracene have also revealed an existence of a long-lived

luminescence [10–12]. Instead of a typical exponential temporal decay of the PL

signal normally observed, a more complicated time dynamics behavior was observed

[13].
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Observed PL dynamics in anthracene in Figure 2.1 show two interesting features.

First, a large overall lifetime of the PL indicate a long-lived energy state, which was

assigned to long-lived triplet excitons. Triplets are composed of a bound electron and

a hole of the same spin, which results in a non-zero net angular momentum. While

direct decay to the ground state is allowed for singlets, for triplets direct relaxation to

the ground state is forbidden by selection rules, which results in much longer triplet

lifetimes, often of the order of milliseconds, of even longer. Singlets typically decay

within nanoseconds. Second, because excitons are characterized by their natural

lifetimes, the decay of the corresponding populations would still lead to an observed

exponential decay of the luminescence signal. The PL dynamics on anthracene,

on the other hand, showed a quadratic dependence on time. A new model was

constructed that would include interaction between excited states to explain the

behavior observed from the experiment. A quadratic dependence can be associated

with a fusion process of energy levels, for which the rate of interaction is dependent

on the population density. Additionally, triplets were identified as this energy state

undergoing fusion, when considering its extra long lifetime to be observable in the

millisecond regime. If triplets were to interact with each other to create singlets,

the decay would be number-density-dependent, and, in this particular case, would

decay quadratically. In later experiments performed with rubrene single crystals,

the existence of triplets was also observed, and was shown to play a large role in

the exciton dynamics [14]. A model that can be used to rationalize such exciton

dynamics, like the one observed in rubrene single crystals, will be discussed next.

9



2.2 Modeling of exciton dynamics

We start with a population of singlet excitons directly photoexcited by a short laser

pulse, giving a well-defined number of excited states at time zero. A fraction of the

directly created singlet excitons can then rapidly decay with a lifetime of the order of

a few nanoseconds or less. Simultaneously, singlet excitons also have a probability to

convert into triplet states via well-known processes such as intersystem crossing, or

the spin-conserved singlet fission [15–19]. In order to explain the observed quadratic

decay of the luminescence, we consider the possibility of triplet-triplet interactions

that can recreate singlet excitons, which will then again have a probability to decay

radiatively. The processes of exciton fission and fusion can only be efficient when

singlet energy is nearly equal to twice the triplet energy [20], where fission is efficient

if the triplet energy is less than half of a singlet, and fusion is efficient if the triplet

energy is more than half of a singlet. Triplet exciton fusion in this case creates a

single singlet exciton from a pair of triplets states. The existences of both efficient

singlet fission and triplet fusion in rubrene have been observed. The time evolution

of the singlet and triplet population densities in the presence of fission and fusion

processes can be described mathematically by the following rate equations:

ds

dt
= −δs− s

κ
+

1

2
nsγp

2 − ls (2.1)

dp

dt
= −γp2 − p

τp
+ 2δs (2.2)

Here, p is the population density of triplet excitons, γ is the rate at which

triplet excitons interact with each other, thus the corresponding term in the equation

10



contains the population density of triplets squared. τp is the lifetime of a triplet

exciton, and s is the population of singlet excitons. δ is the rate at which singlet

excitons create triplet excitons. A factor of 2 indicates that two triplets are created

by a single singlet. κ is the non-radiative lifetime of a singlet exciton, which could be

related to charge carrier creation. The term ls is a radiative decay term. The nsγp
2

term corresponds to the singlet excitons that are created by triplet exciton fusion,

where ns is the rate of singlets to be created by the triplets, and 1/2 is also multiplied

to this term since two triplets will create one singlet. This finite probability takes

into account the fact that not all triplet collisions will result in a singlet creation.

The rate equations presented above are constructed to be as general as possible,

and include all possible mechanisms for singlet and triplets exciton creation and

destruction. However, from a practical point of view, it is convenient to distinguish

the terms related to the physical observables (photoluminescence) , and to combine

all the remaining terms. Then, the equations above can be simplified to

ds

dt
= +

1

2
nsγp

2 − s

τs
, (2.3)

dp

dt
= −γp2 − p

τp
+ np

s

τs
(2.4)

and τs is the lifetime of singlet excitons,

1

τs
= δ + l +

1

κ
(2.5)

Further, the probability for triplets to be created by the singlets via fission is

11



np =
2δ

δ + l + 1
κ

, (2.6)

The factor 2 here takes into account that two triplets are created from a single

singlet.

2.3 Time evolution of the singlet and triplet ex-

citon populations

To address how the population of the excitons changes with time, we can take into

account that triplet excitons have a much longer lifetime then singlet excitons, due

to the fact that direct triplet decay to the ground state is forbidden. After a fast

creation of singlet excitons via a short laser pulse, the singlet population will be

mostly depleted within nanoseconds, and from that point in time mainly triplets

will remain. This allows a convenient separation of the time scales at which singlets

and triplets exist, and the triplet evolution can be treated starting at the point

in time when the majority of singlets have undergone fission into a population of

triplets, as given by the rate equations 4.7 and 2.2. The decay of the population of

singlet excitons is directly related to the experimentally observed photoluminescence

signal, hence the importance of the singlet population should not be underestimated.

The evolution of the exciton populations undergo three distinct stages, as shown in

the next Figure 2.2.

In Figure 2.2, a photoexcitation with a short laser pulse created an initial popu-

lation of singlets with a population density of s0 = 1011 excitons/µm3. Each region

12
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Figure 2.2: Evolution of the singlet and triplet exciton populations modeled using
Eq.2.16 with τs = 10 ns, τt = 50 µs, ns = 1, np = 0.5, γ = 10−5, s0 = 109

excitons/µm3, t0 = 0. Three distinct regions in the respective dynamics can
be seen.

on Figure 2.2 has some distinct characteristics. We choose a log-log scale here to

highlight certain distinct functional dependencies. Region 1 corresponds to first few

nanoseconds after a population of singlets is created. It is characterized by a mo-

noexponential decrease of the singlet density with a characteristic effective lifetime,

and a simultaneous increase in the number of triplets created via singlet fission. The

key feature in Region 2 is the power-law decay of both populations, with quadratic

decay of singlets (resulting in the slope of -2 on a log-log plot), and with triplet den-

sity decaying like t−1 (hence a slope of -1 on the graph). Region 3 corresponds to

even later times, where the triplet lifetime dominates the decay dynamics, and the
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corresponding decay dynamics becomes exponential again. Also, as singlet popula-

tion depends on the triplet population squared, its decay also shows an exponential

shape.

2.3.1 First few nanoseconds

In our model conditions, at time zero, a fast impulsive photoexcitation creates a

well-defined population of singlet excitons that typically have a lifetime of the order

of a few nanoseconds. During this lifetime, singlets radiatively decay and undergo

fission to create long-lived triplet excitons. Excluding any possible triplet density

contribution to creation of singlets in the first few nanoseconds, the rate equation

for the singlet population becomes

ds

dt
≈ − s

τs
, (2.7)

with a simple solution

s(t) = s0e
− t
τs (2.8)

Detected luminescence, being proportional to the singlet density, will decay ex-

ponentially. On the other hand, the initial (first few nanoseconds) increase in the

population of triplets is roughly given by the total number of singlets present. Due

to the fact that the triplet creation by singlets is dominant at this time scale, the

rate equation for the triplet population can be approximated as

dp

dt
≈ +np

s

τs
(2.9)
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which has a solution

p(t) = nps0(1− e−τst) (2.10)

Regardless of fusion of triplets, one would still observe an exponential decay of

singlets in this initial regime. Most observations [21,22] are focused on this regime,

making it difficult to detect additional properties and interactions of excitons such

as triplet fusion.

2.3.2 Excitons in the microsecond time scale

After a few nanoseconds, the singlet population will be mostly depleted, and the

dominant population is triplets. When the triplet population is large, the probability

of the interaction between triplets is high and depends on the triplet density, thus

the quadratic term in the rate equation 4.7 and 2.2 becomes dominant. The triplet

rate equation is then

dp

dt
≈ −γp2 (2.11)

with a solution

p(t) =
1

γt+ 1
p0

(2.12)

As previously discussed, the triplet-triplet interactions can re-create singlets via

fusion. Newly created singlets also have a probability to either radiatively decay,

or undergo fission again. Rate equation for the time scale for singlet population in

equilibrium becomes
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0 =
ds

dt
= +

1

2
nsγp

2 − s

τs
(2.13)

which provides an important relationship

s =
1

2
τsnsγp

2 (2.14)

Although the population of singlets at this time scale is small, it is very impor-

tant practically speaking, because the PL that originates from decaying singlets is

the common convenient physical observable. Considering Eq 2.5, the luminescence

created by the singlets is

1

δ + l + 1
κ

l
s

τs
= ls =

1

2
lτsnsγp

2 (2.15)

The luminescence power L(t) emitted by singlets can further be expressed as

L(t) =
1

2
lτsnsγ

1

(γt+ 1
p0

)2
(2.16)

A simplified form of this equation can be obtained by taking γt >> 1/p0

L(t) =
1

2
lτsnsγt

−2 (2.17)

which predicts that in this time scale, the observed photoluminescence power

decays quadratically with time. A condition we have used is γt >> 1/p0. It indicates

that with some appropriate time, photoluminescence will be independent of its initial

population density, and will converge to a specific decay. This tendency will be

revisited later.
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It is important to keep in mind that the luminescence power defined here origi-

nates from a unit volume that has a certain population density of excitons.

2.3.3 Exciton dynamics at the millisecond time scale

Much later in time, we come to a point where the population densities of excitons

are reduced strongly enough to make any interactions between individual excitons

negligible, and the dynamics is governed by the triplet exciton lifetime. The rate

equations that describe the system at these later times are

dp

dt
= − p

τp
(2.18)

with a solution being a simple exponential decay

p(t) = p1e
− t
τp (2.19)

where p1 is triplet population density at some arbitrary time t = 0 . While at

these densities the quadratic term is insignificant for the triplet density dynamics,

it still defines the rate at which detectable singlets are created. While the triplet

population is given by Eq 2.19, we can use Eq 2.14 to obtain

s = τsnsγp
2 = τsnsγp

2
1e

− 2t
τp (2.20)

with corresponding PL power given by

L(t) = lτs
2nsγp1

2e
− 2t
τp , (2.21)
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a monoexponential decay with a time constant of a half of the triplet exciton

lifetime τp.

2.3.4 Full solution in the microsecond and the millisecond

regime

In most cases, singlet lifetime is dramatically smaller than that of a triplet. As was

shown previously, at some point in time, typically after a few nanoseconds after

photoexcitation, triplet population becomes much larger then singlet population.

This allows to simplify Eq 2.2 (by assuming s = 0) and obtain a solution [23]

p(t) =
p0

(1 + p0γτp)et/τp − p0γτp
(2.22)

which can be further approximated by considering the first two Taylor expanded

terms (in the µs regime, t/τp is small) with respect to t,

p(t) =
p0

(1 + p0γτp)(1 + t/τp)− p0γτp
=

p0
1 + (p0γ + 1/τp)t

(2.23)

Next, we can ignore the 1/τp term to arrive at

p(t) =
1

γt+ 1
p0

(2.24)

which is the result we obtained before at Eq 2.12. In the millisecond regime,

when the exponential term in Eq 2.22 becomes significantly larger then p0γτp, Eq.

2.22 can be written as
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p(t) =
p0

1 + p0γτp
e−t/τp (2.25)

which again returns the exponential form for the millisecond regime similar to

what was achieved at Eq 2.19. It is to be noted, for Eq 2.19 no quadratic decay in

the microsecond regime was considered, unlike Eq 2.25 where this was considered.

This explains the difference in the prefactor.

2.4 Numerical simulation of the photoluminescence

dynamics

We have previously shown that the luminescence decay at the nanosecond (right

after impulsive excitation) and the millisecond time scale have the shape of an ex-

ponential. For the nanosecond region, the PL curve is expected to scale linearly with

the excitation pulse energy. Because the microsecond dynamics has a more compli-

cated character, we want to examine its dependence on initial excitation conditions,

such as excitation pulse energy and excitation wavelength. It is important to note

that the wavelength of excitation light affects the spatial distribution of the created

excitons, because of the wavelength-dependent absorption coefficient of the material.

Therefore, two laser light pulses of the same total energy but different wavelengths

result in different total densities of excitons that are distributed differently over the

depth of the sample, which should be taken into account.

The following Figures is calculated using Eq 2.2 with the Runge-Kutta 4th

method. The Runge-Kutta method is basically an extended Euler method; since
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Figure 2.3: Modeling of the exciton dynamics after an impulsive excitation with different
initial densities of singlet excitons. Curves are obtained using Eq 2.16 with
τs = 10 ns, τt = 50 µs, ns = 1, np = 0.5, γ = 10−5, t0 = 0. The initial
singlet population changes between s0 = 109 and s0 = 1013 excitons/µm3.

the original Euler method have larger errors and have numerical instabilities, we

extend trial steps on each interval to increase accuracy and stability. The fourth

order is most common for its balance between low error and computational require-

ments in calculating ordinary differential equations. With a total of 9000 intervals,

we start with an initial singlet population density and no triplet population density

at 1 ns and proceed to 100µs. The log-log plot is used to highlight certain functional

dependencies, and for convenient comparison of different time scales.

Several interesting features can be readily seen on Fig 2.3. The first straight-

forward observation is the nearly linear relationship between the total amount of

generated triplets and the initial density of singlets, as expected. Secondly, one
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can notice a characteristic transition point at around 100ns in the singlet decay

curve from exponential to quadratic decay. The occurrence of this transition in time

strongly depends on the initial singlet population. In other words, it corresponds

to the time point where the relative significance of the initial population of singlets

decaying exponentially becomes less than the delayed contribution of singlets due to

triplet fusion. As a consequence, for high initial singlet densities, the majority of the

integrated photoluminescence occurs on the microsecond scale and originates from

singlets re-created via fusion. In general, under a weak fission of singlets to triplets

and/or a weak fusion, the efficiency of microsecond scale luminescence dramatically

drops.

Another notable feature is predicted in the approximation Eq 2.17. As seen in

Figure 2.3, regardless of initial population density, the singlet and triplet populations

have a tendency to merge into the same decay. In Eq 2.17, it was predicted that

after some time, the photoluminescence will decay quadratically into the same form,

regardless of population density.

2.4.1 Effect of triplet-triplet interaction efficiency on the

exciton population decay dynamics

In general, various external factors such as temperature, etc. may have a strong

effect on the triplet interaction rate γ, and subsequently on the dynamics of both

singlet and triplet exciton population.

As can be seen in Figure 2.4, there is a strong influence on the amount of re-

created singlets on the microsecond time scale and the value of γ. Further, for lower

γ values one can see that the reduction of the triplet population due to fusion is
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Figure 2.4: Exciton dynamics after impulsive excitation for different triplet-triplet in-
teraction rates. Decay curves were generated using equation 2.16 with
τs = 10ns, τt = 50µs ns = 1, np = 0.5, s0 = 1011, t0 = 0. The triplet-
triplet interaction rate γ was varied between 10−3 and 10−7 excitons/µm3.

minimal, and the effect of triplet lifetime becomes more significant.

2.4.2 Exciton decay dynamics with different triplet lifetimes

Triplet lifetime can be varied by, for example, an introduction of traps in the system

that might intercept triplets to create charge carriers. This possibility will be further

discussed in Chapter 4. In Figure 2.5 we model how the variations in the τt affect

the exciton population dynamics.

As expected, for longer triplet lifetimes the shape of the triplet decay curves
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Figure 2.5: Exciton dynamics after impulsive excitation corresponding to various triplet
exciton lifetimes. Decay dynamics was modeled using Equation 2.16 with
τs = 10ns, γ = 10−5, ns = 1, np = 0.5, s0 = 1011 excitons/µm3, t0 = 0.
Curves correspond to triplet lifetime values τt = 500ns, 5µs, 50µs, 500µs,
and 5 ms.

is dominated by the fusion process. When τt becomes significantly small, how-

ever, triplet lifetime starts to compete with the triplet population decay via fusion.

Further, for shorter triplet lifetime values, the triplet lifetime dynamics dominate

any effect by the singlet generation via fusion, and a quadratic decay previously

predicted in the microsecond region transforms into an exponential decay.
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Figure 2.6: Exciton dynamics after impulsive excitation with different modeled using
various singlet exciton lifetimes. Equation 2.16 was used with τt = 50µs,
γ = 10−5, ns = 1, np = 0.5, s0 = 1011, t0 = 0. Singlet lifetimes were
changed between τs= 1 ns and 1 µs.

2.4.3 Exciton population decay dynamics with various sin-

glet exciton lifetimes

Here we explore the effect of the singlet exciton lifetime on the exciton decay dynam-

ics. This does not alter the probabilities for individual radiative vs non-radiative vs

fission to triplets, but the overall lifetime of singlets.

The main feature in Figure 2.6 is that a reduction in the singlet lifetime results

in a more rapid increase in the triplet population. This further results in a lower

amount of singlets found in the microsecond region, as predicted by Eq. 2.14. If

τs is made significantly large, the maximum of the triplet population occurs much
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later, but in all cases it reaches a similar maximum value, but with considerably

different amount of remaining singlets in the same time region. This behavior is

also expected from Eq. 2.14, that predicts the singlet population to be proportional

to the singlet lifetime τs.

2.4.4 Exciton decay dynamics with a constant number of

photons in the excitation pulse

As stated, the theory relies heavily on the exciton population density. Since the ex-

citon population density is dependent on the absorption constant for the wavelength

of the excitation light, we can investigate a fixed population of excitons, where only

the distribution changes by the absorption. A wavelength dependent experiment

can be executed in this fashion, by maintaining a constant number of photons, as

the absorption coefficients will determine the exciton population densities.

As seen in Figure 2.7, high exciton densities of s0 = 1013excitons/µm3 introduce

a fast supply of singlets decaying quadratically, whereas for low densities of s0 =

1010, the supply of singlets from triplet-triplet fusion is relatively weak. Since triplet

“consumption” is weak, triplet decays are slower.

The results in this case of a constant total population with different densities are

similar with the calculations of Figure 2.3. When we compare the exciton dynamics

in the fixed population calculation (Figure 2.7) with different population density

calculations (Figure 2.3), the exciton dynamics characteristics are similar. Even

when the total number of excitons are fixed, one can resort to Figure 2.3 to recognize

the differences in excitons dynamics by just normalizing the magnitude.
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Figure 2.7: Exciton dynamics after impulsive excitation with a fixed total exciton popu-
lation, and not population densities which were considered previously. Equa-
tion 2.16 was used with τs = 10ns, τt = 50µs ns = 1, np = 0.5, γ = 10−5,
s0 = 109, 1010, 1011, 1012, 1013 excitons/µm3, t0 = 0, where the total volume
is 1µm3

2.5 A case of non-homogeneous excitation density

For simplicity, up to this point, our modeling assumed homogeneous density of pho-

toexcited excitons. In reality, in most cases, photoexcitation results in a distribution

of excitons(singlets) where population density decays exponentially with depth. By

considering multiple layers of photoexcited material, we correct for the fact of non-

homogeneous excitation. One can argue that since exciton diffusion [15] is essential

for triple-triplet fusion, one should take it into account and consider how the diffu-

sion can correct the corresponding population densities. However, because diffusion
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Figure 2.8: Distribution of excitons after an impulsive photoexcitation and its possible
approximations. Previous calculations were performed with an approxima-
tion of a homogeneous exciton population density distribution (left). The
right figure shows an improved density approximation that considers multi-
ple layers of photoexcited material.

of triplets in rubrene single crystals was shown to be much smaller than the absorp-

tion length [24], and thus to have practically no effect on exciton distribution, we

can safely ignore exciton diffusion.

Figure 2.8 shows two possible approximations that were used. A spatially ho-

mogeneous exciton population used for calculations above is shown on the left side.

A refined approximation that considers multiple layers is on the right.

The calculations of the contribution of each layer is similar to the one done before

in Figure 2.7. It can be seen in Fig. 2.9 that the refined result differs slightly, but its

overall dynamics is very similar to the one with homogeneous approximation. Hence,

a homogeneous layer approximation can be sufficient for rough exciton dynamics
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Figure 2.9: Modeling with multiple layers of different population density. Calculation
was done using Eq. 2.16 with τs = 10ns, τt = 50µs, γ = 10−5, ns = 1,
np = 0.5, s0 = 1011 excitons/µm3, t0 = 0.

predictions.

This approximation can be understood easily by recognizing that most excitons

are absorbed near the surface, so the density with the majority of excitons is bound

to dominate the total exciton dynamics as well. Any additional layer will have only

a fraction of the previous layer, and since the density does not change by orders of

magnitudes (for it to have any significant exciton dynamics difference) but rather

just a fraction, the additional layer will behave similarly to its previous layer.

There is one characteristic that varies; since the later layers do not consume

triplets as fast as the first layer, they will have a more vivid representation in longer

times such as at 10 µm seen in Figure 2.9. Although for s0 = 1011, 10 µs was not
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long enough to merge with other exciton dynamics, one can see that the first layer

approximation will merge into a single dynamics curve, predicted by Eq. 2.17, and

also the multi layer approximations also merge into a different dynamics curve.

2.6 Conclusion

In this chapter, we focused on exciton behavior of fission of singlets to triplets, and

fusion of triplets to singlets. We have presented a model which explains the fu-

sion and fission process, and achieved various approximations to predict the exciton

dynamics characteristics, such as the existence of a long lived µs population of exci-

tons. We have also calculated how the exciton dynamics will change with different

population densities, different singlet and triplet lifetimes, and different interaction

coefficients. We have also shown that applying a simple calculation is sufficient to

recognize photoluminescence characteristics.
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Chapter 3

Possible experimental

configurations for

photoconductivity measurements

An alternate method of detecting exciton behavior is through one of its easily de-

tectable byproducts – charge carriers. By applying an electric field and detecting

its photocurrent, one can detect creation and decay of charge carriers.

One of the difficulties encountered while analyzing photocurrent measurements

data is that the electric field applied in the region of photoexcitation may not in

general be homogeneous, which could lead to incorrect photocurrent data interpre-

tation. Hence, below we will investigate the proper conditions that create a constant

and well-defined electric field in the sample. With a certain potential difference ap-

plied and the dielectric constant known, the electric field distribution will depend

purely on the configuration of the contacts applied on the surface of the sample.
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When photoexcitation occurs on the surface of the sample, the absorption of pho-

tons and creation of excitons have an exponential distribution in the depth (hence

mostly on the surface, and less in the bulk of the crystal). The charge carriers are

directly created by excitons, so the distribution of excitons determines the distri-

bution of charge carriers. Free charge carriers are detected with an electric field

created by the contacts, and the electric field distribution can be non-homogeneous.

We had no confirmation that the change of electric field magnitude should be

of consideration while interpreting photocurrent. If the electric field were to decay

significantly compared to the absorption depth where the excitons are distributed,

additional calculations are needed for long wavelength excitation induced photocur-

rent measurements.

To validate this possibility, we calculate the electric field by solving Poisson’s

Equation in configurations commonly used. We will check if any corrections are

needed for the photocurrent measurements analysis, and will propose strategies for

future photoexcitation experiments interpretations executed with different sample

configurations.

With a 3D differential equation calculator(FlexPDE, Partial Differential Equa-

tions Calculator), we use Poisson’s Equations ∇2ϕ = 0 to calculate the electric field

distribution in the system from the boundary conditions imposed by the contacts.

The dielectric constant of rubrene of 2.6 was used [25]. The sample configuration

used in our calculation is 1 cm long, and 5 mm wide. One must note that, due to

symmetry, there is no vertical electric field component at this coordinate, thus the

electric field vector will be parallel to the surface.

A schematic of a rubrene sample is shown in Figure 3.1. The excitation would
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Figure 3.1: A cross-section of a rubrene sample is shown with variables defined. The
dielectric constant for the sample is 2.6 [25], for the metal contact is 1e6, and
for the surrounding air is 1. The potential difference between the contacts
is 1 V. The thickness of the metallic contacts is 100 µm.

occur at the exact middle of the upper surface of the sample. Depending on the

excitation wavelength, the excitons (and charge carriers) will be distributed along

the vertical axis, defined as the y-axis in Figure 3.1. Two metallic contacts are

positioned on top of the sample. Other sample configurations, such as samples with

metallic contacts are above and below the sample in a “sandwich” configuration.

The following configurations were investigated. First, the distance between the

contacts (defined as ’d’ in (1) of Figure 3.2) was increased. Second, rather than

increasing the distance between the contacts, the contact were extended outwards

in hope of homogenizing the electric field (by increasing ’L’ in (2) of Figure 3.2).

Third, the electric field distribution for samples of different thickness were calculated

(by increasing the thickness of the sample in the y-direction in (3) of Figure 3.2).

Fourth, a sample was calculated where the contacts cover the whole surface except

for a small “slit”, (which is equivalent to a very small ’d’ in (4) of Figure 3.3). Fifth,

the electric field was calculated from a sample while moving away from a pair of

contacts on the surface (shown in (5) of Figure 3.3). Sixth, contacts were applied
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Figure 3.2: The electric field was calculated on the dotted line when (1) the distance be-
tween the contact varies, (2) the length of the metallic contacts are increased,
(3) different thickness samples are used.

on the top and bottom of the sample to construct a “sandwich” configuration and

the electric field distribution (shown in (6) of Figure 3.3) were measured.

3.1 Effect of the contact distance on the electric

field distribution

The most commonly used sample configuration is shown in 3.1, where two contacts

are positioned above the sample. The electric fields for various distances between

the contacts is then calculated.

The configuration and electric potential distribution are shown in Figure 3.4

and the electric field for the increasing contact distance is shown in Figure 3.5. The
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(4)

d d

(5) (6)

Figure 3.3: The electric field was calculated along the dotted line when (4) there was
a small slit, (5) there was no excitation between the contacts but from a
distance, (5) the contacts were a “sandwich” configuration.

surface of the sample is set to be at 0, and the sample ends at 0.3.

The decrease of the electric field with depth is rapid when the distance between

the contacts are smaller then 1.4mm. When the distance between the contacts

increases, a homogeneous electric field is created. As long as some distance exists

one can create a rather reliable electric field for when the decay of electric field with

depth is negligible.

Figure 3.5 also shows that even when the contacts are very close at 0.2mm

distance, the change of electric field within 100µm where most of the excitation

occurs, is minimal. We can safely conclude that photocurrent measurements on a

typical rubrene sample of this configuration do not require much correction.
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Figure 3.4: Potential distribution when contact distance changes. The rubrene sample
has a thickness of 300 µm.
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Figure 3.5: Effect of the contact distance on the field distribution.The dielectric constant
for the sample is 2.6, for the metal contact is 1e6, and for the surrounding air
is 1. The same electric field near the surface was maintained. The thickness
of the contacts is 100 µm. The default sample thickness is 300 µm. The
distance “d” are 0.2mm, 0.6mm, 1.4mm, 2.2mm, 4.2mm, and 6.2mm
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Figure 3.6: Electric Potential distribution in case of an increasing contact size

3.2 Increasing the size of the contacts

When we have a conventional configuration with two contacts positioned on the

surface of the sample, it is possible to enhance the homogeneity of the electric field

by extending the size of the contacts.

Figure 3.6 shows the electric field potential distribution. Further, the size of the

contacts is increased outwards. Electric field for changing contact size is shown in

Figure 3.7. The contact length increased from 1.5 mm to 2.5mm to 3.5 mm and

then to 4.5 mm. The modeling in the region of interest, which is near the surface

(from 0 to 0.1 mm), shows minimal reduction of the change of electric field with

depth. Any extension of the contact has little effect, and as shown in Figure 3.5

only the distance between the contact seems to affect the change of electric field

with depth.
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Figure 3.7: Electric field distribution in case of increasing contact size. The dielectric
constant for the sample is 2.6, for the metal contact is 1e6, and for the
surrounding air is 1. The same electric field near the surface was maintained.
The thickness of the contacts is 100 µm. The default sample thickness is 300
µm. The length of the metallic contacts are 1.5mm, 2.5mm, 3.5mm, 4.5mm.

3.3 Effect of the sample thickness on the electric

field distribution

Another possible way of improving the uniformity of the electric field is to use thicker

samples.

As seen in Figure 3.9, discarding minimal variations created by numeric calcu-

lation artifacts, there is virtually no change by using different thickness samples.
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Figure 3.8: Electric potential distribution of various sample thicknesses
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Figure 3.9: Distribution of of electric field for different sample thickness. The dielectric
constant for the sample is 2.6, for the metal contact is 1e6, and for the
surrounding air is 1. The same electric field near the surface was maintained.
The thickness of the rubrene samples are 50 µm, 100 µm, 150 µm, 200 µm,
250 µm and 300 µm.
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Figure 3.10: Electric potential distribution in case of a “slit” contacts geometry

3.4 Slit Contact System

Another popular geometric configuration is when the top of the sample is covered

by contacts with only a narrow slit, where excitation by light can occur. This

configuration allows to achieve maximum electric field strengths and to detect weak

photocurrents.

In this configuration, the electric field results are in agreement with the previous

calculations. The electric field distribution is highly dependent on the distance

between the contacts. Although increasing the distance between the contacts (or in

this case increasing the size of the slit) creates a slightly better electric field, its effect

is minimal. One must highly take into consideration the electric field distribution

when experimenting in this configuration.

It is to be noted that the above Figure 3.11 is similar to Figure 3.5. One should

recognize that the distance used for Figure 3.11 is within a mm, which is comparable
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Figure 3.11: Electric Field in a “slit” contact geometry. The dielectric constant for the
sample is 2.6, for the metal contact is 1e6, and for the surrounding air is 1.
The potential difference between the contacts is 1 V. The thickness of the
metallic contacts is 100 µm. The default sample thickness is 300 µm. The
slit size (2d) is 0.2mm, 0.4mm, 0.6mm, 0.8mm.

with the 0.2 and 0.6 mm calculations in Figure 3.5 . Both calculations agree that

only distance plays a major factor.

3.4.1 Electric Field at a distance from contacts

An alternative way of controlling the electric field strength is to conduct the mea-

surement not between the contacts, but rather at a distance. If used properly,

this configuration can excite regions of different electric field by simply moving the

position of excitation.

In Fig. 3.15, the electric field decay into the sample is shown for 0.5 mm, 1.0 mm,

1.5 mm, and 2.0 mm horizontal distances from the contacts where the excitation

occurs. In this configuration, control of the overall electric field magnitude can be
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Figure 3.12: Electric Potential distribution at a distance from contacts
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Figure 3.13: Electric field at different distances from contacts. The dielectric constant
for the sample is 2.6, for the metal contact is 1e6, and for the surrounding
air is 1. The potential difference between the contacts is 1 V. The thickness
of the metallic contacts is 100 µm. The default sample thickness is 300 µm
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Figure 3.14: Electric Potential distribution of a Sandwich Contact System

achieved by moving the excitation position with regard to the contacts, and its

electric field distribution change inside the sample shows to be negligible.

3.5 Sandwich geometry

Another common sample configuration is when one has contacts above and below

the surface of the sample, so-called “sandwich” geometry. The excitation in this

case occurs at some distance from the contacts. The electric field is obviously more

complicated, and we focus only on the surface electric magnitude calculated with

distance from the contacts.

We focus here on the electric field on the surface of the sample, and its depen-

dence on the distance from the contacts. The electric field into the sample, which

is not shown, varies rapidly predictably due to the potential difference created ver-

tically into the sample, unlike the other configurations created horizontally.
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(a) Electric Field distribution of a “Sandwich Contacts”
System. Here, the x-axis indicates the horizontal distance
from the contacts on the surface, unlike previous calculations
where the x-axis indicated the depth. The dielectric constant
for the sample is 2.6, for the metal contact is 1e6, and for the
surrounding air is 1. The potential difference between the
contacts is 1 V. The thickness of the metallic contacts is 100
µm. The default sample thickness is 300 µm
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(b) Experimental Result of the Decay of Magnitude of Elec-
tric Field of a Sandwich Contact System. A constant pulsed
laser was used to excite different positions on the sandwich
configuration sample. The photocurrent was measured and
expressed in log-log scale for comparison with the previous
calculation on the electric field of a sandwich configuration.

Figure 3.15: Comparison of calculated electric field with experimental data
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The calculations on the surfaces with respect to horizontal distance show that

after some rapid decay, the position dependence of the electric field is nearly expo-

nential, that is highlighted by a log-linear scale in the plot 3.15(a).

We can extract the electric field dependence on the distance from the contacts

by using the same type of excitation at different points. Fig 3.15(b) shows a mea-

surement of photocurrent as a function of the distance from the contacts. A strong

similarity with the result calculated previously (Fig 3.15(a)) is present.

3.6 Conclusion

The creation of charge carriers by photoexcitation can occur up to 0.1 mm deep,

thus we focus on mostly the first 100 µm. Out of all the possible methods of

enhancing homogeneity, increasing the distance between the metallic contacts up to

a 1mm only helped, any distance larger then that did not help much. Extending

the contacts outwards or increasing the size of the rubrene sample did not help.

As a general calculation, when the distance between the contacts 2d vs the depth

y has a ratio 2d/y = 20, the electric field will decrease only 5%. For example, since

most of our measurements are within y = 100µm, the distance between the contacts

2d should be 2mm to have a minimal electric field change of 5%.

In addition, the calculations on the sandwich configuration have shown agree-

ment with the distance dependence photocurrent experiment, and this is a valid

example that shows these calculations are reliable.
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Chapter 4

Expectations for the photocurrent

dynamics in light of the triplet

exciton theory

In this chapter photoexcited excitons dissociating into charge carriers is discussed.

Based on the previous model, we can also calculate the charge-carrier generation as

a function of exciton dynamics.

Several assumptions are made for the calculation. First, singlets have a small

probability of dissociation to free charge carriers. Second, triplets under some pro-

cesses also have a small probability to create charge carriers. Third, the created

free charge carriers are indistinguishable, and have a relative long lifetime. Fourth,

charge carrier recombination, which is dependent on the charge carrier population

density, is taken into account.
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4.1 Defects as a meta-state for a different type of

triplet dissociation

Although triplets are associated with charge carriers, the exact dissociation process

is controversial. Two theories can be proposed for the two types of dissociation

processes than can occur to triplets.

The energy of triplets is not large enough (about 1eV) to create charge carriers

(about 2 eV) single handedly, and considering that the transition to the ground state

for triplets is forbidden, their lifetime may be mostly determined by the interaction

with defect states. Multiple types of defects in general can exist, but for simplicity

one can propose a defect level that is dominant in creating charge carriers.

One can also consider singlet dissociation to charge carriers to be the exclusive

process for charge carrier creation. In this assumption, the µs photocurrent should

be proportional to the µs regime singlet population, which will increase quadratically

with respect to the initial exciton population density. This is not the case [26], and

only a linear dependence had been observed.

Therefore, another situation to consider is where two triplets contribute to one

charge carrier creation through an intermediate level. (Another possible process

with a single triplet will be discussed later.) One can consider excited trap levels:

first, trap levels are occupied rapidly by triplets, then, additional triplets will have

a certain probability of interacting with the occupied trap levels and create a state

capable of creating charge carriers.

This process involves interactions of triplets with triplets. Since the limited

number of trap levels should be occupied rapidly (if not, photocurrent increase

46



quadratically), the interaction rate is determined by a fixed number of trap levels

and the population density of triplets, which is proportional to the excitation power.

The model will explain the linear relationship of excitation power to photocurrent.

The sub-linear increase of photocurrent in high excitation powers are explained by

the reduction of triplet population density through triplet-triplet fusion, which is

independent from any processes involving traps.

We can also note that under extremely low excitation powers, when the pop-

ulation of triplets is comparable with the population of traps, the trap levels can

consume the population of triplets leaving no free triplets left to interact with. In

this case, almost no photocurrent is created, and the photocurrent increase should

not be proportional to the excitation powers. Creating such experimental conditions

with sufficient sensitivity to low currents is a very challenging task.

4.2 Rate equations for the meta-state model

As was done for semiconductors [2,27] we introduce a quadratic recombination factor

into our rate equations.

dp

dt
= −γNpNp− γNdpNdp− γp2 −

p

τp
+ 2δs, (4.1)

where p is the population of triplets, N is the population of trap levels, Nd is

the population of occupied trap levels, γNp describes how triplets interact with trap

levels, γNdp describes how triplets interact with excited trap levels, γ is the triplet-

triplet interaction rate, τp is the lifetime of a triplet, and δ is the conversion rate of

singlets to triplets.
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The amount of holes and electrons created through this model is,

dh

dt
= +γNdpNdp− γeheh−

h

τh
(4.2)

de

dt
= +γNdpNdp− γeheh−

h

τe
(4.3)

where γeh is the recombination rate of electrons with holes, τh is the lifetime of

a hole. τe is the lifetime of an electron.

The change in the amount of the occupied trap levels and empty trap levels is

dNd

dt
= +γNpNp− γNdpNdp−

Nd

τNd
(4.4)

dN

dt
= −γNpNp+ γNdpNdp+

Nd

τNd
= −dNd

dt
(4.5)

where τNd is the lifetime of an excited trap level.

The total population of trap levels has a constant value.

N +Nd = Ntot (4.6)

Ntot is the total number of trap levels.

The rate equation for singlets is the same,

ds

dt
= −δs− s

κ
+ nsγp

2 − ls (4.7)

Thus with an initial exciton population density given as s0 = 106, one can
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Figure 4.1: A calculation of a typical photocurrent using eq 4.2 is shown. The initial

singlet population s0 = 40, with τs = 10ns, τt = 50µs, γ = 10−5, ns = 0.5,
np = 0.5, γeh = 6× 10−2 are used.

calculate the hole density vs time,

In the calculation shown in Figure 4.1, one can observe a fast component right

after t=0, then an increasing photocurrent till around t=100µs, followed by a decay

with some lifetime of 0.5ms. The decay is a result of charge carrier recombination,

without this, the lifetime is 6 ms.

Unlike hole densities, not much is understood for electrons. The calculation

of holes is sufficient to explain the photocurrent dynamics, which could indicate

electrons to have a short lifetime, or a small mobility [28, 29], therefore electrons

will hide its existence in photocurrent observations.

Electrons could still play a role, and this will be discussed later.
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4.3 Creation of holes by trap level electron affin-

ity

Similar to Auger-like dissociation in semiconductors [30,31], another possible triplet

to charge carrier dissociation mechanism is when high electron affinity trap levels

interacts with triplets to create free holes. Based on a rather simple linear correlation

between the photocurrent and triplet density observed in our experiments, one can

think of such a more direct creation of charge carriers with the help of trap levels.

Photocurrent observations only detect total current and can not distinguish elec-

trons from holes, but one can assume that the majority of photocurrent observed is

due to holes, thanks to their large mobility as observed in rubrene, rather then low

mobility for electrons [28,29].

A trap level can then have a certain electron affinity which traps an electron,

exciting and releasing the hole in the process. For this model to work, several

restrictions should be included.

Since holes are created only when non-occupied trap levels exist, the total pho-

tocurrent is restricted by the number of trap levels available to triplets. But if the

charge carrier dissociation process requires only a short amount of time, there is no

reduction of the number of trap levels, and the photocurrent creation will be de-

pendent on the number of interactions between triplets and trap levels. The higher

the population of triplets, the higher the probability of interaction between triplets

and trap levels. The probability of interaction will also depend on the rate at which

triplets diffuse, thus one can expect that at higher temperatures a higher photocur-

rent would arise, which is in agreement with our experimental observations [32].
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4.3.1 Rate equations for the electron affinity model

The rate equations for the electron affinity model is similar to the previous model,

where the difference is that the interaction of excited trap levels is gone. The triplets

and holes in this model are expressed with

dp

dt
= −γNpNp− γp2 −

p

τp
+ 2δs (4.8)

dh

dt
= +γNpNp− γeheh−

h

τh
(4.9)

There are no free electrons created through this model.

In this case the occupied trap level is different from the previous model ; The

occupied trap level is not a bound triplet that may interact with another triplet,

rather, it is a bound electron in this model. (The same notation is used for conve-

nience.)

dNd

dt
= +γNpNp−

Nd

τNd
(4.10)

dN

dt
= −γNpNp+

Nd

τNd
= −dNd

dt
, (4.11)

where the total population of trap levels is still constant, and the rate equation

for singlets is the same as above.

In general, the first model (where the trap level acts as a meta-state) is somewhat

similar to the other model of a short-lived trap level of high electron affinity. The

hole density rate equations 4.2 and 4.9 are equivalent when
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γNdpNd = γNpN (4.12)

γNdp and γNp are constants, but the trap population densities Nd and N are

not. In certain conditions such as when τNd is small, photocurrent will not be

proportional to the initial exciton population density. Here, we focus on conditions

that maintain the linear dependence with the initial exciton population density vs.

photocurrent, as observed in [26].

4.3.2 Similarity of both models

When,

τNd � 0 (4.13)

and,

γNdp � γNp (4.14)

The majority of trap levels are not populated, so we can consider N as a constant

value. Thus, Equations 4.2 and 4.9 are simplified where the terms γNdpNd and γNpN

are constants.

Both models can create photocurrent that increase linearly with the correspond-

ing triplet population. A major difference is in the output of charge carriers: an

electron-hole pair from the meta state model, and just a single hole from the electron

affinity model.

As the mobility of electrons is around 0.3 cm2/V s, whereas it is 0.8 cm2/V s for
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Figure 4.2: The photocurrent was calculated when the triplet lifetime was 100µs, charge

carrier lifetime 6 ms, quadratic coefficient for triplet-triplet fusion 10−2,
quadratic coefficient for charge carrier recombination 6× 10−2

holes [33], we simply consider holes to be the major contributor to the current. The

triplet population is achieved according to the rate equations for triplets, 2.2 and

4.7. Then the hole population density is obtained from Equations 4.2 and 4.9.

4.4 Numerical calculation of the photocurrent

By using Equations 4.2 and 4.9, we can see how the photocurrent dynamics will

change with different initial exciton populations.

Figure 4.2 shows the change of photocurrent dynamics with different excitation

power. The curves show the stronger the excitation, the larger the magnitude of

the photocurrent. Another thing to notice is the shift of the photocurrent peak,
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Figure 4.3: Integration of various photocurrent simulations. The initial triplet popula-

tion varied between 10 and 108.

previously explained by the faster depletion of the supplier of photocurrent. The

magnitude increase is suppressed due to triplet-triplet fusion, which also explains

the reduction of the build up time. The rapid decrease is explained by a quadratic

recombination of charge carriers expressed as γeheh in Equations 4.2 and 4.9. If a

quadratic recombination would not exist, the decays should have been similar, with

consistent exponential decay corresponding to a lifetime of the charge carrier.

In order to see how many charge carriers are created with different initial exciton

populations, we can take the integral of photocurrent shown in Eq. 4.3.

The population of charge carriers is affected by quadratic recombination of

triplets and also of charge carriers. The quadratic recombination of triplets con-

trol the total amount of photocurrent as well as the build up dynamics. Charge
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carrier recombination kicks in at much higher (initial exciton population) densities,

and contribute to the shortening of the photocurrent lifetime.

In Figure 4.3 in a region where only one quadratic function (triplet fusion) ap-

plies, one can observe a slope 2 in log-log scale, which is equivalent to a root two

increase in linear scale. But once both effects work simultaneously, the quenching

becomes much more severe.

4.4.1 Shortening of photocurrent buildup time

A strong observable feature of the photocurrent is its buildup time. For longer time

regimes, analysis is harder due to a significant decay of charger carriers, thus it is

easier to observe the build up, where the photocurrent is highly dependent on the

triplet population.

With different initial populations of excitons, we can see Figure 4.2 that the

required time for the individual photocurrent curve to reach its maximum is different.

To compare with experimental data, one can keep track of the time required to reach

20%, 50%, and 80% of its photocurrent maximum.

By plotting the reciprocal of the time required under different initial conditions,

we can recognize the shortening of this time occurring at different magnitudes. It

changes from a constant value to different values when triplet-triplet interactions

begins to play a role, i.e. when a change in build up dynamics is observed by Eq. 4.2.

4.4.2 Meta-state model calculations

Though the two models introduced above both work in optimal conditions, there

are limitations to each model that needs to be addressed. This will help choose
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Figure 4.4: The photocurrent was modeled with various initial singlet densities s0 =

1, 2, 4, 10, 20, 40...., 2x1013.

the more probable model. Calculation-wise, both models are similar when γNp is

sufficiently large, so we focus on the meta-state model.

In order to see any bottleneck effect, or saturation due to the meta-states that

create charge carriers, we assign the maximum trap population to a relative small

value of 105. We then use Equations 4.2, 4.4, 4.5, and 4.7 to calculate the photocur-

rent on various initial singlet population densities.

In Figure 4.6, as the initial singlet population density increases, the limited

meta-states start to saturate. This works as bottleneck for charge carrier creation,

and thus reduces the photocurrent magnitude. On lower densities, the photocurrent
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Figure 4.5: The reciprocal of the time required to reach 20, 50, and 80 percent of the

photocurrent maximum is shown for various initial singlet densities s0 =
1, 2, 4, 10, 20, 40...., 2x1013.

increases quadratically. This is due to the increase in triplet population that con-

tribute to the increase of the interaction creating meta states and the interaction of

meta states that creates charge carriers. When the initial population s0 = 107 in-

crease to s0 = 108, which is 10 times, the photocurrent increases 100 times. But once

the meta states are saturated, when the population s0 = 1010 increase to s0 = 1011

the increase of photocurrent is drastically reduced to a sub-linear increase.

Since Figure 4.6 shows triplet-triplet fusion and also charge-carrier recombina-

tion effects, it might mix with the saturation effects and shadow understanding

of photocurrent at high densities. Therefore we conduct another calculation that
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Figure 4.6: The photocurrent dynamics are calculated in the regime when the
meta state starts to saturate. The initial singlet densities are s0 =
107, 108, 109, 1010, 1011. The interaction rates are γNdp = 10−5, γNp = 10−5.

excludes both quadratic effects, to understand how the meta-state saturation will

affect photocurrent increase.

In Figure 4.7 with all quadratic effects removed, photocurrent increases quadrat-

ically when the meta-states are not saturated. This can be seen when s0 = 107

increases to s0 = 108. At higher densities when s0 = 1010 increases to s0 = 1011, the

meta-states are saturated and the photocurrent increase linearly.
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Figure 4.7: The photocurrent dynamics are calculated in the regime when the
meta state starts to saturate. The initial singlet densities are s0 =
107, 108, 109, 1010, and1011. The interaction rates are γNdp = 10−5, γNp =
10−5. The triplet-triplet fusion interaction rate γ is now zero and no triplet
fusion occurs.

4.5 Conclusion

We have introduced two models that can explain charge carrier dissociation by

triplets. Besides the existence and in-existence of free electrons, models will result

in the same hole population density, which will create the same photocurrent. The

electron affinity model is simpler, and easily explains photocurrent dynamics. The

meta-state model might result in a quadratic increase of photocurrent, which was

not observed. However when the trap level population N is small, or when the

interaction rate between the trap levels with triplets γNp is large, the meta-state is
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saturated. This effectively work similar to the electron affinity model, resulting in

similar photocurrent dynamics.

Both models work, but the meta-state model predicts super-linear increase of

photocurrent in low densities. This was not observed, and the restrictions required

for this absence explained above makes this model less probable then the electron

affinity model. The electron affinity model may also show a saturation of photocur-

rent increase, when the excited trap levels have a long lifetime. However, this has

not been observed yet, and the electron affinity model seems to be slightly more

probable.

It is to be noted that in our models, photocurrent was proportional to the (un-

occupied) trap level population densities N . For example, experimental-wise, a long

exposure of rubrene samples (several months to a year) in air resulted in an in-

crease of photocurrent, and additional exposures (after several years) resulted in a

photocurrent decrease. The increase and saturation of the amount of different trap

levels with time can be taken to account, where different trap levels can contribute

to photocurrent [34] or simply reduce the lifetime of triplets. It is yet difficult to

fully explain the observed behavior, but one can correlate the amount of trap levels

to the efficiency of the creation of photocurrent.
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Chapter 5

Experimental observations of

photoluminescence and

photocurrent in rubrene

With the triplet model described above, the dynamics of the photoluminescence

under various initial conditions can be predicted. The experimental results and

comparisons for the confirmation of the model are presented.

5.1 Experimental Setup

5.1.1 Rubrene samples

A typical rubrene single crystal sample used has two silver contacts on a top to

produce an electric field inside the material. The photoexcitation and collection of

the luminescence occur in the middle of the sample, which is normal to the bc facet.
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Figure 5.1: Various sizes and shapes were used, but a typical sample is 1 cm long, 1 mm
wide, and a couple hundred microns thick.

An electric voltage is applied ranging from a couple volts to 2000 V. Our experi-

ments are executed in room temperature with full exposure to air. The samples are

very stable in normal conditions. Only after a year under exposure in air will there

be a noticeable change in the measurements.

Figure 5.2: Rubrene single crystals used in the measurements were grown by Physical
Vapor Transport method [2,8], which utilizes a horizontal heated tube with
a gas flow. High temperature (300◦C) Ar, He, and H2 gases flow while
maintaining a temperature gradient in a heated tube with raw rubrene.

The crystal samples are grown by Physical Vapor Transport method, which is

an effective method of constructing weakly bound organic crystals. Although the
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purity of the crystals will affect the density of trap levels that could create different

oxidation and trap levels distributions and densities [35], PVT for rubrene have

shown to create pure crystals [36] in general. All samples were grown by the same

method with the same equipment to maintain consistency.

5.1.2 Laser system

The main laser system used in the experiments was PL2143A EKSPLA Nd:YAG

laser operating under passive mode locking conditions. The laser is composed of

a master generator with an additional regenerative amplifier, optical pulse amplifi-

cation, and harmonic generation. The fundamental wavelength of the Nd:YAG is

frequency doubled, tripled and quadrupled by letting the beam pass through the

nonlinear crystals to create 1064, 532, 355, and 266 nm output wavelengths. The

repetition rate was 10 Hz (which was essential in order to observe events that take

longer than miliseconds).

5.1.3 OPG

In these experiments, an Optical Parametric Generator (OPG) was used to control

and select any wavelength within 430-680 nm and 740-2300 nm. The 355 nm pump

laser from the Nd:YAG laser was collected with only a pulse energy of 8mJ. The

maximum output energy per pulse was 300 µJ. Due to the nonlinear behavior of the

OPG, the observed laser output had a small fluctuation of less than 5%.
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Figure 5.3: Microscope used for Photocurrent and Luminescence Measurements.

5.1.4 Microscope

Because controlled positioning of the excitation, and calculation of the photon den-

sity is crucial, a custom built confocal microscope was used for measurements. As

the laser pulse approached the setup, the laser power was controlled by 2 polarizers.

An ND filter was also used when extremely low powers were desired. The laser

light was focused onto a pinhole of various sizes (from 10 to 500µm in diameter)

with a scattering element. The laser was then collimated with another lens with

f=25.4 mm. Thereafter a microscope objective was used to focus the light onto the

sample. The microscope also allowed a separate pathway for a CW light, and an-

other pathway for luminescence measurements. A CCD camera was attached above

to check the position of excitation, and also the quality of focusing. The observed
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pulse energy had a maximum of ˜150 µJ when it reached the sample.

5.1.5 Various Sample Configurations

5.1.6 Detection

The circuit was connected to a Lecroy Waverunner 4 GHz oscilloscope with input

impedance at 50Ω (for measurements requiring response times of about 1 ns) to 1

MΩ(for better signal to noise ratio, in conditions that do not require fast response

time), or in between.

Another important observable is photoluminescence. The luminescence created

by the sample followed either a path that was focused to a monochromator con-

nected to a photomultiplier, or to a usb2000 OceanOptics spectrometer, which had

a detection range of 200-1100 nm with a resolution of 1-3 nm. An additional path

for CW lasers or white light was available while excitation by the pulse laser was

occurring.

5.1.7 Experimental Procedure

The purpose of the experiments was to understand charge carrier behavior in rubrene

single crystals by using impulsive laser photoexcitation to create excited rubrene

molecules.

The primary excitation laser (introduced above) provided an excitation wave-

length between 430-2300 nm. The laser output power was kept constant, and the

excitation power was controlled with external polarizers and ND filters. The loca-

tion and focusing of the excitation was monitored by a CCD camera attached above
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the microscope. The rubrene sample itself is fixed on a transparent plastic substrate.

The stage and the sample were enclosed in a Faraday cage for better signal to noise

ratio due to the high sensitivity of the setup to external fields. An electric field

was applied on the sample to measure the photocurrent with an oscilloscope. The

luminescence was measured simultaneously and independently with the optical path

which sent the light directly into a spectrometer or monochromator connected to

a PMT. The tunable variables existing were: laser power/wavelength/polarization,

excitation position/size, electric field strength/distribution, and sample tempera-

ture/size/thickness.

One of the main reasons for constructing a new setup was because of the large

noise in our earlier measurements. The dominant noise present was created by the

laser triggering electronics, but this was overcome by recording the noise created

without any excitation on the sample. This was possible since the noise from the

electronics was synchronized with the laser pulse. Other sinusoidal noise suspected

to be created by other strong electronics or machines nearby was observed, but

by adjusting the averaging, it averaged out to a minimum. For photoluminescence

measurements, scattered laser light was the dominant source of noise, but proper

filters and alignment helped suppress the noise.

5.2 Observation of Luminescence of a Rubrene

Single Crystal

Previous observations [37] have shown that after impulsive photoexcitation, most

of the luminescence of rubrene decays within 10 ns. A small remnant luminescence
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was also observed at time scales of a few µs, but no functional form of this decay

was identified due to the lack of data.

Before detailing our observations, one can argue about the delayed luminescence

origin, and consider the possibility of it is created by an intermolecular energy level

with an extraordinary lifetime, rather than by mobile interacting triplets. To prove

that the crystalline structure plays a key role, the following two can be compared: the

luminescence from rubrene molecules dissolved in a solution (to minimize interaction

between molecules), and the luminescence from rubrene molecules in a single crystal.
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Figure 5.4: Comparison of luminescence decay of rubrene in solution and in a single

crystal. The excitation was controlled to ensure that the total number of ab-
sorbed photons were similar in both cases. The crystal luminescence showed
a significant amount of delayed signal which was not the case in solution.

As can be seen in Fig. 5.4, no significant µs luminescence existed for rubrene in

solution form. A similar ns decay was observed for the single crystal form.

67



In Figure 5.4 the solution form shows a longer lifetime then the crystal form.

This is consistent with the fact that singlets in a crystal have an additional transition

to triplets available. Integrating the luminescence signal indicated that the delayed

luminescence was larger than the nanosecond luminescence. This shows that the

efficiency of transition to triplets is larger than a direct intermolecular decay.

5.3 Long-lived luminescence

A large difference noticeable in the µs scale is in agreement with Ref. [38].

The existence of this µs luminescence signal in rubrene single crystals indicates

the presence of some energy state which is directly linked to the crystalline structure.

Considering its long lifetime, triplet excitons have been proposed as identification

of this long-lived energy state.

Since the model predicts that interaction between triplets is highly dependent on

the exciton population density, we predict the luminescence observed show different

time dynamics depending on the initial exciton population density. This initial

exciton population density is determined by the absorption constant of rubrene for

the corresponding excitation wavelength, polarization, and the power of excitation.

Previous measurements have shown that while increasing excitation energy, the

ns luminescence increased linearly [32], also commonly observed in other organic

crystals.

In order to validate the µs luminescence decay existence and its characteristics,

we shall now focus on the µs time scale. The following data was achieved with an

illumination spot size of 2 mm in diameter, by 20 ps, 40 µJ laser pulses at 10 Hz,
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produced by Ekspla optical parametric generator. [23]

Figure 5.5: The luminescence of rubrene excited by various light wavelengths are shown
in the µs scale. The inset shows the luminescence in ns scale. From Ref [23]

Due to the difference in absorption constant, controlling excitation wavelength

allows several magnitudes of difference in population density, without directly con-

trolling excitation power. In the above experiment, 5.5, we present the luminescence

decay of rubrene with 640 nm, 600 nm, and 570 nm detection. With adequate ex-

citation power, a t−2 relationship is observed. When plotted, in a log-log scale the

slope of the straight line is -2, just predicted by model 2.3.

Figure 5.6(b) compares different levels of excitation applied to rubrene. As

predicted by the model Figure 2.3, the high excitation luminescence decays much

more rapidly, reaching the t−2 relationship (slope of -2 in this log-log scale), whereas
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(a) Figure from 2.3. In the microsecond regime, higher exci-
tations resulted in a more straightforward quadratic decay.

(b) Luminescence in Rubrene and Tetracene for different ex-
citation levels. The luminescence is shown for rubrene with
high and low powers of 530 nm excitation. The luminescence
of tetracene with high power of excitation is shown for com-
parison. From Ref [23]

Figure 5.6: PLAnalysis
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the lower excitation approaches this slope later. Also as seen in Figure 2.3, when

the population density decreases to a certain value that the effect of the lifetime

of triplets is comparable or more dominant than the fusion of triplets, we observe

an exponential decay plotted as a curve with increasing slope in this log-log scale.

In the inset of 5.6(b), the luminescence of tetracene is plotted against rubrene in a

log-linear scale.

5.4 Photocurrent observations

Organic molecular crystals have various excitonic states that are rather complex

[39–41]. We have observed a delayed photocurrent, which increases after impulsive

photoexcitation up to about 100 µs, and then decays according to the charge carrier

lifetime [37]. We identified a fast photocurrent component [26], which is commonly

observed in other organic crystals [42], and this fast photocurrent is well described

in rubrene single crystals [42–44].

Based on the similar lifetimes [23], one can propose that the triplet excitons

[14,19,45–47] are these long-lived energy states [32].

One can also assign singlets created by triplet-triplet fusion to be the contrib-

utor to the charge carriers in the long time regime, based on the observation of

the fast (ns) creation of charge carriers after impulsive photoexcitation. Previous

observations of photoluminescence are in fact a very direct probe of the singlet pop-

ulation. If the singlets were the main source of the charge carrier creation, and the

charge carrier lifetime was observed to be relatively long, the photocurrent must

then be proportional of the singlet population. However, this is not supported by
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experimental observations [48].

In low power regimes, the photocurrent dynamics does not change with exci-

tation powers, and the only change observed was the proportional increase of the

photocurrent magnitude. If the contributor to the delayed photocurrent was singlets

created by triplet-triplet fusion, one would rather observe a change in photocurrent

dynamics because of the significant “quadratic” contribution of the triplet-triplet fu-

sion. The proportional, linear increase of the photocurrent amplitude indicates that

the charge carrier creation must be directly related to the triplet exciton population.

The creation of charge carriers from singlets in our experimental conditions had

very low efficiency, whereas the fission of singlets to triplets have a much larger

probability. If creation of charge carriers was dominantly from singlets, one should

expect a strong fast current component from the very large population of singlets

right after impulsive photoexcitation. Rather, the delayed photocurrent was about

ten times stronger than the fast photocurrent. Charge carriers that could be created

by singlets in the 100 µs regime is not overlooked, but its contribution is very small,

and can be ignored when understanding dominant sources of delayed photocurrent.

5.4.1 Photocurrent dynamics in low excitation power case

Under low excitation power conditions, the population of triplets is not affected by

the triplet-triplet fusion. The decay of triplet population is dominated by the triplet

lifetime, which will produce a typical exponential decay dynamics. The long charge

carrier lifetime and the photocurrent directly produced from triplets (which is an

integration of an exponential) result in an exponential increase of photocurrent with

time. Hence, at low excitations, a linear increase of excitation power up to a certain
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point may still correspond to a situation where no triplet-triplet fusion would affect

triplet population, and the photocurrent dynamics would only change in magnitude.

These expectations have been already confirmed [32].

5.4.2 Photocurrent in case of high excitation powers

The behavior of photocurrent becomes more complex in higher excitation power

case, when the triplet-triplet fusion process starts to dominate the decay process

of the triplet population. The photocurrent, which effectively under a long charge

carrier lifetime, is an integration of this decay. The photocurrent increase vs. time

will move away from a simple exponential increase, and will become more rapid.

This explains the shortening of buildup time observed [32]. Due to the fact that

the charge carriers are directly created by triplets, and the triplet population decay

dominantly through triplet-triplet fusion, the triplet population that contributes to

the creation of charge carriers will be suppressed in this case.

5.4.3 Absorption and Luminescence Spectrum of rubrene

single crystals

Before we present the results of the photocurrent measurements, we must keep

in mind the fact that due to the difference in absorption constants, the exciton

population created by each corresponding excitation wavelength can differ up to

several orders of magnitude. An absorption and emission spectra of rubrene is

plotted in Figure 5.7.

The highest absorption occurred at 497 nm, and the multiple peaks correspond
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Figure 5.7: Absorption and PL Emission Spectrum of a Rubrene Single Crystal collected
from the ab facet. Absorption spectrum was measured with light polarized
along the b-axis, propagating normal to the ab facet.

to vibrational levels. The first excitonic level was located at 530 nm. The PL emis-

sion collected from the ab facet peaked at around 610 nm. All measurements were

conducted with b-polarized excitation normal to ab facet. It must be emphasized

that the absorption at the ab facet is relatively weak, whereas for bc facet (for c-

polarized light) the absorption coefficient is an order of magnitude stronger, given

the dipole transition parallel to the c-axis [24]. All excitations and emission mea-

surements were conducted only on the ab facet for consistency and for experimental

convenience, because most rubrene crystals have a large ab surface, and the mobility

of holes was found to be strongest along the b-axis. In the fixed experimental con-

ditions, the absorption for all excitation wavelengths is known, and this absorption

is needed to calculate the exciton density created at each excitation wavelength.
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5.5 Photocurrent Dependence on Wavelength and

Power of Excitation

In Fig. 5.8(b), power dependent and wavelength dependent photocurrent measure-

ments are presented. On the left, the excitation energy, or in other words, the

individual 20 ps pulse energy changes, from 0.03 µJ up to 18 mJ. In agreement with

our model, when the exciton population density is small when almost no triplet-

triplet fusion occurs, the photocurrent magnitude increases linearly, with no change

in dynamics. This can be seen in the first few low-power curves in 5.8(b).

At some point the exciton population density is large enough so that the triplet-

triplet fusion has a large enough effect on the decay of triplets in rubrene, effectively

reducing the amount of triplets available to create carriers. This can be seen in the

higher power curves in Fig. 5.8(b). The curves show that the time required to reach

a maximum shortens, and the magnitude increases sub-linearly.

Another set of experimental curves is shown in Fig. 5.8(b), where the excitation

wavelength changes from 530 nm to 585 nm. Unlike the previous change of excita-

tion pulse energy, the changes of wavelength have more complicated implications.

For a 530 nm excitation, the absorption depth is about 7 µm, whereas for 585 nm it

becomes about 118 µm. The different initial exciton distribution due to the differ-

ence in absorption constants will create different exciton densities, and the change

of photocurrent dynamics is similar to the one in Figure 5.8(a). When the excita-

tion wavelength is shortened, the absorption constant increases, which effectively

creates a higher density of excitons. This results in shortening of the photocurrent

peak arrival time, which is similar to excitation power increase experiments. This
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(a) Photocurrent with different initial conditions as shown is Figure 4.2

(b) Photocurrent dependence on the excitation at different powers, On the left,
580 nm excitation with increasing excitation energies from 0.03 µJ up to 18 mJ
were used. On the right, photocurrent measured with excitation at 530 nm to
585 nm with 5 nm step excited by a pulse energy of 1.4 µJ is shown.

Figure 5.8: Comparison of Power dependent simulation and experimental results of pho-
tocurrent
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is similar to the data presented in Fig. 2.7, where the total number of excitons

was fixed during the excitation-wavelength-dependent experiments. There are still

slight differences with the magnitudes observed, but the dynamics agree with our

calculations.

5.6 Photocurrent Analysis

Previously in Chapter 4, we have calculated various values from our simulations

to understand the photocurrent dynamics. We will focus on the integral of the

photocurrent, and the build up time, and compare these values with experimental

data.

Analysis of photocurrent experiments are shown in Figure 5.9(c). One can see

that when the excitation power (initial singlet population density) increases, a lin-

ear relationship for photocurrent integral changes into a sub-linear correlation, as

predicted in Figure 5.9(a). In 5.9(c) the buildup time shows to be constant for low

densities and to increase quadratically as predicted in the build up time analysis of

our model simulations in Figure 5.9(b).

5.7 Conclusion

In this chapter, photoluminescence and photocurrent experimental data were pre-

sented and compared with calculations in previous chapters. The photoluminescence

have shown to decay quadratically, as the model predicted in Chapter 2. Photocur-

rent dynamics also agree with the predictions in Chapter 4. In addition, a delayed

photocurrent and a shortening of build up time as well as charge carrier lifetime were
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(b) The Build Up Time for various initial
singlet population densities from Figure
4.5

(c) Photocurrent amplitude (open squares), buildup rate (open cir-
cles), and photocurrent integral (triangles) v.s the average density
of absorbed photons, as determined from the known absorption con-
stant of rubrene and the energy density of the illuminating pulse.
Data were collected by varying the laser pulse energy at a fixed
wavelength of 580 nm. Solid circles represent additional data points
extending to higher photon densities obtained by varying the illu-
mination wavelength at a fixed energy density of 3.5 mJ/cm2. The
solid lines represent to the (linear) low-exposure limit, while the
dashed lines represent a square-root dependence of the absorbed
photon density. From Ref [32]

Figure 5.9: Comparison of calculated photocurrent integral and build up time.
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observed as predicted. Additional numerical analysis of photocurrent by calculating

the photocurrent integral with the build up time proved to be in agreement with

the analysis of the calculated photocurrent in Chapter 4.
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Chapter 6

Conclusion

6.1 Conclusions

We have developed and explored a model based on exciton dynamics to explain

the unique photoluminescence and photocurrent in rubrene. We have also proposed

and a photocurrent model with different variations. The photoluminescence mod-

els and photocurrent models support the findings from the photoluminescence and

photocurrent experiments.

In summary, with the triplet exciton model and experimental confirmation, we

were able to construct a broad picture of what occurs in a rubrene single crystal

after impulsive photoexcitation.

After excitation by light, the created excitons are distributed near the surface

according to the absorption constant of the wavelength of the excitation light, and

its polarization. The photoexcited singlet excitons undergo several processes. First,
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they radiately decay, which is observed through photoluminescence that decays ex-

ponentially with a corresponding lifetime of a few ns. They also create charge

carriers, which corresponds with the fast-created photocurrent observed. Finally,

they create triplet excitons via fission, which comes into play for effects that occur

at long time scales, up to 100 µs in rubrene.

The triplets, due to their forbidden transition, have a relatively long lifetime,

which is approximately 100 µs in rubrene single crystals. The triplet excitons have

a possibility of interacting with each other to re-create singlet excitons via fusion,

and these singlets contribute towards luminescence in the µs regime. This process is

dependent on the interaction rate of triplets, which is dependent in turn on its den-

sity. Therefore this process only occurs and is observed in high exciton population

density regime.

The most profound effect of triplets is that charge carriers can be created with

high efficiency near the surface of the rubrene crystal, with the increase of charge

carrier population up until about 100 µs. The charge carriers decay with a lifetime

of around 6 ms.

6.2 Unknown Processes and Future Experiments

6.2.1 Processes in nanosecond time scale

Although most of the exciton behavior have been understood, some questions still

remain. As discussed above, the creation of the fast photocurrent has not been fully

understood, let alone its rapid decay. At lower powers, the fast photocurrent in-

creases linearly with the excitation power, indicating a “linear” process. Excitations
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with a long wavelength (such as 600 nm) also create a fast current component, thus

charge carriers are also created by excitons in these conditions. At higher powers

there are more complications, where a rapid decay process associated with only this

high power regime is observed.

Observations of a gradual exponential increase of photocurrent within a few ns

could directly prove that dissociation of singlet excitons to charge carriers exists.

However, higher powers [44, 49], creation of charge carriers have been reported to

be almost instantaneous.

Some studies have reported [22] that the singlet has a much faster lifetime. In

Figure 2.3, one can see that under different initial singlet populations, the singlet

lifetime in the first few ns can differ, and the singlets decay can alter between an

exponential decay to a quadratic decay. Our model allows different singlets lifetimes,

which are determined by its initial population density.

6.2.2 Dissociation of Triplets to Charge Carriers

We have discussed two possible mechanisms of triplets that “linearly” create charge

carriers. The role of trap levels is still unknown, or, to be precise, the existence of

trap levels or its interaction with excitons is an open question. One reason for consid-

ering a trap-assisted charge carrier creation comes from the fact that the carrier cre-

ation happens mostly on the surface of the crystal. Previously, a non-homogeneous

distribution of the electric field was suspected to be a reason we observed more

photocurrent when the exciton population was distributed near the surface (via

wavelength-dependent measurements). The electric field calculations show in order
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to decrease the electric field significantly, a depth of several hundreds of µm is re-

quired. However, most of our experiments were executed with an absorption depth

of 10 to 100 µm, in which a rather constant electric field existed.

Two models have been proposed: one for when a single triplet interacts with

trap levels to create a single hole, and the second for when a triplet occupies a

trap level to interact with another triplet to create a electron hole pair. The former

model is simple, but might show saturation of photocurrent creation when the initial

singlet densities are high, leading to saturation of the trap levels. This was not

observed, for at high densities quadratic effects of triplet fusion is dominant, and we

observe suppression of photocurrent creation whatsoever. The latter model predicts

a quadratic increase in low singlet densities which, we have not observed. If the

latter model is true and the quadratic increase existed, it is possible that it was

hidden in the limitations of measurements in extreme low densities. Both models

are still valid, but lack of observation of any super-linear increase of photocurrent

in low densities have put the former model slightly in favor.

In addition, we observed an increase of photocurrent of samples that have been

exposed in air for up to a year in an exploratory observation. One can assume oxi-

dized molecules or diffusion of oxygen (or nitrogen, water) into the lattice playing a

strong role, which in turn creates trap levels. Various studies already show oxidation

being related to increase of photocurrent [34,44,50–53].
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