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ABSTRACT 

Effects of Mechanical and Metallurgical Variables on Creep, Fracture Toughness 
and Crack Growth Behavior of Alloy 617 

 

by 

Muhammad Hasibul Hasan 

Dr. Brendan O’Toole, Examination Committee Chair 
Associate Professor of Mechanical Engineering 

University of Nevada, Las Vegas 
 

Dr. Ajit K. Roy, Examination Committee Co-Chair 
Professor of Mechanical Engineering 

University of Nevada, Las Vegas 
 

Nickel base Alloy 617 has been identified to be a suitable structural material for 

heat exchanger applications in both hydrogen and electricity generation using nuclear 

heat. A maximum operating temperature of 950ºC has been specified by department of 

energy (DOE) for both applications to achieve a maximum possible efficiency. 

Therefore, an extensive investigation has been pursued to evaluate time-dependent-

deformation (Creep) of this alloy as functions of temperature and applied load. The 

results indicate that this alloy exhibited severe creep deformation, characterized by 

development of an instantaneous tertiary creep region at 850 and 950ºC under applied 

stresses corresponding to its 35% yield strength (YS) values at these temperatures. 

However, this alloy satisfied the deformation acceptance criteria at 5, 10, 25 and 35 

percent of its YS values when loaded at 750ºC. The results of crack growth studies 

indicate that this alloy showed an enhanced cracking susceptibility when tested within a 

temperature range of 100 to 200ºC at the lowest loading ratio of 0.1. The fracture 

toughness of this alloy in terms of JІC was not significantly influenced by variation in 

temperature. The results of stress-corrosion-cracking study suggest that the rate of crack 
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growth was gradually reduced with longer testing duration due to a relaxation of load 

with time. Microscopic evaluations of tested specimens were performed using numerous 

conventional techniques.  
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CHAPTER 1 

                                                  INTRODUCTION 

  The cost of energy, in particular, conventional fossil fuels, such as oil and gas, has 

been increasing rapidly during this past decade. Among all other reasons, the increased 

cost is primarily due to the imbalance in supply and demand. Further, the extensive use of 

fossil fuels has been receiving negative publicity in industrialized nations all over the 

world due to the generation of excessive pollutant. The evidence of human-caused 

climatic change is overwhelming. Scientists from all around the globe have recently 

come to a conclusion that the use of hydrocarbons contained in oil and gas can pollute the 

atmosphere with thick ozone layers due to the greenhouse effect resulting from the 

emission of carbon dioxide (CO2). Increase in greenhouse gases has now been blamed for 

global warming that may eventually cause numerous natural disasters.  

  A combination of escalating cost and environmental concern associated with the 

fossil fuel usage has, therefore, prompted many nations to develop alternate sources of 

energy. To circumvent these underlying problems, the United States Department of 

Energy (USDOE) has been exploring many alternate cost-effective and environment-

friendly sources of fuel [1, 2]. One such fuel is hydrogen, which is known to be generated 

by many different techniques [3]. While Hydrogen generation by electrolysis [4, 5] of 

water has been adopted by many nations including USDOE, the energy needed to 

produce hydrogen by this technique does not provide any economic incentive due to the 

added cost of power needed to electrolyze water and thus, can lead to reduced efficiency. 

Besides economic incentives, environmental issues and domestic supply are also some 

other concerns. Therefore, during these past several years, USDOE has been 
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concentrating on a novel approach of hydrogen generation using heat from the nation’s 

nuclear power plants that would involve chemical reactions at elevated temperatures. 

Hydrogen generation using nuclear heat and chemical reactions can be accomplished by 

two major thermochemical processes. They are sulfur-iodine (S-I) [6, 7] and calcium-

bromine (Ca-Br) [8] cycles, respectively. However, the S-I process has been selected by 

NHI to the Ca-Br cycle due to a relatively higher efficiency in hydrogen generation. 

The S-I cycle was invented by the General Atomics Corporation (GA) in the mid 

1970’s [9] The net reaction in this process is the decomposition of water into hydrogen 

and oxygen. A complete laboratory scale S-I test loop has been operated successfully in 

Japan [10]. The necessary heat for the thermochemical reactions in the S-I process has 

been proposed to be  provided by a nuclear reactor, transmitted through an intermediate 

heat exchanger (IHE) into the hydrogen generation plant consisting of different reaction 

chambers, as illustrated in Figure 1-1.  

 

 

Figure 1-1   Nuclear Hydrogen Generation Concept 
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Conceptually, the generation of hydrogen by the S-I process consists of a series of 

chemical reactions involving different species at elevated temperatures. These reactions 

would occur within closed loops, where water could be fed to the process, oxygen and 

hydrogen gas could be collected, and all other reactants would be recycled, as illustrated 

in Figure 1-2. The first step to generate hydrogen using this process is the formation of 

hydrogen iodide (HI) and sulfuric acid (H2SO4) through chemical reactions involving 

iodine (I2), sulfur dioxide (SO2), and water (H2O) at an approximate temperature of 

120°C, as given by Reaction 1.1. Subsequently, both H2SO4 and HI would undergo 

decomposition according to the chemical Reactions 1.2 and 1.3, respectively. A 

maximum temperature of 950°C has been proposed to achieve the highest possible 

efficiency (~40%) in H2SO4 decomposition reaction [7, 10]. On the other hand, a 

maximum operating temperature of 400°C has been recommended for the HI 

decomposition process. The generated hydrogen and oxygen would subsequently be 

separated and transferred to different storage containers. I2 and SO2, which are the 

byproducts of the overall chemical reactions, would then be recycled to have further 

reaction with H2O to regenerate H2SO4 and HI. Thus, I2 and SO2 will act as catalysts.  

I2 + SO2 + 2H2O 2HI + H2SO4 (Temperatures ~ 120°C)  (Reaction 1.1) 

 H2SO4 H2O + SO2 + ½ O2 (Temperatures ~ 950°C)   (Reaction 1.2) 

 2HI H2 + I2 (Temperatures ~ 400°C)    (Reaction 1.3) 
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Figure 1-2   S-I Cycle 

 

The concept of Next Generation Nuclear Plant (NGNP) program had been introduced 

in parallel within the charter of USDOE and Generation ΙV International Forum (GEN 

IV) [11] to foster more efficient utilization of nuclear heat to generate electricity in the 

twenty-first century. NGNP program has been focused on the utilization of a very high-

temperature gas-cooled reactor (VHTR) concept involving a modular high-temperature 

gas-cooled reactor, using helium as a coolant and a closed-cycle gas turbine to generate 

power, in contrast to steam-based turbine used during the 1970s and 1980s. In the VHTR 

concept, the helium from a reactor core was planned to drive the turbine directly or 

indirectly by heating air or nitrogen that would drive the turbines. The reactor core outlet 

temperature or the turbine inlet temperature had been recommended to be in the vicinity 

of 950oC at pressures up to 7 MPa for a design life of 60 years. Approximately 90% of 
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the heat generated from VHTR was proposed to be used for generating electricity while 

the remaining 10% would be employed in hydrogen generation.  

At the inception of the Materials Research Program on nuclear hydrogen initiative 

(NHI) using the S-I process, several nickel - base superalloys were identified by UNLV 

researchers as candidate structural materials, based on an extensive literature search [12-

14]. Austenitic Ni-based Alloy 617 was one of them. Later, Alloy 617 was also identified 

to be a suitable heat-exchanger material for application in the NGNP program [10, 19-

21]. Therefore, an extensive metallurgical characterization, including the evaluation of 

tensile properties, fracture toughness, crack propagation rate, corrosion behavior and 

creep deformation of this alloy at elevated temperatures was thought to be essential to 

determine the suitability of this alloy for prospective applications in both NHI and NGNP 

programs.  A schematic view of the proposed NGNP concept is illustrated in Figure 1-3. 

 

Figure 1-3 NGNP Concept 
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Alloy 617 was developed during 1970’s as an advanced sheet material for aerospace 

application. This material is known to possess excellent tensile properties at elevated 

temperatures, and superior corrosion resistance in the presence of many hostile chemical 

species [15-19]. A combination of high strength and oxidation resistance at temperatures 

up to 1800°F (980°C) makes Alloy 617 a suitable material for ducting, combustion cans, 

and transition liners in both aircraft and land-based gas turbines. This alloy has been used 

in catalyst-grid support for production of nitric acid, heat-treating baskets and reduction 

boats in the refining of molybdenum due to its high temperature corrosion resistance [15, 

23]. The literature data [24] indicate that this alloy has also been used in the fabrication of 

thermal energy storage capsules to contain eutectic fluoride mixtures of sodium, 

magnesium, lithium and potassium at temperatures up to 723ºC. Further, this alloy has 

been used in the manufacture of retort furnaces for the tritium extraction facility [25], and 

high temperature gas cooled reactors [26, 27]. 

Alloy 617 is known to possess excellent resistance to creep deformation and rupture 

at temperatures up to 850ºC. Further, it can maintain excellent metallurgical stability 

even after its prolonged exposure at elevated temperatures. Relatively lower coefficient 

of thermal expansion of this alloy, compared to that of most austenitic stainless steels, 

justifies Alloy 617 to be used in conjunction with other ferritic steels. Also, its low 

density provides a high strength-to-weight ratio [28]. Researchers [29] have identified 

Alloy 617 as a promising current-conducting material in solid oxide fuel cells since it can 

comply with the thermodynamic considerations required for such application. Alloy 617 

has also been considered by NASA as a candidate material for heat-shields in space 

transportation systems [30]. This material is strengthened by the precipitation of metal 
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carbonitrides M(C, N) and homogeneously distributed M23C6 carbides resulting from a 

solution annealing treatment [31]. 

A mechanistic understanding of tensile deformation of Alloy 617 at temperatures 

ranging from ambient to 1000°C had earlier been developed by an UNLV investigator 

[32]. The structural integrity of metallic engineering components is known to be 

influenced by the presence of surface irregularities such as cracks. In addition, these 

components could be subjected to variable loading during NHI and NGNP applications 

by virtue of fluctuations in the operating temperatures and maintenance activities. 

Therefore, efforts have been made in this investigation to evaluate the crack-growth 

behavior of Alloy 617 at ambient and elevated temperatures using fracture-mechanics-

based compact-tension specimens. The roles of temperature and load ratio (R) on crack-

growth-rate of this alloy have been studied under both variable and constant stress 

intensity factor (K) values.   

The fracture toughness of metallic materials, in terms of J-integral value, is routinely 

used in alloy design, material processing, material selection and specification, as well as 

in quality assurance. Therefore, an estimation of fracture toughness (JΙC) of Alloy 617 at 

ambient and elevated temperatures has been performed using elastic-plastic-fracture-

mechanics (EPFM) concept [33]. 

Three temperature regimes have been identified to differentiate the types of 

temperature-induced degradation that may be encountered by structural materials to be 

used in the NGNP application.  They are the high-temperature range (800-950oC), the 

intermediate to high-temperature range (750C-850oC), and the intermediate-temperature 

range (600-750oC).  In the high-temperature range, creep and creep-fatigue interaction 
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would be the dominant degradation modes due to quick relaxation of stresses. While the 

temperature would still be high enough to allow for some stress relaxation within the 

intermediate to high-temperature range, the resultant cracks would be able to sustain 

considerable amount of stresses at the crack tips. Thus, the most likely degradation 

modes in this temperature range would also be creep and creep-fatigue failures. Finally, 

in the intermediate-temperature range, the crack-tip stresses would not relax so easily, 

thus, leading to stress-assisted grain-boundary-oxidation (SAGBO). SAGBO is a form of 

stress-corrosion-cracking that could have a detrimental effect on the performance of 

structural materials due to oxygen transport through protective oxide films near their 

boundaries, thereby initiating cracks.  

In view of the preceding discussion, significant efforts have been made in this study 

to evaluate time-dependent deformation (creep) of Alloy 617 at 750, 850 and 950 oC at 

applied stresses equivalent to 5, 10, 25 and 35 percent of its yield strength values.  A 

limited number of stress-rupture testing has also been performed involving this alloy at 

elevated temperatures to determine the Larson-Miller parameter [34] as a function of 

temperature.  Further, the susceptibility of this alloy to stress corrosion cracking (SCC) 

has been determined in an acidic solution at 100 oC for different exposure periods.  SCC 

testing was performed to simulate an acidic condition similar to that of the H2SO4 

decomposition process.  However, testing could not be performed at higher temperatures 

due to the leakage of the autoclave that contained the acidic solution.   

The utilization of microscopic techniques to characterize degradations is very 

common with all metallurgical investigations. Therefore, in-depth characterization of 

metallurgical microstructures, and fractographic evaluations of the tested specimens have 
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been performed in this study. State-of-the-art analytical tools including optical 

microscopy, scanning electron microscopy (SEM) and transmission electron microscopy 

(TEM) have been employed to achieve these goals. It is anticipated that the overall data 

generated from this investigation will provide a basic understanding of both mechanical 

and environmental degradations of Alloy 617 as functions of different parameters related 

to NHI and NGNP applications. 

1.1 Test Matrix 

As the maximum operating temperature was stipulated by the USDOE NGNP 

program to be 950 °C and for a long design life time dependent deformation known as 

creep evaluation was performed covering high temperature regime to intermediate 

temperature regime .Simultaneously, a consideration was also made to apply very high 

temperatures to evaluate the crack growth behavior (da/dN), fracture toughness (JIC) and 

creep deformation of Alloy 617. However, at the time of the evaluation of da/dN and JIC, 

the Instron testing equipment could not be utilized using the furnace due to its 

malfunctioning. Therefore, both da/dN and JIC studies were performed only up to 

temperatures of 300 and 500 °C, respectively (the point before equipment malfunction). 

Further, even though the autoclave was thought to be used up to a maximum temperature 

of 600 °C, stress-corrosion-cracking (SCC) testing using DCB specimens could not be 

accommodated beyond 100 °C due to unexpected leakage. In view of all these rationales, 

the following test matrix (Table 1-1) was pursued.  
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Table 1-1 Test Matrix for Alloy 617 

Type of Testing Temperature (°C) Test Conditions 

Creep 750, 850 and 950 
Air; Initial stresses = 0.05, 0.10, 

0.25 and 0.35YS 

Stress Rupture 750, 800 and 850 Air, Constant stress = 172 MPa 

Crack-growth-rate 
Ambient, 100, 300, 500, 750, 

850 and 9501 

Air, Frequency =1 Hz;  

Load ratios = 0.1, 0.2 and 0.3 

Fracture Toughness 
Ambient, 100, 200, 500, 750, 

850 and 9502 
Air; Single specimen technique 

Stress-corrosion-

cracking 

100, 200 and 3003 

(boiling point of H2SO4 is  

327-340 °C at 100 kPa) 

H2SO4; pH = 1;  

Test durations = 1, 2, 4 and 8 

months 

 

                                                 
1 Due to equipment failure and funding constraints, testing could not be performed beyond 300 °C for CGR 
studies. 
2 The Instron furnace failed after 500 °C and due to funding constraints testing was stopped at that point. 
3 The autoclave could only be operated up to a temperature of 100 °C.  
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CHAPTER 2 

TEST MATERIAL, SPECIMENS AND ENVIRONMENT 

2.1 Test Material 

As mentioned in the previous chapter, Ni-base Alloy 617 has been identified to be a 

candidate structural material, which may satisfy the performance requirements for both 

NHI and NGNP programs. Alloy 617 is an austenitic precipitation-hardened and face-

centered-cubic (FCC) nickel-chromium-cobalt-molybdenum (Ni-Cr-Co-Mo) alloy having 

a combination of excellent tensile strength at elevated temperatures, better creep 

properties  and superior corrosion resistance in many hostile environments [16-21]. The 

presence of high Ni content in this alloy enables significant plastic deformation in 

multiple slip planes and, thus, can provide enhanced ductility under the influence of 

tensile loading [35]. The high Ni and Cr contents make this alloy resistant to degradations 

while exposed to both oxidizing and reducing environments [36]. A superior oxidation 

resistance of this alloy may be attributed to the presence of both Cr and Al. Additionally, 

Co and Mo can induce significant strengthening resulting from solid-solution treatment. 

This alloy is easily weldable and can be readily cold-formed using conventional forming 

operations. However, sufficiently high forces are needed to cause plastic deformation due 

to its relatively high tensile strength even at elevated temperatures. The physical 

properties of this alloy are given in Table 2.1 [15]. 
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Table 2-1 Physical Properties of Alloy 617 

Density 0.302 lb/in3 
8.36 Mg/m3 

Melting Temperature Range 2430-2510°F 
1332-1380°C 

Specific Heat at 78°F (26°C) 0.1 Btu/lb-°F 
419 J/kg-°C 

Electrical Resistivity at 78°F 
(26°C) 

736 ohm-circ mil/ft 
1.22 μΩ-m 

 

 

The experimental heat of Alloy 617 was custom-melted at the Huntington Alloys 

Corporation, West Virginia using a vacuum-induction-melting (VIM) practice. This VIM 

heat was subsequently processed into rectangular and round bars of different dimensions 

using forging and hot-rolling. The hot-rolled rectangular bars were subsequently 

subjected to cold-rolling operation to reduce their thickness. Since both round and 

rectangular bars had substantial residual stresses resulting from cold and hot-rolling 

operations, these processed materials were thermally treated to relieve these internal 

stresses. This thermal treatment consisted of solution-annealing at 2150°F (1175°C) for 

variable time periods depending on the thickness of the processed bars. Such thermal 

treatment is known to produce large-sized austenitic grains with annealing twins in Ni-

based alloys. The strengthening of Alloy 617 is known to be the result of precipitation of 

metal carbonitrides M(C, N) and M23C6 carbides within the matrix of this alloy [37]. The 

chemical compositions and room temperature tensile properties of the experimental heat 

of Alloy 617 are given in Table 2.2 and Table 2.3 respectively. 
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Table 2-2 Chemical Composition of Alloy 617 (wt %) 

 

Heat No. 

 

C Mn Fe S Si Cu Cr Ni Al Ti Co Mo Ta 

HV1160 0.06 0.121 0.002 0.009 0.004 0.001 22.10 54.80 0.87 0.29 12.17 9.52 0.001 

 

 

Table 2-3 Ambient-Temperature Tensile Properties  

 

Heat No. 

 

 

Yield strength, 

ksi(MPa) 

 

Ultimate tensile 

strength, 

Ksi(MPa) 

%El %RA 
Hardness 

(RB) 

HV 1160 53.863 (371.385) 124.093 (855.621) 78.35 61.98 86.8 

 

 

2.2 Test Specimens 

As discussed in the earlier chapter, Alloy 617 is being considered for both NHI and 

NGNP applications, requiring excellent metallurgical properties and superior corrosion 

resistance. Metallurgical properties such as high creep and fracture rupture resistance, 

better plane strain fracture toughness (J1C), and reduced crack propagation rates under 

different loading conditions are vital for Alloy 617 to be suitable for high temperature 

applications. Therefore, significant efforts have been made in this investigation to 

evaluate these properties using conventional and state-of-the-art techniques prescribed by 

the scientific and engineering communities. Smooth cylindrical specimens have been 

used for creep properties evaluation at temperatures ranging from 750 to 950°C. Double 
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notched cylindrical specimens were used to find the rupture time at a constant stress 

level.   For J1C measurements, pre-cracked compact-tension (CT) specimens have been 

used to comply with the conventional fracture mechanics principles. CT specimens have 

also been used for determination of crack-growth-rate (CGR) at ambient and elevated 

temperatures. Wedge-loaded double-cantilever-beam (DCB) specimens, based on 

constant displacement theory of fracture mechanics, have been used to characterize the 

cracking susceptibility of Alloy 617 exposed to an acidic solution at an elevated 

temperature for variable time periods. An in-situ crack monitoring device, known as the 

direct-current-potential-drop (DCPD), has been utilized to determine CGR in CT 

specimens. The configuration and the dimensions of each type of specimen used in 

metallurgical and corrosion testing are described next in the following sub-sections.  

2.2.1 Compact-Tension Specimen 

2.2.1.1  Crack-Growth-Rate Evaluation 

 Pre-cracked CT specimens having 1.25-inches (31.75 mm) length, 1.2-inches (30.48 

mm) width and 0.25-inch (6.35 mm) thickness (Figure 2-1) were used to determine the 

crack-growth-rate (CGR) of Alloy 617. The machining of these specimens was done in 

compliance with the size requirements prescribed by the ASTM designation E 647-2000 

[38]. The intersection of the crack starter notch tips with the two specimen surfaces were 

made equidistant from the top and bottom edges of the specimen within 0.005W, where 

W is the width of the specimen. A root radius of 0.003-inch (0.25 mm) was provided for 

the straight-through slot terminating in the V-notch of the specimen to facilitate fatigue 

pre-cracking at low stress intensity levels. A W/B ratio of 4 was maintained while 

machining the CT specimens [38], where B is the thickness of the specimen. 
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Figure 2-1 CT Specimen used in CGR Testing (inch) 

 

2.2.1.2 Fracture Toughness Evaluation 

For fracture toughness (JIC) evaluation, pre-cracked CT specimens having 2.5-inches 

(63.5 mm) length, 2.4-inches (60.96 mm) width and 1-inch (25.4 mm) thickness, shown 

in Figure 2-2, were used. These specimens were machined in compliance with the size 

requirements prescribed by the ASTM designation E 813-1989 [39]. A root radius of 

0.003-inch (0.25 mm) was provided for the straight-through slot terminating in the V-

notch of the specimen to facilitate fatigue pre-cracking at low stress intensity levels. A 
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W/B ratio of 2 was maintained in machining these CT specimens [39], where B is the 

thickness of the specimen. 

 

 

 

Figure 2-2 CT Specimen used in JIC Testing (inch) 

 

2.2.2 Double-Cantilever-Beam Specimen 

 Rectangular double-cantilever-beam (DCB) specimens, 4-inches (101.6 mm) 

long, 1-inch (25.4 mm) wide and 0.375-inch (9.525 mm) thick with one end slotted for 

wedge-loading and V-shaped side grooves extended from the slot to the opposite end, 

were used for the SCC study. These specimens were machined according to the NACE 

Standard TM0177-1990 [40]. The side grooves were machined as 20% of the wall 

thickness, thus maintaining a web thickness (Bn) equal to 60% of the wall thickness (i.e. 
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0.225-inch or 5.715 mm in this case). The fabrication of the DCB specimens was done in 

such a way that the crack plane was perpendicular to the short transverse direction, thus 

ensuring that crack propagation would occur in the longitudinal rolling direction. 

Machining of the side grooves was done carefully to avoid overheating and cold working. 

The final two passes in machine operations removed a total of 0.002-inches (0.05 mm) of 

the metal.  

The pre-cracked DCB specimens were loaded by inserting double taper wedges, made 

of Alloy 617, into the specimen slots. Wedges of different thickness were inserted into 

the DCB slot to apply the desired load. Thus, the arm-displacement due to the insertion of 

the wedge resulted in different initial stress intensity factor values. The thickness of the 

wedge was varied from 0.11-inch (3.00 mm) to 0.126-inch (3.21 mm), as shown in Table 

2-4. The dimensions of the DCB specimen, and a pictorial view of the wedge-loaded 

DCB specimen are illustrated in Figure 2-3 (a and b). Both dimension and pictorial view 

of the wedge is shown in Figure 2-4 (a and b). 

 

Table 2-4 DCB Wedge Thickness 

Test Duration ,Months Specimen Number 

(Load level) 

Wedge Thickness ,mm 

(±0.01mm) 

2 1 (Low Load) 3.00 

2 2 (High Load) 3.18 

4 3 (Low Load) 3.01 

4 4 (High Load) 3.17 

8 5 (Low Load) 3.06 

8 6 (High Load) 3.21 
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(a) Dimension  

 

(b) Pictorial view 

Figure 2-3 Wedge-Loaded DCB Specimen 
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(a) Configuration 

 

 

(b) Pictorial view 

Figure 2-4 Double Taper Wedge 

 

2.2.3 Creep Test Specimens 

 For creep testing, smooth cylindrical specimens having an overall length of 4-

inches (101.6 mm) and a gage length of 1.48-inches (37.59 mm) were used. A ratio of 6:1 

was maintained between the gage length and diameter. The test specimens were 

fabricated in such a way that the gage section was parallel to the longitudinal rolling 

direction. Specimens were machined according to the size requirements prescribed by the 

ASTM Designation E 139-2000 [41]. Circular grooves were machined at both ends 
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beyond the shoulder region of the specimens to attach dual extensometers for monitoring 

elongation during creep testing. The dimensions and a pictorial view of the creep 

specimen is illustrated in Figure 2-5 (a and b). 

 

 

(a)  Specimen Dimensions in Inches 

 

(b) 

Figure 2-5 Creep Specimen 

 

2.2.4 Stress rupture specimens 

 Double grooved 3.6 inch long cylindrical specimens with a gage length of 1.1 

inch were used for the stress rupture testing as shown in the Figure 2-6. These specimens 

had two notches at a distance of 0.5 inch centered along the gage length. The notch 
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diameter and root radius were 0.266 inch and 0.0073 inch, respectively as prescribed by 

the ASTM designation E139-2006 [42].  

 

 

 

(a) Specimen Dimensions in Inches 

 

 

(b) Pictorial view 

Figure 2-6 Stress rupture Specimen 
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2.3. Test Environment 

Environment can have a profound effect on the performance of structural materials to 

be used in the heat-exchanger associated with the nuclear hydrogen generation process. 

As it is mentioned earlier, the S-I process involves the formation and decomposition of 

H2SO4 and HI at different temperatures, a prototypic environmental condition could be 

accommodated in the corrosion testing up to 600ºC with the existing infrastructure. 

However, because of the leakage of the gasket in the testing equipment (autoclave), an 

effort was made to evaluate the corrosion behavior of Alloy 617 in an aqueous solution 

containing H2SO4 at the highest possible temperature (100 oC) at the Materials 

Performance Laboratory. The composition of the testing solution is given in Table 2-5. 

 

Table 2-5 Chemical Composition of Test Solution 

Solution (pH) 
Deionized Water 

(ml) 
H2SO4 

Acidic (1.0) 4000 Added to adjust the desired pH 
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CHAPTER 3 

EXPERIMENTAL PROCEDURES 

As the title of this dissertation implies, this investigation is focused on the evaluation 

of the mechanical and metallurgical properties of Alloy 617 at temperatures relevant to 

the intermediate heat exchanger for the next generation nuclear plant and for generation 

of hydrogen using nuclear heat. Since the design life for NGNP application is 

significantly high, time dependent degradation and rupture life determination are 

necessary for this investigation in addition to fulfill the requirements of Section ΙΙΙ (Class 

1 at least in part for some designs) and Sections XΙ (inspection and repair) of the ASME 

code. The presence of minute flaws can influence the toughness of a metallic material 

under service condition, plane-strain fracture toughness (J1C) of Alloy 617 has been 

determined at ambient and elevated temperatures using pre-cracked CT specimens. CT 

specimens of different dimensions were also used to evaluate the crack-growth behavior 

of this alloy using the DCPD in-situ crack monitoring device at different temperatures 

and load conditions. 

The structural material to be used in the H2SO4 decomposition process must also have 

adequate resistance to environment-induced degradation, such as SCC. Therefore, an 

extensive effort has been made to evaluate the susceptibility of Alloy 617 to SCC using 

pre-cracked and wedge-loaded DCB specimens immersed in an aqueous solution 

containing sulfuric acid for three different durations. 

The extent and morphology of failure of all tested specimens have been determined 

using SEM. Further, TEM has been employed to characterize linear defects known as 

dislocations. Simultaneously, XRD has been utilized to verify phase changes, if any, 
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resulting from metallurgical transformations at elevated temperatures. The use of TEM 

and XRD enabled a development of a deformation mechanism as functions of 

temperature and other metallurgical variables, which will be presented in a later section. 

Optical microscopy was used to determine the metallurgical microstructures and grain 

size calculations of Alloy 617. The different experimental procedures used in this 

investigation are described in the following subsections. 

3.1 Creep Testing 
 

Creep is a time-dependent enelastic deformation of a material at a constant load / 

stress [43, 44]. To generate a creep curve, a constant load is applied to a cylindrical 

specimen at a constant temperature, and the resultant strain is recorded as a function of 

time. Creep testing of Alloy 617 was performed at temperatures of 750, 850 and 950°C 

according to ASTM Designation E 139-2000 [41]. The selection of the testing 

temperatures was based on an understanding that meaningful creep data could be 

generated at a homologous temperature (ratio of test temperature, T to melting 

temperature, Tm) of greater than or equal to 0.5 [41, 43]. Testing was performed in an 

ATS Series 2330 loading frame, having a lever arm ratio of 20:1. These loading frames 

had a ‘master’ and a ‘slave’ component in each unit. A split-furnace (model 3210) having 

three heating zones was attached to each load frame to achieve the desired testing 

temperature. A maximum temperature of 1100 oC could be accommodated using these 

furnaces. Kanthal A1 was used as a heating element in these furnaces. A pictorial view of 

the creep testing setup including the attached furnace is illustrated in Figure 3-1.  
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Figure 3-1 Creep Testing Setup 

 

Four K-type thermocouples were used to monitor the testing temperature inside the 

furnace. Three thermocouples were firmly attached to the test specimen at the top, middle 

and bottom portion, respectively. A ‘Windows Computer Creep System’ (WINCCS) 

software was used to simultaneously monitor and record the instantaneous temperature at 

the top, middle and bottom location of the test specimen. The elongation at the gage 

section of the test specimen was measured by using two extensometers, as shown in 

Figure 3-2. The average elongation measured by the left and right extensometer was used 

to analyze the creep data. Creep testing was performed for a maximum period of 1000 

hours at constant applied loads equivalent to 5, 10, 25 and 35% of the yield strength (YS) 

values of Alloy 617 at the testing temperature. The magnitudes of the initial stress values 

used in creep testing are given in Table 3-1.  
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Figure 3-2 Extensometers used in Creep Testing 

 

Table 3-1 Initial Stress Values used in Creep Testing 

Applied  Initial Stress (MPa) Temperature, 

°C 0.05YS 0.10YS 0.25YS 0.35YS 

750 11 22 54 78 

850 12 24 59 83 

950 9 18 46 64 

 

 

At the end of each test, a three-stage creep curve was generated. The three regions of 

this curve are known as, primary, secondary and tertiary creep, respectively. A classical 

creep curve, showing three regions [45], is illustrated in Figure 3-3. At the onset of each 

creep test, there is an instantaneous elastic plus plastic strain (ε0) resulting from the initial 

applied stress. The creep rate then decreases with time in the primary creep region, 
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followed by a steady-state creep region. The slope of the secondary or steady-state creep 

curve (dε/dt, or
•

ε ) is known as creep rate of the tested material. Finally the creep rate 

increases rapidly, showing a steeper tertiary curve until failure. 

  

 

time, t 

Figure 3-3 Three-Stage Creep Curve 

 

3.1.1 Determination of Activation Energy  

The steady-state creep rate of metals and alloys is a function of temperature.  The 

driving force for deformation in the secondary stage is expressed in terms of an activation 

energy (Q).  The magnitude of Q can be determined by three different techniques.  One 

method of determination of Q is to consider Equation 3-1 [43], showing a temperature 

dependency of
•

sε . 

                                                
•

sε  = A exp (-Q/RT)                                        Equation 3-1 

where 
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•

sε  = Steady-state creep rate, sec-1 

A = A pre-exponential complex constant containing the frequency of vibration of the 

flow unit, the entropy change, and a factor that depends on the structure of the 

material 

T = Absolute temperature, K 

Taking natural logarithms on both sides of Equation 3-1,  

                                               ln (
•

sε ) = [-Q/R] (1/T) + ln (A)                         Equation 3-2 

Equation 3-2 represents a straight line with an equation in the form of y = mx + c, when 

ln (
•

sε ) is plotted against (1/T). The magnitude of Q can be calculated from the negative 

slope (-Q/R) by substituting the known value of R (gas constant).   

The second method for determining the Q value is based on the consideration of 

Equation 3-3, which can be rearranged as Equation 3-4 for two testing temperatures of T1 

and T2. 

                                         A = 
•

1ε exp (Q/RT1) = 
•

2ε exp (Q/RT2)                    Equation 3-3 

                                                           

• •

1 2

2 1

Rln (ε / ε )
Q = 

(1 / T -1 / T )
                                   Equation 3-4 

where 

•

1ε and 
•

2ε = Steady-state creep rates at temperatures T1 and T2, respectively 

 The third method of Q calculation takes both temperature and stress dependency of 

steady-state creep rate into consideration, as given by Equation 3-5 [46]. The Q value can 
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be computed from this equation by using three sets of ε


, σ and T values, and a related 

process of elimination.  

                                                     nε= Aσ exp -Q/RT


                                    Equation 3-5 

where 

ε


 = Minimum or steady-state creep rate, sec-1 

σ = Applied stress, MPa 

n = Stress exponent 

Q = Apparent activation energy for creep deformation, kJ/mole 

A = A constant 

3.2 Stress Rupture Testing 

Stress rupture test is similar to creep test, except that the specimen is normally 

loaded at higher stresses as compared to creep test and is continued until failure. Stress 

rupture tests was performed on Alloy 617 in this study in accordance with the ASTM 

Designation E 139-06 [42]. Two ATS loading frames series 2330, shown in Figure 3-1, 

with an arm ratio of 20:1 have been used in stress rupture testing. The load frames were 

the same as that used for creep test. The only difference was that stress rupture testing 

was carried out using auto load mode. The load was applied automatically by the frames 

and maintained at a constant level till rupture of the specimen. The test did not require 

any elongation measurement, therefore, none of the extensometers were used as in the 

creep test. Four K-type thermocouples, three firmly attached with the specimen and one 

for the ambient reference temperature measurement, was used to monitor the testing 
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temperature. WINCCS software can monitor top/middle/bottom thermocouple 

instantaneous temperatures and time to rupture of the specimen simultaneously.  

Larson-Miller parameter was calculated based on the equation 3-6 [34], which could 

be further used to construction of master plot for long time creep life prediction.  

                                   LMP = T(logt + C)                                                         Equation 3.6 

Where 

T = test temperature° R = ° F + 460 

t = time to rupture, hour 

C = Larson –Miller constant, varies from 15 to 25 depending on material 

 

3.3 Crack-Growth-Rate Testing 

Crack-growth-rate (CGR) testing involving compact-tension (CT) specimens of Alloy 

617 was performed in accordance with the ASTM Designation E 647-2000 [47].  Testing 

was performed at temperatures ranging from ambient to 300 oC under three different load 

ratios (R = Minimum load/Maximum load) of 0.1, 0.2 and 0.3, keeping the frequency of 

loading at 1 Hz.  Prior to CGR testing, the CT specimens were pre-cracked up to a length 

of 2 mm under cyclic loading.  Testing was performed using a constant maximum load 

Pmax of 5 kN, and the magnitude of minimum load Pmin was varied to maintain R values 

of 0.1, 0.2, and 0.3, respectively.  The magnitudes of maximum and minimum stresses 

σmax and σmin were determined from Pmax and Pmin, which were used to calculate the 

maximum and minimum stress intensity factor values Kmax and Kmin. 

3.3.1 Instron Testing Machine  
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The Instron testing machine, shown in Figure 3-4, had an axial load transducer 

capacity of 22.5 kip (100 kN). It had a single screw electromechanical top actuator that 

was developed for static and quasi-dynamic cyclic testing at slow speed. This equipment 

consisted of a large heavy-duty load frame with an adjustable crosshead attached to the 

top grip, and a movable actuator with another grip at the bottom to enable loading and 

unloading of the test specimen. The axial motion was controlled by force, displacement, 

or an external signal from the strain gage. The specimen was mounted between the two 

grips and pulled by the movable actuator. The load cell measured the applied force on the 

CT specimen. The movement of the upper crosshead relative to the lower one measured 

the strain within the specimen and consequently, the applied load. The key specifications 

of the Instron equipment are given in Table 3-2 [48]. 

 

Table 3-2 Specifications of Instron Model 8862 System 

Load Capacity 
Total Actuator 

Stroke 

Maximum 

Ramp Rate 

Actuator 

Attachment 

Threads 

Load Cell 

Attachment 

Threads 

100 kN 100 mm 350 mm/min M30   2 M30   2 

 

 

A split furnace (model MDS1735A) was attached to the testing system for elevated 

temperature testing. This furnace was capable of sustaining a maximum temperature of 

1500°C, and consisted of two water-cooled stainless steel jackets that provided a safe 

ergonomic outer surface for operation. This furnace had two layers of micro-pores and 
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ceramic fibers over them. Six U-shaped molybdenum disilicide heating elements were 

used for attaining the desired testing temperature. The specimen temperature during 

testing was monitored by three B-type thermocouples contained inside the test chamber. 

A separate control panel (model  CU666F) was used to perform the overall monitoring of 

temperature during testing. By design, a maximum heating rate of 10 °C per minute could 

be achieved by this control panel. However, a slow heating rate of 4 °C per minute was 

used during CGR and fracture toughness testing to prevent any thermal shock of the pull 

rods and the fixtures inside the furnace. Since the grip material could undergo phase 

transformation and plastic deformation at elevated temperatures during straining of the 

specimen, a pair of custom-made grips of high strength and temperature resistant MarM 

246 alloy was used to hold the specimen in an aligned position.   

 

 

Figure 3-4 Instron Testing Machine 
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3.3.2 DCPD In-situ Crack Monitoring Device 

The CGR was measured using an in-situ crack monitoring technique, known as 

direct-current-potential-drop (DCPD). In this process, the changes in crack length were   

measured from the potential or voltage drop between the two arms of the specimen as 

crack propagates [49-52]. Two wires (current probes) were attached (spot-welded) to the 

top and bottom faces of the specimen, as shown in Figure 3-5, which allowed the flow of 

constant current (3 milliamps) into the specimen. Two additional wires (voltage/potential 

probes) were welded to the arms of the specimen that measured the resultant potential 

drop due to an increase in resistance resulting from the extension of the crack length 

under the influence of cyclic loading. The applied current was provided by a PD-501 

Amplifier (Figure 3-6), and the resultant voltage drop was recorded and analyzed by an 

ADwin-GOLD controller, shown in Figure 3-7. As the crack length increases, the gap 

between the two loaded arms of the specimen increases, thus, the electrical resistance 

increases. This increase in electrical resistance gives rise to an increase in potential 

difference or voltage drop between the two arms of the specimen spanning the crack 

length, which was recorded by use of a software program [53] provided by Fracture 

Technology Associates (FTA). The potential drop was converted to crack extension using 

Johnson’s Formula [54-57], given by Equation 3-7. 

 

 

  

                                       
Equation 3-7
 

where 
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a = Crack size, mm 

ar = Reference crack size from some other method, mm 

W = Specimen width, mm 

V = Measured potential drop, volt 

Vr = Measured voltage corresponding to ar 

Yo = Voltage measurement lead spacing from the crack plane 

 

                    

 

Figure 3-5 DCPD Test Setup 

 

              

Figure 3-6 PD-501 Amplifier                     Figure 3-7 ADwin-GOLD Controller 

 

At the end of each test, the FTA software program enabled the analyses of the recorded 

data, and subsequently generated plots of da/dN versus ΔK, showing a three-stage curve 
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including a threshold crack-growth, steady-state crack-growth, and an unstable crack-

growth regions. The steady-state crack-growth region is generally governed by the Paris 

Law [58-60], given by Equation 3-8, also known as the Paris regime. A classical da/dN 

versus ΔK plot, showing these three regions is illustrated in Figure 3-8 [32]. 

                                                 da/dN = A (ΔK)m                                               Equation 3-8 

where 

da/dN = Crack-growth-rate, mm/cycle 

ΔK = Stress intensity factor range (Kmax – Kmin), MPam 

Kmax = Maximum stress intensity factor (MPam) 

Kmin = Minimum stress intensity factor (MPam) 

A = Crack-growth coefficient, MPam 

m = Slope of the linear portion of log da/dN versus log ΔK plot 

 

 

Figure 3-8 da/dN vs. ΔK Plot 
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The overall data generated from CGR testing, and the resultant plots include the 

magnitudes of m and A, and the number of cycles to failure Nf. Further, the magnitude of 

threshold stress intensity factor range (ΔKth) can also be determined that represent a ΔK 

value below which no crack-growth of the tested material occurs even under cyclic 

loading [38]. However, for all tested conditions, the magnitude of ΔKth was taken to be 

equivalent to a ΔK value that corresponds to a da/dN value of 10-7 mm/cycle [38]. The 

magnitude of Nf was calculated by using Equation 3-9, given below [61]. 

                                      
 

m m1- 1-
2 2a  - a 1f iN  = mf mm m 1 - 2A σ α πr 2

   
      
   

                                                Equation 3-9 

where 

af = Final crack-length, mm 

ai = Initial crack-length, mm 

r = Stress range (max – min), MPa 

max = Maximum stress, MPa 

min = Minimum stress, MPa 

 = Geometric factor of the specimen (5.317), determined by using Equation 3-10 for a 

0.25-inch thick CT specimen 

             

       

 

0 0 0 0 0

0

+ 
2 3 4a a a a a2+ 0.886+ 4.64 -13.32 14.72 - 5.6

W W W W W
α = 

3
a 21-
W

         

 Equation 3-10 

where 

W = Width of the CT specimen, mm  
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3.3.3 Activation Energy Evaluation 

It is well known [62] that crack tip stresses developed under cyclic loading are 

sufficiently high to cause plastic deformation, leading to instantaneous generation and 

multiplication of lattice defects such as dislocations, eventually causing  dislocation pile-

ups near grain boundaries. Thus, no thermal activation is needed. However, the 

movement of dislocations is a thermally- activated process. Dislocation motion can cause 

plastic crack-extension, which is also expected to be thermally activated with activation 

energy (Q) being the same as that for dislocation movement. If m is considered to be 

independent of the testing temperature, Equation 3-7 can be modified to Equation 3-11, 

taking Q into consideration for crack-growth [62-65]. 

                                          da/dN = Ao [exp (-Q/RT)] (ΔK)m                          Equation 3-11 

where 

R = Universal gas constant, 8.314 J/mol.K 

Ao = A material constant, which is independent of temperature, and can be related to A, 

as shown in Equation 3-12 [62-65] 

                                                      A = A0 [exp (-Q/RT)]                                Equation 3-12 

Taking natural logarithm on both sides of Equation 3-12 and re-arranging, one can get  

                                                 ln (A) = [-Q/R]1/T + ln (A0)                          Equation 3-13 

Equation 3-13 represents a straight line with a slope and an intercept of –Q/R and ln (A0), 

respectively, when ln (A) is plotted against 1/T. Using the value of R, one can determine 

the magnitude of Q. 
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3.3.4 CGR Testing at Constant Kmax, Kmin and ΔK 

 Efforts were also made to determine CGR of Alloy 617 under constant Kmax, Kmin 

and ΔK values at ambient temperature, while maintaining an R value of 0.1.  It should be 

noted that, as crack propagated under constant K values, the maximum and minimum 

loads Pmax and Pmin values were automatically adjusted by the software used to maintain 

constant values of Kmax and Kmin , and thus, a constant ΔK value, too. The magnitudes of 

Kmax, Kmin and ΔK used in constant-K CGR testing are given in Table 3-3. 

 

Table 3-3 Kmax, Kmin and ΔK Values used in Constant-K Testing 

Specimen No. Kmax (MPa√m) Kmin (MPa√m) ΔK (MPa√m) 

1 26.25 2.625 23.63 

2 27.65 2.765 24.88 

3 29.07 2.907 26.17 

 

 

3.4 Fracture Toughness Evaluation 

At first, attempts were made to evaluate the fracture toughness of Alloy 617 in terms 

of plane strain fracture toughness (KIC), based on the linear-elastic-fracture-mechanics 

(LEFM) concept [61]. However, the determination of KIC was not feasible from a 

practical standpoint since significantly thicker CT specimens (approximately 20” thick 

for Ni based super alloys) were needed to comply with the LEFM criterion. Therefore, 

elastic-plastic-fracture-mechanics (EPFM) concept was used to evaluate the fracture 

toughness of this alloy in terms of JIC involving 1-inch thick CT specimens.  The 
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determination of JIC was based on a procedure prescribed by the ASTM Designation E 

813-1989 [39].   

In essence, two types of JIC testing methods exist, namely single-specimen technique 

and multiple-specimen technique. The multiple-specimen technique [39] requires at least 

five specimens to be tested at a particular temperature to determine the JIC value. 

Therefore, the single-specimen technique was used to determine the JIC value of Alloy 

617 in this study using the Instron testing machine. Testing was conducted at 

temperatures ranging from ambient to 500°C. A ‘JIC Fracture Toughness Software’ [66], 

provided by the Instron Corporation, was used to calculate and validate the JIC value. The 

detailed procedure associated with such evaluation is described next.  

The CT specimen was pre-cracked to an approximate length of 3 mm using an R 

value of 0.1 and a frequency of 1 Hz. The maximum load used in pre-cracking was based 

on Equation 3-14 [39], which was maintained at 20 kN. The overall variables used during 

pre-cracking are shown in Table 3-4. 

 

Table3-4 Pre cracking of 1” CT specimen 

Serial No 
Pre  

cracking 
Temp (oC) 

  Max.       
load 
  (kN) 

   Load 
Ratio 

Frequency 
(Hz) 

No. of       
cycle 

Pre- crack 
length 

(mm) 
1 RT 20 0.1 1 70,000 4.03 

2 RT 20 0.1 1 65,000 5.3 

3 RT 20 0.1 1 55,000 3.28 

4 RT 20 0.1 1 58,000 3.73 
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Following pre-cracking, the specimen was subjected to thirty loading and unloading 

cycles. Due to these loading/unloading cycles, the load-line-displacement (LLD) or, the 

crack-opening-displacement (COD), i.e., the gap between the two arms of the CT 

specimen was enhanced. The LLD was measured by a high-temperature knife-edge 

extensometer, which was attached to the specimen arms at the onset of testing. The 

maximum travel distance of the extensometer was kept at +/- 2 mm. The JIC test setup 

used in this investigation is shown in Figure 3-9. A typical load versus LLD plot is shown 

in Figure 3-10 (a).  

                                                           
2
0 Y

L
0

Bb σ
P =

2W+a                            Equation 3-14 

 

where 

PL = Maximum load during pre-cracking, N 

B = Thickness of the specimen, mm 

b0 = Uncracked ligament, mm 

σY = Effective yield strength of the material, MPa 

W = Width of the specimen, mm 

a0 = Pre-crack length, mm 
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Figure 3-9 JIC Test Setup 
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   Figure 3-10 (a) Load versus LLD Plot      Figure 3-10 (b) Areas Representing J-Integral  

 

The shaded area corresponding to each loading/unloading cycle, shown in Figure 3-

10 (b), represents the energy (J-Integral) needed to cause an increment in crack length. 

The crack increases by a certain amount during each loading/unloading sequence. The J-

Integral value for each area was calculated using Equation 3-15 [39, 67]. 

                                              J = Jelastic + Jplastic                                          Equation 3-15 

where 

CT Specimen 

Extensometer 
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2K 2J  = 1 - νelastic E
 
  

, and                                                                      Equation 3-16 

vpl

0

η η
pl plJ = Pdv  =   × Aplastic pl plBb Bb                                                      Equation 3-17 

K = Stress intensity factor
 

 
0.5

P  × α
BB WN

 
 
 
  

, MPa√m 

P = Load, N 

B = Specimen thickness, mm 

BN = Net specimen thickness = B (in present study), mm 

W = Width of the specimen, mm 

α = Geometric factor of the specimen 

E = Elastic modulus of the material 

ν = Poisson’s ratio of the material (0.3) 

b = Uncracked ligament, mm 

ηpl = 2 + 0.522b/W 

νpl = LLD / COD 

Apl = Area corresponding to each loading / unloading sequence, mm2 

The calculated J value was then plotted against the corresponding crack extension, as 

shown in Figure 3-11. The crack extension (ai) for each sequence was measured by the 

unloading compliance principle, given by Equation 3-18 [39]. 

ai/W= 1.000196 – 4.06319uLL + 11.242uLL
2 – 106.043uLL

3 + 464.335uLL
4 – 650.677uLL

5  

Equation 3-18 

where 
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0.5
 

1
u  = LL

B EC + 1e i
 
 

 

Be = Effective thickness of the CT specimen = [B – (B – BN)2/B] = B (since B = BN in the 

current study), mm 

Ci = Specimen load line elastic compliance on an unloading/reloading sequence (Δv/ΔP), 

mm/N 

Δv = Increment in LLD/COD, mm 

ΔP = Change in load, N 
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Figure 3-11 J-Integral vs. Crack-Extension 

 

The data shown in Figure 3-11 were fitted to a power law regression curve, and four 

parallel lines were then drawn, as shown in Figure 3-12. These lines are referred to as the 

blunting line, 0.15-mm exclusion line, 0.2-mm exclusion line, and 1.5-mm exclusion line. 

The blunting line was drawn using Equation 3-19, and all other lines were drawn parallel 
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to it. The J - Δa data are considered to be valid if at least one J - Δa point lies between the 

0.15-mm exclusion line and a line parallel to the blunting line at an offset of 0.5-mm 

from the blunting line.  

                                                          J = 2σYΔa                                              Equation 3-19 

The point of intersection of the regression curve and the 0.2-mm exclusion line (as 

shown in Figure 3-12) is usually taken as JQ, or the conditional JIC value. JQ is considered 

to be the JIC value if the following two criteria are met. 

i. Thickness (B) of the specimen > [25 JQ / σY], where σY = effective yield strength 

of the material = average of the yield and ultimate tensile strength (σYS and σUTS, 

respectively) of the material = [σYS + σUTS ] / 2, and  

ii. Initial uncracked ligament (b0) > [25 JQ / σY] 
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Figure 3-12 Determination of JQ from J-Integral vs. Δa Plot 

 



 45

Efforts were also made to correlate JIC to KIC. Literature [61, 68, 69] suggests that KIC 

can be calculated from the JIC value according to Equation 3-20, as given below. 

                                                    2
IC IC K  = J × E / 1 - ν                            Equation 3-20 

Fracture toughness can also be measured using the crack-tip-opening-displacement 

(CTOD) method, which is based on Equation 3-21, given below [61, 70]. 

                                                            
YS

2
1K

δ = 
mEσ

                                         Equation 3-21 

where 

δ = CTOD, mm 

K1 = KIC value of the material, MPa√m 

m = Constant = 2 for plane-strain condition 

3.4.1 Determination of Tearing Modulus  

 During fracture toughness testing, or loading in tension, an instability arises that can 

cause continuous crack extension by a so-called ‘tearing’ mechanism. A dimensionless 

parameter, tearing modulus (T), of a material is defined as the material’s resistance to 

such instability, and can be given by Equation 3-22 [71-73]. 

                                                            T =     
da

dJE

f




                                   Equation 3-22 

where 

da

dJ
 = Slope of the J-Δa curve 

f  = flow strength =  UTSy  
2

1
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The materials resistance to tearing instability, identified here as tearing modulus (T), 

depends only on the slope of the J-integral R-curve and other well known properties, the 

flow stress ( f  ), in simple tension and modulus of elasticity (E). 

3.5 SCC Testing  

 Stress-corrosion-cracking (SCC) testing using DCB specimens of Alloy 617 was 

performed in a 100 °C acidic solution for exposure periods of  2, 4 and 8 months. The 

DCB specimens were loaded by inserting double-taper wedges of similar material with 

different thickness into their slots [40, 74, 75]. Prior to their loading, they were pre-

cracked in the Instron equipment according to ASTM Designation E 399–1990 [76]. A 

cyclic loading with an R value of 0.1 and a frequency of 1 Hz was used in pre-cracking 

the DCB specimens.  The wedge thickness was determined based on the linear portion 

(within the elastic region) of the load versus displacement curve of this alloy. A typical 

load versus displacement plot for a DCB specimen of Alloy 617 is shown in Figure 3-13. 

Two sets of load and displacement were selected to load the DCB specimens by inserting 

wedges of different thickness. The wedge thickness was calculated using Equation 3-23. 

                                                               W = (t + δ)                                        Equation 3-23 

where 

W = Wedge thickness 

t  = Initial gap between the two arms of the DCB specimen 

δ  = Displacement corresponding to a desired load (from the load-displacement plot) 
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Figure 3-13 Load vs. Displacement Plot 

 

The initial and the final stress intensity factor (K1 and Kf) values were computed 

using Equation 3-24, prescribed by the Nace Standard TM0177-1990 [40]. The pre-

cracked and wedge-loaded DCB specimens were then immersed into an acidic solution 

contained in an autoclave (Figure 3-14). 

                                               
  1/ 3

n

3/2

Pa 2 3+2.38h/a B/B
K=

Bh
                     Equation 3-24 

where 

P = Wedge load (before or after exposure to the environment), measured in the loading 

plane 

a = Initial or final crack length, measured from the load line 

h = Height of each arm 

B = Specimen thickness  

Bn = Web thickness 
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Figure 3-14 DCB Test Setup  

 

Upon completion of testing, the specimens were broken apart in the Instron machine, 

and the final crack length was measured on the broken faces [75, 76]. The final load and 

the crack length were used to calculate the final stress intensity factor (Kf) value due to 

SCC. Fractographic studies were subsequently conducted on the broken specimens to 

determine the extent and mode of cracking. 

3.6 Metallographic Evaluations 
 

The metallographic technique, using an optical microscope, enables the 

characterization of phases present, their distributions within grains and their sizes that 

depend on both the chemical composition and the thermal treatment of the test material. 

The principle of an optical microscope is based on the impingement of a light source 

perpendicular to the test specimen. The light rays pass through the system of condensing 

lenses and the shutters up to the half-penetrating mirror. This brings the light rays 

through the objective to the surface of the specimen. Light rays are reflected off the 

surface of the sample, which then return to the objective, where they are gathered and 
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focused to form the primary image. This image is then projected to the magnifying 

system of the eyepiece. The contrast observed under the microscope results from either 

an inherent difference in intensity or wavelength of the light absorption characteristics of 

the phases present. It may also be induced by preferential staining or attack of the surface 

by etching with a chemical reagent. 

The test specimens were sectioned, and mounted using the standard metallographic 

technique, followed by polishing and etching to reveal their metallurgical 

microstructures. Etching of the polished surface was done using Kalling’s reagent. This 

etchant contained 2 grams of cupric chloride (CuCl2), 40 ml of hydrochloric acid (HCl) 

and 80ml of methanol (CH3OH) [77]. The polished and etched specimens were then 

evaluated for determination of their microstructures in a Leica optical microscope, shown 

in Figure 3-15. This microscope was capable of resolution of up to 1000X. A digital 

camera with a resolution of 1 Mega pixel enabled the image capture on a computer 

screen, utilizing the Leica software. 

 

 

Figure 3-15 Leica Optical Microscope 
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3.6.1 Grain Size Evaluation 

Efforts were made to determine the grain size of the tested materials from their 

optical micrographs. The ASTM grain number (G) as well as the grain size (diameter D) 

were determined using the ‘mean linear intercept method,’ prescribed by the ASTM 

Designation E 112-1996 [78]. The following steps were used to determine the G and D 

values. 

 First, a template (Figure 3-16) consisting of three concentric circles with a total 

length of 500 mm was placed over the resultant optical micrograph, and the total 

number of grain boundary intersections with these test lines was determined. 

 Then, the mean lineal intercept length (
_

LL ) was determined by using Equation 3-

25. 

                                                               
_

T
L

L
L =

PM
                                   Equation 3-25 

where 

LT = Total length of test lines 

P = Total number of grain boundary intersections 

M = Magnification of the micrograph 

 Next, the value of G was calculated using Equation 3-26. 

                                                G = -3.2877-6.438log
_

LL                           Equation 3-26 

 Finally, the grain diameter (D) was determined using Equations 3-27 and 3-28, 

shown below. 

                                                                N = 2G-1                                      Equation 3-27 
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                                                              D = 
1

N
                                      Equation 3-28 

where 

N = Number of grains/sq. mm at a magnification of 1X 

D = Grain diameter, mm 

 

 

Figure 3-16 Template used in Grain Size Determination 

 

3.7 Fractographic Evaluations 

 The extent and morphology of failure of the tested specimens were determined by a 

scanning electron microscope (SEM). Analysis of failure in metals and alloys involves 

identification of the type of failure. The test specimens were sectioned into 1/2 to 3/4 of 

an inch in length to accommodate them in the vacuum chamber of the SEM. Failures can 

usually be classified into two common types including ductile and brittle. Dimpled 
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microstructure is a characteristic of ductile failure. Brittle failure can be of two types; 

intergranular and transgranular. An intergranular brittle failure is characterized by crack 

propagation along the grain boundaries while a transgranular failure is characterized by 

crack propagation across the grains. 

In SEM evaluations, electrons from a metal filament are collected and focused, just 

like light waves, into a narrow beam. The beam scans across the subject, synchronized 

with a spot on a computer screen. Electrons scattered from the subject are detected and 

can create a current, the strength of which makes the spot on the computer brighter or 

darker. This current can create a photograph-like image with an exceptional depth of 

field. Magnifications of several thousands are possible to achieve. A JEOL-5600 

scanning electron microscope, shown in Figure 3-17, capable of resolution of up to 50 nm 

at magnifications of up to 100,000 times, was used in this study. The manual stage of this 

SEM unit can accommodate four 1 cm diameter samples or one sample with up to 3.2 cm 

diameter.  

  

 

Figure 3-17 Scanning Electron Microscope 
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3.8 Transmission Electron Microscopy 

TEM studies were conducted to characterize dislocations and precipitates of the 

tested creep specimens using a Tecnai G² F30 S-TWIN transmission electron microscope 

(Figure 3-18). This equipment operates at 300kV acceleration voltage that allows a point-

to-point resolution of 0.2 nanometer. Magnifications up to 1,000,000 times can be 

achieved with this TEM. This system is fully loaded including HAADF (high angle 

annular dark field) detector, EDX (X-ray energy disperse spectrometry), and GIF (Gatan 

Image Filter). Multiple samples were prepared from each tested specimen to obtain valid 

TEM micrographs. The sample preparation technique is described in details in the next 

subsection. 

 

 

Figure 3-18 Transmission Electron Microscope 
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3.8.1 TEM Sample Preparation  

Sample preparation for the TEM study involves a state-of-art technique. To ensure 

electron transparency of the sample by the TEM method, the specimen thickness was 

maintained between 50-100 nanometers. This was achieved through a series of 

operations, as described below [79, 80]. 

 Initially, multiple circular disc-shaped samples were cut from the gage length of 

the tested creep specimens up to a thickness of 500–700µm, using a precision 

cutter in the Materials Performance Laboratory (MPL). 

 Samples were then mechanically ground (Figure 3-19) to about 100–150 µm 

using a grinder in the TEM Sample Preparation Laboratory. This process involved 

two steps; rough-grinding and fine-polishing. Specimen thickness was monitored 

periodically during this process. 

 The samples were then punched into 3mm diameter discs, using a disc puncher 

(Figure 3-20). 

 Finally, electro-polishing was done to achieve the desired specimen thickness. A 

twin-jet TenuPol-5 electro polisher (Figure 3-21) was used for this purpose. This 

process involved removal of material from the sample surface as well as surface 

finish prior to TEM observation. The thinnest area was obtained around the 

perforation area. The composition of the electrolyte used for the process was 5% 

perchloric acid (HClO4) in methanol (CH3OH) with an applied potential of 50V, a 

pump flow rate of 12 and a temperature of -3°C [81]. Care was taken to control 

the flow of electrolyte to prevent the formation of anodic film that could cause 

etching of the specimen rather than polishing [80, 82].      
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     Figure 3-19 Grinding Accessories                                           Figure 3-20 Disc Puncher 

 

 

Figure 3-21 TenuPol-5 Electro-polisher 

 

3.9 Phase Characterization 

X-ray diffractometry (XRD) was used to characterize phase changes, if any, in tested 

creep specimens at ambient temperature and 950°C.The aim of this task was to provide a 

quality XRD pattern from polished alloy specimen to allow Rietveld Analysis without 

ball-milling of the metallic specimen. The XRD samples were harvested from creep test 

specimens and were ground and polished to a 3 micron finish. XRD pattern were taken 

using a PANalytical X’Pert Pro X-ray diffractometer with multiple silicon strip detector 
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(X’Celerator) and a Bruker-AXS Vario with primary Johansson Ge-monochromator and 

scintillation counting (Figure 3-22).  

 

 

Figure 3-22 Panalytical X’PERT Pro XRD Spectrometer 
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CHAPTER 4 

RESULTS 

This chapter presents the overall data generated from different types of experimental 

work performed on Alloy 617. These data include the results of microstructural 

evaluation, crack-growth studies under both variable and constant load ratios (R), fracture 

toughness (JIC) evaluation, stress-corrosion-cracking (SCC) evaluation in terms of stress-

intensity-factor (KSCC) under wedge-loaded conditions for variable exposure periods, 

characterization of time-dependent plastic deformation under sustained loading (creep) at 

different temperatures, determination of time to failure in stress rupture test under 

constant stress, characterization of defects (dislocations and voids) and precipitates by 

TEM, and finally, analyses of fracture morphology by SEM. These results are presented 

next in different sub-sections in a systematic manner.   

4.1 Metallographic Evaluation 

The metallurgical microstructure of the solution-annealed Alloy 617 is illustrated in 

Figure 4.1 in an etched condition. An evaluation of this optical micrograph revealed 

austenitic grains with annealing twins, which represent common microstructural 

characteristics of a Ni-based alloy. The annealing twins resulted from thermal treatment 

imparted to these materials. Carbide precipitates were also seen within the austenitic 

grains. The average grain diameter of this alloy, determined by the mean lineal intercept 

method [78, 83], was found to be 0.097 mm that corresponds to an ASTM grain size of 4 

[84]. 
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Figure 4-1 Optical Micrograph of Alloy 617, Kalling's Reagent 

 

4.2 Results of Creep Testing 

The tensile properties of Alloy 617 have previously been evaluated by another 

investigator [34] at MPL. Their properties include the yield strength (YS), ultimate 

tensile strength (UTS), percent elongation (%El) and percent reduction in area, which are 

given in Table 4-1.These date indicate that the magnitude of YS was gradually reduced 

within a temperature range of ambient to 700ºC. However, its value was enhanced at 800 

and 900ºC to some extent, which has been attributed to the occurrence of yield strength 

anomaly [85]. The reduced ductility in terms of % El at 100ºC, as shown in Table 4-1, is 

associated with dynamic strain aging (DSA) that has been analyzed in detail by a 

previous investigator [86]. Creep testing was performed at 750, 850 and 950 ºC under 

applied stresses equivalent to 5, 10, 25 and 35% of the material’s YS values at these 

temperatures. 
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Table 4-1 Average Tensile Properties versus Temperature 

Temperature 
(○C) 

YS  
ksi (MPa)

UTS 
Ksi (MPa) %El %RA 

30 54 (371) 124 (856) 78.35 61.98 
100 44 (306) 112 (774) 74.40 56.88 
200 41 (283) 110 (761) 78.41 60.17 
300 38 (265) 109 (752) 77.71 56.20 
400 37 (254) 106 (728) 79.90 57.41 
500 35 (244) 101 (697) 78.68 53.74 
600 32 (221) 100 (688) 79.05 48.56 
700 31 (211) 87 (598) 80.83 48.44 
800 34 (234) 57 (392) 100.23 73.02 
900 34 (237) 35 (240) 84.49 78.53 
1000 19 (131) 19 (131) 88.23 72.07 

 

 

The results of creep testing involving Alloy 617 are shown in Figure 4-2 to 4-5 in the 

form of % creep versus time as a function of temperature at applied stresses equivalent to 

0.05YS (11,12 and 9MPa), 0.10YS (22, 24 and 18 MPa), 0.25YS (54, 59 and 46 MPa) 

and 0.35YS (78, 83 and 64 MPa).  It is interesting to note that the magnitude of 

instantaneous elastic plus plastic strain resulting from the initial applied stress was 

enhanced at higher temperatures. The modulus of elasticity is known to decrease with 

increasing temperature, which could possibly account for the enhanced anelastic strain at 

higher temperatures.  Further, the primary creep curve was relatively shorter at higher 

initial applied stresses, irrespective of the testing temperature. No creep deformation was 

observed in this alloy under an initial applied stress level of 11MPa at 750 ºC even after 

1000 hours of loading, as shown in Figure 4-1. At 18 MPa-950 ºC [Figure. 4-2], this alloy 

exhibited a very short steady-state region, followed by an extended third stage. On the 

contrary, substantially longer secondary creep regions were observed in this alloy at 750 

and 850 oC under initial applied stresses of 22 and 24 MPa, respectively [Figure. 4-3].  
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With increasing applied stress levels (0.25YS and 0.35YS) and temperature; Figures. [4-

4, 4-5], the steady-state region became shorter and finally disappeared at 950 oC, showing 

only a steeper tertiary creep curve. Effect of applied stress [0.05-0.10YS] on anelastic 

strain was less significant. But at higher applied stresses and temperatures, the extent of 

elastic plus plastic strain was significantly higher. 
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Figure 4-2 Creep Curves of Alloy 617 vs. Temp. and Applied Stress = 0.05YS 
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Figure 4-3 Creep Curves of Alloy 617 vs. Temp. and Applied Stress = 0.10YS 

 

 
Figure 4-4 Creep Curves of Alloy 617 vs. Temp. and Applied Stress = 0.25YS 



 62

 

 

Figure 4-5 Creep Curves of Alloy 617 vs. Temp. and Applied Stress = 0.35YS 

 

Assuming that a structural material must not undergo creep deformation exceeding 1% 

strain following 1000 hours of loading at different stress levels, it could be stated that 

Alloy 617 may not be capable of withstanding an operating temperature of 950 oC at 

applied stresses above 10% of its YS value. Data shown in Figure 4-4 indicate that Alloy 

617 may not be able to sustain an operating temperature of 850 oC up to 1000 hours, 

when loaded to an applied stress of 59 MPa.  Further, this alloy reached a tertiary stage 

almost immediately, when loaded to a higher stress level of 83 MPa at a similar 

temperature, as shown in Figure 4-5.  Thus, the inference is strong that Alloy 617 may 

not be suitable for application under sustained loading both at 0.25YS and 0.35YS stress 

levels at 850 oC or higher.  It is, however, interesting to note that this alloy was capable to 

sustain all three levels of stress (0.10YS, 0.25YS and 0.35YS) at 750 oC by virtue of its 
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prolonged and stable steady-state creep rates even beyond 1000 hours of testing [Figure 

4-3, 4-4, 4-5].   

The variation of creep rate with total strain, observed in a specimen tested under an 

applied stress of 6.67 ksi that represents a stress level equivalent to its 0.25YS value at 

950ºC, is illustrated in Figure 4-6. These data indicate that extent of steady-state or 

secondary creep deformation was substantially lower than the deformation experienced in 

the tertiary region. Further, the magnitude of anelastic elongation was significantly higher 

at 850 and 950ºC, when Alloy 617 was loaded at 0.35YS values, as shown in Figure 4-7.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4-6 Creep Rate vs. Total Strain at 950 °C at 0.25YS 

 



 64

750 800 850 900 950

0.0

0.2

0.4

0.6

0.8

1.0

A
ne

la
st

ic
 E

lo
ng

at
io

n

Temperature (0C)

 0.10YS
 0.25YS
 0.35YS

 

Figure 4-7 Anelastic Elongation vs. Temperature 

 

The variation of total creep rate with the reciprocal of the testing temperature is 

illustrated in Figure 4-8, as a function of the applied stress level. A synergistic effect of 

temperature and stress is clearly evident, showing a significantly higher creep 

deformation under 0.25YS and 0.35YS stress levels at 850 and 950ºC. The variation of 

steady-state creep rate (єs
o) with applied stress level at three tested temperatures is shown 

in Fig. 4-9. It is obvious that the normal temperature-compensated power law did not 

apply to Alloy 617, since the slope of the straight line, obtained at 750ºC, did not match 

with that seen for this alloy at 850 and 950 ºC. Such difference could be attributed to the 

changes in metallurgical microstructure and the occurrence of yield strength anomaly 

(YSA) at elevated temperatures. A combination of precipitates, pinned dislocations, pile-
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up of dislocations in and around the grain boundaries, formation of precipitates around 

subgrains and grain boundaries causing strengthening of the material leading to the YSA 

phenomenon in these temperature regime.  
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Figure 4-8 Total Creep Rate vs. 1/T 
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Figure 4-9 Steady-State Creep Rate vs. Applied Stress 
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4.2.1 Activation Energy Evaluation 

Figure 4-10 illustrates a plot of ln єs
o versus 1/T for specimens tested under applied 

stress levels of 0.25YS values, showing a linear relationship. A similar relationship was 

also observed when testing was performed at applied stresses equivalent to 0.10YS and 

0.35YS values. The magnitude of activation energy (Q) was determined from the slope of 

these lines. The calculated values of Q are given in Table 4-2 as functions of applied 

stress and testing temperature. An average Q value of 351 kJ/mole.K was obtained by this 

method, which is not too different from the average Q value of 290 kJ/mole.K determined 

by using equations 3-1 and 3-2. Literature data [87, 88] suggest that the Q value for creep 

deformation of Ni-base alloy may fall within a wide range of 351 to 3773 kJ/mole.K. 

Thus, the average Q value, determined in the present investigation, is very close to the 

lower bound of the literature data.  
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Table 4-2 Calculated Values of Q and n 

 

 

4.3 Crack-Growth-Rate Evaluation 

4.3.1 Crack-Growth-Rate versus Stress Intensity Factor Range 

The superimposed crack-growth-rate (CGR~da/dN) versus stress intensity factor 

range (ΔK) plots for Alloy 617, generated under R values of 0.1, 0.2, and 0.3 within a 

temperature range of ambient to 300 °C, are shown in Figures 4-11, 4-12, and 4-13. It is 

obvious from these results that, irrespective of the R value, the CGR in terms of da/dN 

were appreciably higher at 100 °C, compared to that at ambient temperature. At 300 °C, 

the magnitude of da/dN was also slightly enhanced, suggesting that the CGR was further 

increased at a higher temperature for all three R values. However, the rate of increase in 

crack growth rate was reduced at 300 °C compared to that at 100 °C, suggesting that the 

crack-tip might have been blunted at temperatures above 100ºC. 
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Figure 4-11 da/dN vs. ΔK at R = 0.1 
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Figure 4-12 da/dN vs. ΔK at R = 0.2 
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Figure 4-13 da/dN vs. ΔK at R = 0.3 

 

4.3.2 Crack Length versus Number of Cycles 

The superimposed plots of crack length (a) versus number of cycles (N), generated 

under an R value of 0.1 in the temperature range of ambient to 300 °C, are shown in 

Figure 4-14. These data indicate that the number of cycles (N) needed for comparable 

crack extension was significantly reduced with increasing temperature. Thus, the 

magnitude of da/dN was higher at elevated temperatures, when the R value was 

maintained at 0.1. A similar trend in ‘a’ versus ‘N’ plot was observed with this alloy at R 

values of 0.2 and 0.3, as illustrated in Figures 4-15 and 4-16, respectively. Variations of 

‘a’ with ‘N’ at room temperature, 100 and 300 °C, at three different R values, are shown 

in Figures 4-17, 4-18 and 4-19, respectively. These data indicate that the magnitude of N 

needed to develop a comparable crack length reached a minimum value at an R value of 

0.1, irrespective of the testing temperature.  However, even at this R value (0.1), the 

lowest value of N to cause a similar level of cracking resulted at 300 °C, suggesting a 
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combined detrimental effect of both higher temperature and lower load ratio in enhancing 

the cracking tendency of Alloy 617. A lowest value of N at an R value of 0.1 could be 

attributed to a maximum loading constraint resulting from the highest load range (ΔP) of 

4.5 kN.  
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Figure 4-14 Crack Length (a) vs. N at R = 0.1 
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Figure 4-15 Crack Length (a) vs. N at R = 0.2 
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Figure 4-16 Crack Length (a) vs. N at R = 0.3 
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Figure 4-17 Crack Length (a) vs. N at Room Temperature 
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Figure 4-18 Crack Length (a) vs. N at 100 °C 
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Figure 4-19 Crack Length (a) vs. N at 300 °C 
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4.3.3 N versus Temperature and R 

The variation of N with temperature as a function of R (0.1, 0.2 and 0.3) is illustrated 

in Figure 4-20. Once again, these data indicate that the number of cycles needed for 

comparable crack extension was significantly reduced at 100 °C compared to that at room 

temperature, irrespective of the R value. Interestingly, the magnitude of N was not 

significantly reduced at a higher temperature (300 °C), suggesting that the crack might 

have reached a critical length within a temperature range of 100-300 oC, especially under 

a load ratio of 0.1. The variation of N with R at different temperatures is illustrated in 

Figure 4-21, once again confirming the detrimental effect of the lowest R value and 

highest testing temperature in enhancing the cracking susceptibility of Alloy 617 by 

resulting in a reduced number of cycles.  
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Figure 4-20 N vs. Temperature 
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Figure 4-21 N vs. R 

 

4.3.4 Number of Cycles to Failure versus Temperature and R 

Efforts were made to calculate the number of cycles to failure (Nf) at different 

temperatures under all three tested R values. The magnitude of Nf was calculated using 

Equation 3-9, derived from the Paris equation. The variations of Nf with temperature and 

R are illustrated in Figures 4-22 and 4-23, respectively. These data, once again, confirm 

the detrimental effects of higher temperature and lower R value on crack extension of 

Alloy 617 by showing reduced Nf values.  

 



 75

0 50 100 150 200 250 300

125000

150000

175000

200000

225000

250000

275000

300000

N
f (

C
yc

le
)

T

 R = 0.1
 R = 0.2
 R = 0.3

 

Figure 4-22 Nf vs. Temperature 
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Figure 4-23 Nf vs. R 
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4.3.5 Determination of Slope and Crack-Growth Coefficient 

The magnitudes of the slope (m) and crack-growth coefficient or intercept (A) of the 

linear portion of the da/dN versus ΔK plot (using Paris Equation) at different 

temperatures and R values are given in Tables 4-3 and 4-4, respectively. These data 

suggest that, irrespective of the testing temperature and R value, there were no significant 

variation in m value (i.e., 3.63-4.82). However, the magnitude of ‘A’ was gradually 

increased with an increase in temperature from ambient to 300 °C at the R value of 0.1, 

and an opposite trend was observed for the R values of 0.2 and 0.3. Also, the magnitude 

of A was gradually increased at higher R values when the temperature was kept constant. 

 

Table 4-3 Calculated m Values from da/dN vs. ΔK Plots 

m  

Temperature (°C) R = 0.1 R = 0.2 R = 0.3 

Ambient 4.19 3.73 3.63 

100 4.21 4.31 3.71 

300 4.82 4.25 4.07 

 

 

Table 4-4 Calculated A Values from da/dN vs. ΔK Plots 

A (×10-13 MPa√m)  

Temperature (°C) R = 0.1 R = 0.2 R = 0.3 

Ambient 0.65 5.01 7.19 

100 0.89 2.61 4.71 

300 1.13 2.52 4.31 
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4.3.6 Determination of Threshold Stress Intensity Factor Ranges  

The variations of threshold stress intensity factor range (ΔKth) with temperature at 

three different R values are given in Table 4-5. These data indicate insignificant variation 

of ΔKth value with temperature at R values of 0.2 and 0.3.  However, an anomalous 

behavior was observed at an R value of 0.1. Nevertheless, the magnitude of ΔKth was 

gradually reduced with increasing R value irrespective of the testing temperature. Such 

results can be justified in terms of relatively higher loading constraint due to a greater 

load range (ΔP) at lower R values, thus causing relatively higher cracking tendency.  

 

Table 4-5 Average ΔKth Value vs. Temperature and R 

ΔKth (MPa√m)  

Temperature (°C) R = 0.1 R = 0.2 R = 0.3 

Room Temperature 22.31 18.56 16.43 

100 23.11 17.91 16.05 

300 18.03 17.56 16.91 

 

 

4.3.7 Determination of Activation Energy  

The calculated values of activation energy (Q) for crack propagation of Alloy 617  

within a  temperature range of ambient to 300 °C at all three tested R values are given in 

Table 4-6. The Q values were ranged between 139 to 151J/mole. While no literature data 

exist as to the Q value for crack propagation of this alloy, the Q values estimated in this 

study seems to be close to that of a similar type of Ni-based alloy [62]. It is, however, 

interesting to note that the magnitude Q was somewhat enhanced at higher R values, 
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suggesting that greater driving forces were necessary for crack extension at higher R 

values due to lesser loading constraint. Plot of ln (A) versus 1/T is shown in Figures 4-24 

at an R value of 0.1, from which the Q value was calculated using the slope of the 

resultant line. 

 

Table 4-6 Calculated Q Values vs. R 

 

R 

Average Q (J/mole) 

at a particular R Value 

0.1 139.15 

0.2 142.60 

0.3 151.42 
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Figure 4-24 ln (A) vs. 1/T at R = 0.1 
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4.3.8 Results of Constant K Testing  

The results of CGR testing, performed under different ΔK values at an R value of 0.1 

at ambient temperature, are illustrated in Figure 4-25 in the form of crack-length (a) 

versus number of cycles (N) plot. These data reveal a linear relationship for all three ΔK 

values. The slopes of these linear plots (da/dN) were calculated and are shown in Table 4-

7 corresponding to different ΔK values. The variation of the number of cycles (N) with 

the ΔK values for comparable crack growth (15 mm) is also shown in Table 4-7. These 

data indicate that, as the magnitude of ΔK was increased, CGR in terms of da/dN was 

also increased by virtue of the reduced N value arising from a greater loading constraint. 

The plots of crack length (a) versus load (P) are also shown in Figure 4-26. The P value 

was gradually decreased with increasing ‘a’ for all three sets of K values. This is due to a 

fact that, in a constant-K test, the only variables are ‘a’ and P. So if ‘a’ increases, P 

decreases [K = σ√(πa)×α, where σ = stress = P/area, and α = geometric factor (constant)].  
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Figure 4-25 Crack Length (a) vs. N 
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Table 4-7 da/dN and N Values vs. ΔK 

ΔK  

(MPa√m)

Average da/dN 

(mm/cycle) ×10-5

N 

(Cycles)

23.63 3.69 338704 

24.17 4.13 309207 

26.17 5.10 282419 
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Figure 4-26 a vs. P 

 

4.4 Results of Fracture Toughness Testing 

4.4.1 Determination of JIC  
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The measured conditional fracture toughness (JQ) values determined from JIC testing 

satisfied the validity criteria set by the ASTM Designation E 813-1989 [39]. The average 

JIC values of Alloy 617 tested at room temperature, 100, 200 and 500 °C are given in 

Table 4-8. Also, the variation of JIC with temperature is illustrated in Figure 4-27. These 

data indicate that the JIC value was not appreciably reduced with increasing temperature, 

the reduction being more pronounced as the temperature was increased from ambient to 

100 to 200 °C. Between 200 and 500 °C, the change in JIC was not significant, confirming 

observations made by other investigators [89] as to the role of higher temperature on JIC. 

A load versus load-line-displacement (LLD) plot and a J-Integral versus Δa plot, used in 

JIC calculation, are illustrated in Figures 4-28 and 4-29, respectively.  

 

Table 4-8 JIC vs. Temperature 

Temperature (°C) Average JIC 

(KJ/m2)  

Ambient Temperature 118.61 

100 114.10 

200 109.88 

500 109.10 
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Figure 4-27 JIC vs. Temperature 
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Figure 4-28 Load vs. LLD at Ambient Temperature 
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Figure 4-29 J-Integral vs. Δa at Ambient Temperature 

 

4.4.2 Equivalent KIC and CTOD Values 

The average calculated values of equivalent KIC (determined by using Equation 3-20) 

and CTOD (δ -determined by using Equation 3-21) at different temperatures are given in 

Table 4-9. No significant variations in the KIC and δ values were noted at temperatures 

ranging from 100 to 500 ºC. However, the fracture toughness of Alloy 617, in terms of all 

these parameters (JIC, KIC and δ), as determined in this study, was significantly higher 

than those cited for other engineering materials [61]. Nevertheless, the magnitude of δ 

was close to a range 0.1 to 0.2 that represents fracture toughness values for an adequately 

tough material [90].  
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Table 4-9 KIC and δ Values vs. Temperature 

Temperature (°C) Average KIC (MPa√m) Average δ (mm) 

Room Temperature 163 0.175 

100 160 0.204 

200 157 0.213 

500 156 0.245 

 

 

4.4.3 Tearing Modulus Values 

From the results of the J-integral R-curve for Alloy 617, a dimensionless parameter, 

known as the tearing modulus (T), has been calculated. Value of dJ/da was determined 

from the J versus ‘a’ plot, as shown in the Figure 4-30.  The resistance of a material to 

tearing instability is usually expressed as the tearing modulus, which depends on the 

slope of J-integral R-curve and other well-known properties including the flow stress and 

elastic modulus (E). The variation of tearing modulus is shown in Figure 4-28 on a semi-

logarithmic scale, as a function of the testing temperature (K). 

The data shown in Figure 4-31 indicate that the tearing modulus (T) remained almost 

constant at temperatures ranging from ambient to 200ºC. However, there was a slight 

increase in the T value as the temperature was increased from 200 to 500ºC. The 

magnitude of T was found to be well above 100, implying that Alloy 617 should have a 

significant resistance to tearing within the temperature regime tested in this study.  
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Figure 4-30 J vs. Crack Length (a) at Room Temperature 
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Figure 4-31 Tearing Modulus vs. Temperature 
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4.5 Results of SCC Testing 

The result of SCC testing using pre-cracked and wedge-loaded DCB specimens of 

Alloy 617, exposed to a 100 ºC acidic solution for durations of 2, 4 and 8 months, are 

given in Table 4-10. Average crack extensions (Δa) of 0.45, 0.70 and 1.20 mm were 

observed in this alloy, following exposures of 2, 4 and 8 months, respectively. 

Corresponding to these crack extensions, the tested specimens showed average reduction 

in stress intensity factor (ΔK =KI - Kf) values of 5.85, 11.49 and 20.89 MPa√m, 

respectively. 

It is well known that DCB method of SCC evaluation constitutes a constant 

displacement technique, in which the gap between the two arms of the specimen is kept 

constant by inserting wedges of selected thickness. Thus, as the crack progresses, the load 

imparted by the wedge gradually drops until a threshold load is reached, at which the 

crack cannot propagate any further. The results obtained from this study indicate that the 

DCB specimens experienced continuous growth of crack length up to an exposure period 

of 8 months, suggesting that a threshold stress intensity factor for SCC (KISCC) might not 

have yet been reached. In addition, the reduction in wedge load (ΔP) was more 

pronounced for specimens loaded to higher KI values, as shown in Table 4-10 and Figure 

4-32. The average crack growth rate (CGR), corresponding to the exposure periods of 2, 

4 and 8 months, respectively is shown in Figure 4-33. As anticipated, the average CGR 

was substantially reduced between 2 and 4 months due to a significant reduction in the 

wedge load. The overall data suggest that KISCC value could possibly be achieved, should 

the specimens be tested in an identical solution for durations longer than 8-month. An 

effort was made to analyze the characteristics of broken DCB specimens along the 
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fractured faces by using SEM. Fractographic evaluation revealed three distinct regions, 

showing the characteristics of fatigue failure, environmental cracking (SCC), and tensile-

overload fracture, as illustrated in Figures. 4-34 and 4-35. Pre-cracking of the DCB 

specimen in air at the notched area by cyclic loading was characterized by striations. The 

fractured face, immediately following the pre-cracked area, was the result of 

transgranular brittle or quasi-cleavage failure resulting from the exposure of the DCB 

specimens to the 100ºC acidic solution. Similar types of stress-assisted failure have been 

reported elsewhere [91] or Ni-base alloys tested in a hydrogen-containing environment as 

well as in methanol. The tensile-overload fracture of the DCB specimen, upon 

completion of testing and removal of wedge, was characterized by dimpled 

microstructure indicating ductile failure. A comparison of the pH of the solutions before, 

during and after testing indicated that the pH value ranged between 1.06 and 2.81, which 

still represent a strong acidic solution. Further, the amount of corrosion product was very 

negligible for all exposure periods.  

Table 4-10 Results of DCB Testing 

 

Specimen 
No. 

Pi, 
N 

ΔP, 
N 

Δa, 
mm 

Ki, 
MPa√

m 

Kf, 
MPa√

m 

K, 
MPa√

m 
T, hours 

Δa/T, 
mm/hr 

1 2202 299 0.40 29.96 26.15 3.80 1440 2.78E-04 
 

2 3105 817 0.56 42.25 31.57 10.68 2880 1.94E-04 
 

3 2895 1488 1.05 39.39 19.64 19.74 5760 1.82E-04 
 

4 3298 614 0.49 44.87 36.97 7.90 1440 3.40E-04 
 

5 3485 958 0.85 47.42 35.11 12.30 2880 2.95E-04 
 

6 3388 1678 1.35 46.10 24.05 22.04 5760 2.34E-04 
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where 

Pi = Initial load, N 

Pf = Final load, N 

ΔP = Reduction in Load, N 

ai = Initial crack length, mm 

af = Final crack length, mm 

Δa = Crack extension, mm 

K1 = Initial stress intensity factor, MPa√m 

Kf = Final stress intensity factor after exposure, MPa√m 

ΔK = Difference in stress intensity factor, MPa√m 

CGR = Crack-growth-rate, mm/hr 
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Figure 4-32 ΔP vs. Exposure time 
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Figure 4-33 CGR vs. Exposure time 

 

 

Figure 4-34 SEM Micrographs of a DCB Specimen (Four Months, High K) 
 
 

Fast fracture SCC Fatigue 
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Figure 4-35 SEM Micrograph of a DCB specimen (Four Months, Low K) 
 

 

4.6 Results of Stress Rupture Testing 

Results of stress rupture tests, including the time to failure and Larson-Miller 

parameter (LMP), are given in the Table 4-11. LMP is a measure of predicting  life-time 

of a material, as functions of time and temperature using a correlative approach based on 

an Arrhenius rate equation. Since a limited number of testing has been performed in this 

investigation, life-time could not be calculated by extrapolation . The magnitude of LMP 

constant (C) was determined from Figure 4-36. An estimated value of C was found to be 

approximately 43, which is greater than a conventional value of 20, cited in the open 

literature [43]. 

 

 

Fast fracture SC Fatigue 
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Table 4-11 Stress Rupture Testing Results 

Temperature, °C 
Applied Stress Level, 

Ksi (MPa) 

Time to Failure (tf), 

hr 

LMP 

750 25 (172.37) 590 44833 

800 25 (172.37) 87.8 48223 

850 25 (172.37) 6.7 50026 
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Figure 4-36 log (tf) vs. 1/T 

 

4.7 Characterization of Defects 

Transmission electron microscopy (TEM) has been used to characterize defects 

including dislocations and precipitates within grains, and in and around the grain 
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boundaries of Alloy 617, developed during its time-dependent deformation at three tested 

temperatures.  Figure 4-37 illustrates a TEM micrograph of a specimen tested under a 

sustained loading of 0.25YS value (59 MPa), showing dislocation pile-up at grain 

boundaries and sub-grains formed within the austenitic grains. The formation of 

precipitates is also evident in Figure 4-38 that resulted during creep deformation at this 

temperature.  Precipitates formed within the austenitic grains can lead to the development 

of sub-grains.  Both grain boundary precipitation and sub-grain formation can inhibit 

dislocation motion [37, 46, 78,], thus preventing accelerated deformation rate of Alloy 

617 under relatively lower applied stress levels (0.10YS and 0.25YS), showing prolonged 

steady-state creep curves.  Parallel dislocation lines were also seen in the TEM 

micrograph developed by selected area deflection, as shown in Figure 4-39.  
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pile-upDislocation
loop

Dislocation

pile-upDislocation
loop

 

 

Figure 4-37 TEM Micrograph of Specimen Tested at 59 MPa-850°C 
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Figure 4-38 TEM Micrograph Showing Precipitates 
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Figure 4-39 Selected Area Diffraction (SAD) showing Parallel Dislocations 
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There are indications in the open literature [32, 37] that carbides of M6C and M23C6 

types can be precipitated at the grain boundaries and as intragranular particles during 

solution-annealing treatment of Ni-base alloys. Scanning transmission electron 

microscopic (STEM) image mode and energy dispersive spectroscopy (EDS) were used 

for elemental analyses both at a precipitate and within the matrix of Alloy 617.  The 

resultant spectra at a precipitate and within the matrix are shown in Figures 4-40 and 4-

41, respectively.  As expected, both spectra exhibited elements that are commonly 

present in Ni-base austenitic alloys including Alloy 617.  However, these spectra indicate 

that the concentrations of Cr and Mo were enhanced in the precipitate relative to those 

within the matrix.  Simultaneously, the Ni content in the precipitate was significantly 

reduced.  The increased concentrations of Cr and Mo were also observed in a line scan 

spectra (Figure 4-42), suggesting that the resultant precipitates most likely consisted of 

carbides of Cr and Mo.  

 

 

Figure 4-40 Spectra for Precipitate  
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Figure 4-41 Spectra for Matrix 
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Figure 4-42 Line scanning for Precipitate and Matrix 
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4.8 Grain Size Measurements 

The metallurgical microstructures of Alloy 617, tested under applied stress levels 

corresponding to its 0.25YS values at 750, 850 and 950 °C, are shown in Figure 4-43 (a, 

b and c). The ASTM grain size number (G) and the average grain diameters, determined 

from these micrographs by the mean lineal intercept method (8), are given in Table 4-12. 

The average diameter of the austenitic grain in the as-machined condition was 0.097 mm.  

However, the average grain diameter was increased from 0.098 mm to 0.126 mm when 

tested within a temperature range of 750 to 950 ºC under different applied stress levels. 

Standard deviations of ± 0.013 mm were determined based on these measured grain 

diameter values.  The overall data suggest that there was a tendency for the grain size of 

this alloy to slightly enhance as the temperature and/or testing time were increased.  The 

corresponding values of G at different temperatures ranged between 4 and 3, as shown in 

Table 4-12.   

 

                        

         (a) 750 ºC, 22 MPa, 1000 hr                                  (b) 850 ºC, 24 MPa, 1000 hr 
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(c) 950 ºC, 18 MPa, 216 hr 

Figure 4-43 Optical Micrographs of Tested Specimens, Kalling's Reagent 

 

Table 4-12 ASTM Grain Size (G) vs. Temperature 

Temperature G Average Grain Diameter (mm) 

Ambient 3.66 ~ 4 0.097 

750 oC 3.66 ~ 4 0.098 

850 oC 2.66 ~ 3 0.124 

950 oC 2.66 ~ 3 0.126 

 

 

4.9 Fractographic Evaluation of CT Specimens 

SEM micrographs of a broken CT specimen used in fracture toughness (JIC) testing 

are illustrated in Figure 4-44, showing three fractured regions.  The pre-cracked region 

was characterized by striations due to cyclic loading.  The region that experienced 

loading and unloading sequences during J-Integral testing, suffered from brittle 
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transgranular failure.  Finally, the broken surface of the tested specimen showed dimpled 

microstructure resulting from fast fracture, indicating ductile failure.   

 

   

 

Figure 4-44 SEM Micrographs of a Broken CT Specimen used in JIC Testing  

 

The fracture morphologies of broken CT specimens, used in CGR testing at ambient 

temperature and 300 oC, are illustrated in SEM micrographs (Figures 4-45 and 4-46, 

respectively).  Once again, the notched area was characterized by striations resulting from 

repeated cycles of loading, followed by dimples due to ductile tearing of the specimen by 

tensile over-load upon completion of the CGR testing.   

 

Fast Fracture, 
Dimples 

Pre cracking, 
Striations 

30 loading-unloading 
sequence 
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Fatigue striation Ductile tearingFatigue striation Ductile tearing
 

 

Figure 4-45 SEM Micrographs of a Broken CT Specimen  

(CGR Testing, Room Temperature) 

 

                         

             (a) Striations, 3500X                                                     (b) Dimples, 400X 

Figure 4-46 SEM Micrographs of a Broken CT Specimen   

(CGR Testing, 300 °C) 
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4.10 Results of X-ray Diffractometry 

The XRD samples were harvested from creep test specimen and were ground and 

polished to a 3 micron finish. XRD pattern were taken using a PANalytical X’Pert Pro X-

ray diffractometer with multiple silicon strip detector (X’Celerator) as shown in Figure 4-

47 and Figure 4-48. 
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Figure 4-47  XRD/Rietveld Analysis of Alloy 617 at RT, 3 micron finish 
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Figure 4-48 XRD/Rietveld Analysis of Alloy 617 at 950°C, 3 micron finish 
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In both the X-ray patterns of Figure 4-47 and 4-48 blue line (A) represents the 

measured pattern and the red line (B) represents the calculated pattern. Texture model of 

spherical harmonics of 8th order was applied to optimize the fit and to achieve low 

refinement residuals (Rwp = 3.4%). The Lattice parameter (a) was calculated to be 

3.59311  0.00005 Å from the multiple silicon detector XRD analysis. 

Further, the specimen Alloy 617 at RT was prepared to be measured with a high-

resolution Bruker AXS Vario powder-diffractometer and the data (6 hour data collection) 

are displayed in Figure 4-49.  Rietveld analysis was performed and a refinement residual 

Rwp of 8.8% was achieved.  The relative large refinement residuals are a result of fewer 

total peak intensities and very small FWHM as a result of the experimental set-up 

(Johansson monochromator, scintillation counter, small detector slits).  In addition, this 

high-resolution set-up does not provide greater accuracy in the lattice parameter 

refinement (a =3.599  0.004 Å). It has to be noted that all Alloy 617 pattern especially 

the (002) refection do show Lorentzian type strain broadening prospectively due to the 

impact of machining the creep test specimen. 
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Figure 4-49 XRD/Rietveld Analysis of Alloy 617 at RT, 3 micron finish 
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CHAPTER 5 

DISCUSSION 

Austenitic Ni-base Alloy 617 has been extensively studied in this investigation to 

evaluate its metallurgical, mechanical and corrosion behavior for prospective application 

as a structural material in the NGNP program to generate electricity and hydrogen using 

nuclear heat.  These studies include microstructural evaluation as a function of 

temperature, crack-growth-rate (da/dN) and fracture toughness (JIC) evaluation, 

characterization of time-dependent plastic deformation (creep), estimation of failure time 

as functions of applied stress and temperature (stress-rupture), determination of cracking 

susceptibility in an acidic solution (SCC), defects and precipitates characterization, and 

fractographic evaluation of relevant tested specimens using different state-of-the-art 

analytical tools. 

5.1 Microstructure and Grain Size Evaluations 

Austenitic grains and annealing twins, common characteristics of solution-annealed 

Ni-base alloys, were observed in the optical micrographs of Alloy 617 tested at different 

temperatures.  The average grain diameter was increased at 850 and 950 oC, causing a 

change in the ASTM grain size number (G) from 4 to 3.  Carbide precipitation was also 

observed within the austenitic grains. The larger grain size at 950 °C indicates that this 

material can undergo considerable amount of deformation before failure, resulting in loss 

of strength, and hence, substantial amount of creep.   

5.2 Creep Evaluation 

The results of creep testing revealed somewhat higher anelastic (elastic plus plastic) 

strain at higher applied stresses and temperatures before the onset of time-dependent 
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plastic deformation, possibly due to reduced modulus of elasticity at elevated 

temperatures.  Even though three-stage creep curves were observed in the overall testing, 

the primary creep curve was relatively shorter at higher initial applied stress levels, 

especially at 950 oC.  As to the secondary or steady-state region, substantially longer 

creep curves were seen at 750 and 850 oC, when the specimens were loaded at 0.10YS 

values at these temperatures.  However, the secondary creep curve became shorter with 

increasing stress levels of 0.25YS and 0.35YS at these temperatures, finally disappearing 

at 950 oC, showing only a steeper tertiary creep curve.  Assuming that a heat exchanger 

material must not suffer from creep deformation beyond 1% strain following 1000 hours 

of loading under different levels of applied stresses, it could be stated that Alloy 617 may 

not be able to sustain an operating temperature of 950 oC at applied stresses above its 

0.10YS value.  Nevertheless, this alloy was capable of withstanding all four levels of 

applied stresses (0.05YS. 0.10YS, 0.25YS and 0.35YS) at 750 oC for durations exceeding 

1000 hours.  Although, this alloy was very close to meeting the acceptable strain criterion 

of 1% in 1000 hours of loading at 0.25YS-850 oC, the inference is strong that Alloy 617 

may not be suitable for NGNP application under operating stresses equivalent to its 

0.25YS and 0.35YS values at 850 oC and above. Average activation energy for creep 

deformation (Q) of this alloy ranges from 132 to 606 kJ/mole., which is close to the lower 

bound of Q values cited in the open literature. Q is observed to increase which could be 

explained by realizing that Q is function of several parameters like stress component, 

stress, temperature and a constant. Change of slip systems, formation of sub grains, 

dislocation pile ups, blocking of dislocation movement and precipitations of type M26C6, 

M6C carbides within the matrix were observed in the TEM micrographs of the specimen 
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tested at 750 °C at 0.10YS. All these factors can contribute to lower creep deformation at 

750 and 850 °C at an applied stress level of 0.05 and 0.10YS. At 950 °C, these carbides 

may undergo dissolution, subsequently causing migration of carbides and creation of 

voids that could lead to the faster deformation in the tertiary region and a short steady-

state region. The EDS spectra suggest that the precipitates could be made of carbides of 

Cr and Mo. 

5.2 Crack-growth-rate Evaluation 

The results of crack-growth-rate (CGR) study indicate that the magnitude of CGR in 

terms of da/dN was significantly higher at 100 oC, irrespective of the R value.  Even 

though the CGR was further enhanced at 300 oC, the rate of increase was sufficiently 

lower compared to that at 100 oC, suggesting that the crack might have reached a critical 

length beyond which appreciable crack extension may not occur.  At 300 oC, the number 

of cycles (N) needed for comparable crack extension was significantly reduced at an R 

value of 0.1, thus causing a maximum CGR in terms of da/dN.  An R value of 0.1 

corresponded to a maximum loading constraint due to the highest load range (ΔP) of 4.5 

kN used during the CGR testing.  The combined effect of higher temperature and lower R 

value in enhancing the cracking susceptibility of Alloy 617 was also noted in terms of the 

number of cycles to failure (Nf). Activation energies for crack extension (Q) were 

determined to be within the range of 139 to 151 J/mole, which seem to be close to that of 

another Ni-base Alloy 276. The overall CGR results suggests that the crack propagation 

almost reached a threshold point at 300 °C, probably due to blunting of the crack-tip at 

elevated temperatures. Thus, even though testing could not be performed beyond 300 °C 
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due to the failure of the Instron furnace, it can be predicted that the crack growth rate of 

this alloy would not enhance any further at temperatures higher than 300 °C.  

5.3 Fracture Toughness Evaluation 

With respect to the fracture toughness of this alloy in terms of JIC, slight reduction in 

fracture toughness was noted with increasing temperature from ambient to 100 to 200 oC.  

However fracture toughness values changes insignificantly within the temperature range 

of   200ºC to 500ºC and based on the literature it can be concluded that this alloy can 

maintain the same fracture toughness values up to 700ºC. The fracture toughness values, 

in terms of JIC, KIC and δ, were significantly higher compared to those of other 

engineering materials, implying an adequate toughness of this alloy at ambient and 

elevated temperatures. The magnitude of the tearing modulus (T), which is a measure of a 

material’s resistance to tearing instability, was found to be well above 100, suggesting 

that Alloy 617 would be resistant to tearing at temperatures ranging from ambient to 500 

oC. 

5.4 Stress-corrosion-cracking Evaluation 

The results of SCC testing indicate that the pre-cracked and wedge-loaded DCB 

specimens of Alloy 617 experienced continuous growth of cracking in a 100 oC acidic 

solution while loaded under different initial stress intensity factor (KI) values for variable 

exposure periods. The reduction in wedge load (ΔP) due to crack extension was more 

pronounced for specimens loaded to relatively higher KI values.  The overall data suggest 

that SCC testing for periods longer than 8-month may be necessary to establish a 

threshold stress intensity factor for SCC (KISCC), below which no further crack-growth 

would occur. It is to be noted that due to leaking of the autoclave, SCC testing could not 
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be performed at temperatures beyond 100 °C. In addition, testing at temperatures higher 

than 300 °C can not be conducted in the liquid phase since the boiling point of sulfuric 

acid is around 327-340 °C at 100 kPa. 

Fractographic evaluation of the tested DCB specimens revealed striations, cleavage 

failures, and dimples in the SEM micrographs along their broken surfaces.  The CT 

specimens used in JIC and CGR testing also exhibited striations at the notched area due to 

cyclic loading, and dimpled microstructures due to fast fracture by tensile loading.  

Additionally, transgranular brittle failures were observed in the CT specimens during JIC 

testing by virtue of the loading-unloading sequences.  
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CHAPTER 6 

SUMMARY AND CONCLUSIONS 

Alloy 617 has been extensively studied for evaluation of its metallurgical and 

mechanical properties, and corrosion susceptibility under conditions relevant to the NHI 

and NGNP programs. The key results and significant conclusions drawn from this 

investigation are summarized below.     

 Austenitic grains and annealing twins, two common microstructural 

characteristics of solution-annealed nickel-base alloys, were observed in the 

optical micrographs of Alloy 617.  Precipitation of carbides was also seen in 

these micrographs. 

 The average grain size of this alloy was slightly enhanced due to a change in 

temperature from ambient to 950 °C. 

 The primary creep curve of this alloy was very short, irrespective of the 

testing temperature and the applied stress level. 

 Severe creep deformation, characterized by the formation of an instantaneous 

tertiary region, was observed with Alloy 617 when testing was performed at 

850 and 950 oC under applied stresses equivalent to its 35% YS values (83 

and 64 MPa) at these temperatures. 

 This alloy was capable of sustaining all four levels of applied stress (11, 22, 

54 and 78 MPa) for durations exceeding 1000 hours at 750 oC.  Considering a 

maximum allowable strain of 1% following 1000 hours of sustained loading, 

this alloy may be suitable for use as a heat exchanger material under applied 

stresses not exceeding its 0.10YS values at temperatures up to 750 °C. 
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 At 950 °C and higher applied stresses, the unstable intragranular carbides and 

grain boundary carbides may undergo dissolution, causing migration of 

carbides and grain boundaries that could lead to the initiation of voids.  Such 

event could account for enhanced creep deformation of this alloy at this 

temperature, as seen in this study.   

 Average activation energy (Q) for creep deformation of this alloy was found 

to range between 290 and 351 kJ/mole.K. 

 A Larson-Miller constant (C) of 43 was determined for Alloy 617, which is 

substantially higher, compared to its range (15-25) cited in the literature.  

 The crack-growth-rate of this alloy, in terms of da/dN, was gradually 

enhanced with increasing temperature at a constant R value.  However, the 

rate of increase of da/dN was substantially lower at 300 °C, compared to that 

at 100 °C, possibly due to a reduction in the modulus of elasticity (E) at the 

higher temperature.   

 A maximum da/dN value was observed at the lowest R value of 0.1 due to a 

greater loading constraint associated with the largest ΔP value of 4.5 kN at a 

constant temperature. 

 Consistent with the maximum da/dN value at an R value of 0.1, a lowest 

number of cycles to failure (Nf) was also observed at this R value, irrespective 

of the testing temperature. Interestingly, the number of cycles needed for 

comparable crack extension at a constant R value was also gradually reduced 

at relatively higher temperatures.  



 109

 Even though the slope (m) of the steady-state region in the da/dN versus ΔK 

plot was not influenced by temperature, a greater value of the intercept (A) 

was observed at higher temperatures when the R value was kept at 0.1, 

indicating enhanced cracking tendency. 

 Average activation energy (Q) for crack-growth of approximately 144 J/mole 

was calculated for Alloy 617, which appears to be close to the Q value for 

another austenitic alloy.  

 Increased ΔK values in constant-K CGR testing showed somewhat higher 

da/dN values due to a greater loading constraint, arising from reduced N 

values. 

 Consistent with the literature data, no significant variation in JIC was observed 

within a temperature range of ambient to 500 oC.   

 A continuous growth of crack length was observed in DCB specimens due to 

a synergistic effect of the corrosive environment and the wedge-load during 

SCC testing conducted for variable exposure periods. The wedge-load was, 

however, significantly reduced in specimens subjected to higher initial stress 

intensity factor (KI) values for longer testing durations. 

 The TEM micrographs of the tested creep specimens showed precipitates, 

dislocation pile-ups, and sub-grains that could have contributed to reduced 

steady-state creep deformation at 750 and 850 °C. 

 The CT specimens used in the CGR testing showed striations and dimpled 

microstructures in the SEM micrographs due to cyclic loading and fast 

fracture, respectively.   
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 Three types of fracture were observed along the broken surfaces of the DCB 

specimens used in SCC testing.  They were brittle (striations), cleavage and 

ductile failures resulting from repeated loading cycles to pre-crack the 

specimen, occurrence of SCC due to environmental effect, and ductile tearing, 

respectively. 
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CHAPTER 7  

SUGGESTED FUTURE WORK 

 Additional SCC testing involving pre-cracked and wedge-loaded DCB specimens 

in an identical acidic environment for durations longer than 8-month may enable 

the determination of KISCC, below which no further crack-growth may occur. 
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APPENDIX A 

CREEP TESTING DATA 

WinCCS Data acquisition system 
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A1 Isothermal Creep Curves 

A1.1 750 °C (Duplicate Test) 
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A1.2 850 °C (Duplicate Test) 
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A1.3 950 °C (Duplicate Test) 
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A1.4 750 °C@0.10YS (Duplicate Test) 
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A1.5 950 °C @0.10YS (Duplicate Test) 
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A1.6 750 °C @0.35YS (Duplicate Test) 
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A1.7 Creep Rate calculation from Steady State Creep @ 750/850/950 °C  
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A2 Initial Rapid Elongation vs. Temperature and Applied Stress 
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APPENDIX B 

CRACK-GROWTH-RATE TESTING DATA 

B1 Direct-current-potential-drop (DCPD) System 

 

Load vs. DCPD 

 

 

 

Command Load (DCPD) vs. Feedback Load (Instron) 

Load 

DCPD  
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da/dN vs. Δk  

 

B2 Constant-Load CGR Testing Data 

B2.1 da/dN vs. ΔK Plots 
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B2.2 Slope (m) calculations 
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R = 0.3, T = 100ºC (Sample 2) 

 

B3 Ambient-Temperature Constant-K CGR Testing Data 

B3.1 da/dN vs. ΔK Plots 

B3.1.1 ΔK = 23.62 MPa√m 
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B3.1.2 ΔK = 24.87 MPa√m 
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B3.1.3 ΔK = 26.17 MPa√m 
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B3.2 Crack-length (a) vs. Number of Cycles (N) Plot 
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APPENDIX C 

FRACTURE TOUGHNESS TESTING DATA 

C1 Fracture Toughness (JIC) Software 

 

 

 

 



 131

C2 Fracture Toughness (JIC) Values 

JIC (KJ/m2) 
Temperature (°C) 

Sample 1 Sample 2

Room Temperature
118.61 

116.2 

100 
114.10 

115.1 

200 
109.88 

110.3 

500 
109.10 

109.7 

 

C3 Fracture Toughness (KIC) and CTOD (δ) Values 

KIC (MPa√m) δ (mm) 
Temperature (°C) 

Sample 1 Sample 2 Sample 1 Sample 2 

Room Temperature
163.05 161.07 0.175646 0.17264 

100 
159.93 158.87 0.204943 0.20421 

200 
156.94 157.68 0.213334 0.22143 

500 
156.38 155.29 0.245999 0.25016 

 

C4 Tearing Modulus (T) Values 

T 
Temperature (°C) 

Sample 1 Sample 2

Room Temperature 560.23 562.13 

100 578.87 576.77 

200 588.96 582.24 

500 677.60 671.57 
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APPENDIX D 

SCANNING ELECTRON MICROGRAPHS 

D1 SEM Micrographs of CT Specimens Tested for da/dN Studies 

D1.1 Ambient Temperature, R = 0.2 

                         

Striations                                                                        Dimples 

 

D1.2 Ambient Temperature, R = 0.3 

 

                         

Striations                                                                       Dimples
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D1.3 100 °C, R = 0.1 

                         

Striations                                                                       Dimples 

 

D1.4 100 °C, R = 0.2 

                         

Striations                                                                       Dimples 

 

D1.5 100 °C, R = 0.3 

                         

Striations                                                                       Dimples 



 134

D2 SEM Montage Micrographs of DCB Specimens Tested for Variable Exposure Periods 

D2.1 2-month Test Duration, High KI 

 

 

D2.2 2-month Test Duration, Low KI 

 
Fast Fracture Region 

(Dimples) 
Fatigue Pre-crack Region 

(Striations) 
SCC Region (Cleavages) 

Fast fracture (Dimples) Fatigue Striation SCC (cleavages) 
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D2.3 4-months Test Duration, Low KI 

 

 

D2.4 4-months Test Duration, High KI 

 

 
 

Fast fracture SC Fatigue 

Fast fracture SCC Fatigue 
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D2.5 8-months Test Duration, Low KI 

 

 

D2.6 8-months Test Duration, High KI 

 

 
Fast fracture SC Fatigue 

SCFast fracture Fatigue 
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APPENDIX E 

TRANSMISSION ELECTRON MICROGRAPHS 

E1 Bright Field Images Showing Dislocations and Precipitates 
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E2 STEM Mode Image Revealing Various Precipitates 
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E3 Elemental analysis at STEM Mode  
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APPENDIX F 

OPTICAL MICROGRAPHS 

F 1 Optical Micrographs of Tested Creep specimens  

 

 

750ºC @0.10YS 

 

850ºC @ 0.10YS 
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950ºC @0.10YS 

 

950ºC @0.25YS 
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950ºC @0.35YS 
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APPENDIX G 

UNCERTAINTY ANALYSES OF EXPERIMENTAL RESULTS 

A precise method of estimating uncertainty in experimental results of CGR testing 

has been presented by Georgsson [92]. This method is applicable to tests conducted in 

load control mode at constant-amplitude (using the DCPD technique) and performed 

under uniaxial loading at ambient temperature. 

The combined uncertainty in the results of this investigation was calculated by using 

the root sum squares equation, given below [92]. This uncertainty corresponds to plus or 

minus one standard deviation on the normal distribution law representing the studied 

quantity. This combined uncertainty has an associated confidence level of 68.27%. 

                                               
N

2

c i i
i=1

U y  = c u x                                 Equation G-1 

where 

Uc(y) = Combined uncertainty in the results 

ci = Sensitivity coefficient associated with xi, usually = 1 

 The expanded uncertainty (U) was obtained by multiplying the combined uncertainty 

(Uc) by a coverage factor (k), the value of which was taken as 2 that corresponds to a 

confidence interval of 95.4% [92, 93]. It is to be noted that all uncertainty calculations in 

this section are based on a crack length of 0.9 mm for a CT specimen tested at ambient 
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temperature and a load ratio of 0.1. However, this analysis can be applied to all other 

crack lengths. 

G1 Uncertainty in Crack Length [U(a)] 

Sample Calculation: 

Standard deviation in crack length error due to PD-variation = Sea = ±3.57 μm (Sea value 

was determined from the ‘ea’ versus ‘a’ plot, as illustrated in Figure G-1).  

Error in crack length =  N+ΔN N

da
ea = a - a -  × ΔN

dN

  
    

 

Uncertainty in crack length due to PD variation = 

  ea vPD
PD

δa
u a  = = S  × d  = 3.57  1 = 3.57 μm

a
     
 

 

Combined uncertainty in crack length = 

       
N 22 2

c i i PD PD
i=1

U a  = c u x  = c u a  = 1  3.57  = 3.57 μm         

Expanded uncertainty in crack length =  

U(a) = Uc(a) × k  

        = ±3.57 × 2  

        = ±7.14 μm 

        = ±0.00714 mm 
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Figure G-1 ea vs. a 

 

G2 Uncertainty in Stress-intensity-factor-range [U(ΔK)] 

Sample Calculation: 

Following analysis is based on ΔK = 21.04 MPa√m, corresponding to crack length of 0.9 

mm. 

G2.1 Uncertainty due to Alignment [u(ΔK)a] 

Uncertainty in Instron alignment = ea = ±5% = ±0.05  

  va
a

δΔK
u K  =  = ΔK × ea × d  = 21.04  0.05  0.5 = 0.526 MPa m

K
      
 

 

G2.2 Uncertainty due to Load Cell [u(ΔK)l] 

Uncertainty in Instron load cell = ea = ±0.25% = ±0.0025  

  vl
l

δΔK
u K  =  = ΔK × ea × d  = 21.04  0.0025  0.5 = 0.0263 MPa m

K
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Combined uncertainty in ΔK = 

       

   

N 2 22

c i i a la l
i=1

2 2

U ΔK  = c u x  = c u ΔK  + c u ΔK

               = 1 × 0.526  + 1  0.0263  = ±0.527 MPa m

        




 

Expanded uncertainty in ΔK =  

U(ΔK) = Uc(ΔK) × k  

            = ±0.527 × 2  

            = ±1.054 MPa√m 

G3 Uncertainty in da/dN [U(da/dN)] 

Sample Calculation:  

5

average,(a=0.9mm) average,(a=0.83mm)

da Δa Δa 0.9 - 0.83
 =  =  =  = 2.7  10  mm/cycle

dN ΔN N - N 100472.8 - 97881
  

 
N

6

S N

da Δa 0.9 - 0.83
 =  =  = - 9.3  10  mm/cycle

dN ΔN - S 100472.8 - 97881  - 10145.445
   

 
 

Error in da/dN =  

   
N

v
S

6 5

5

da da da da
u  = δ  =    d  

dN dN dN dN

              =  9.3  10  - 2.7  10   0.5

              = 1.815  10  mm / cycle

 



                 
         

     
 

 

Combined uncertainty in da/dN =  

 
2

N
2

c i i
i=1 a

25

5

da da
U  = c u x  = c u

dN dN

                = 1 × (1.815  10 )

                = ±1.815  10  mm/cycle
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Expanded uncertainty in da/dN =  

U(da/dN) = Uc(da/dN) × k  

                = ±(1.815 × 10-5) × 2  

                = ±3.63 × 10-5 mm/cycle 
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