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ABSTRACT 

Numerical simulations of fluid and nanoparticles (nanofluids) two-phase flows 

are conducted using finite volume method. Eulerian-Lagrangian approach is employed to 

study the nature of both laminar and turbulent flow fields of fluid phase as well as 

kinematic and dynamic of dispersed nanoparticles. Effects of two-way interaction 

between fluid and particles and the Saffman lift force are included. The effects of 

nanoparticle size and volume fraction of nanoparticles on the laminar and turbulent flow 

field are investigated. Numerical simulations conducted for the range of the particle size 

from 100 nm to 5 μm and the range of particle concentrations from 1% to 10% in volume. 

Our results indicate that in developing laminar flow, nanoparticles have tendency to 

migrate toward the center, while in fully developed laminar flow nanoparticles follow 

streamlines and remain parallel for Reynolds number of 507. Present work also predicts 

that nanoparticles have tendency to migrate to a region close to the wall (0.65<r/R<0.95) 

in turbulent flow for Reynolds number of about 20,000. The presence of nanoparticles 

increases the turbulence intensity slightly, but a significant increase of turbulence 

dissipation rate is observed in some region. The turbulence intensity is not very sensitive 

to particle size or particle concentrations while turbulence dissipation rate increases 

slightly with increasing particle concentration. Nanofluid can potentially be used as an 

advanced heat transfer fluid. The influence of nanoparticles on the turbulence intensity 

and turbulence dissipation rate could alter the heat transfer coefficients in these systems. 
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Chapter 1. Introduction 

“Nanofluids”, which are engineered suspensions of nanoparticles in liquids, have 

been developed and studied during the last decades.  To determine the physical properties 

of this kind of fluid, a wide variety of nanofluids have been made and their properties 

were evaluated. Worldwide many investigators have done numerous experiments to study 

the thermophysical properties of nanofluids, with particular emphasis on the 

measurements of their effective thermal conductivity and viscosity. Scientists and 

companies are interested in their potential to enhance the effective heat transfer rate in 

heat exchanger and other engineering systems, and in the mean time reducing the 

sedimentation, clogging and erosion issues that generated by solid-liquid mixtures with 

larger particles. 

In order to understand how the nanoparticles influence the thermal physical 

properties of nanoflow, the kinematics and dynamics of the nanoparticles are investigated. 

Considering pipe flow, the most frequently used configurations in practice, as an example, 

if the nanoparticles can increase the radial velocity/radial fluctuation of the flow, it will 

help with mixing the fluid in the pipe and finally increase the heat transfer from the wall 

of pipe to fluid. After the solution of the two-phase flow field is determined, proper 

thermal boundary conditions could be added and the heat transfer property of nanofluid 

can be studied. Hence, for our purposes, two-phase fluid which contains water as the first 

phase and carbon as the second phase will be modeled.  

The commercial software Ansys Fluent is used to model nanofluids travelling in a 

pipe with diameter of 2 cm. The particles selected are spherical carbon with diameter 

from 100 nm to 500 nm and the density of the particles is 2000 kg/m3. During the 
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simulation the nanoparticles are maintained at volume fraction from 1% to 10%. To study 

the affect of injection position and injection method, the particles are injected at the inlet 

of the pipe by both uniform injection and non-uniform injection.  

Both laminar and turbulent flows with Reynolds numbers up to 2×104 are 

examined.  In the laminar case, the standard Navier Stokes equations are solved by the 

finite volume method provided by Fluent. Regarding the turbulent case, the steady state 

Reynolds-averaged Navier Stokes (RANS) model is employed. In the present study, the 

Eulerian-Lagrangian method is applied. Eulerian-Lagrangian method is used to track the 

trajectory of an individual stream of nanoparticles, to illustrate whether the particles are 

moving toward the wall or moving away from the wall. During the modeling, the 

interaction between the fluid phase (water) and the solid phase (carbon particles) are 

considered and involved by using two-way coupling, which means the fluid can affect the 

particle motion by drag, and in the other hand the particles can exchange momentum and 

mass with the continuous fluid. The dispersion of particles due to turbulence in the fluid 

phase was also taken into account by using the stochastic tracking model. 

The subsequent chapters will be arranged as follows: Chapter Two will give a 

general introduction of nanofluids and brightly go over past studies related to nanofluids; 

Chapter Three will discuss the modeling geometry, mesh and the property of the fluid 

and particles used in the simulation; Chapter Four will cover the theory and the detailed 

method uesd in modeling laminar case; Chapter Five will discuss the theory of turbulent 

flow and tracking particles in turbulent flow, then the modeling results will be discussed; 

Chapter Six will go over the conclusions; and Chapter Seven will discuss future work.  
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Chapter 2. Literature Review 

The idea of adding highly conductive particles into fluid to enhance the thermal 

conductivity of base fluid can trace back to more than 100 years ago. In the past half 

century, scientists have developed a number of theoretical models which can predict the 

effective thermal conductivity of these mixtures. Among those models, the most popular 

ones are the Maxwell1 model (Eqn. 1), and Hamilton Crosser model2. In Maxwell model, 

k is the thermal conductivity of nanofluid, kf is the thermal conductivity of the base fluid, 

φ  is the particle volumetric fraction and kp is the thermal conductivity of added particles 

                         
( )
( )

2 2

2
p f p f

f p f p f

k k k kk
k k k k k

φ

φ

+ + −
=

+ − −
                                              (1)

 

To predict the effective thermal conductivity of suspension fluid, Maxwell and the 

Hamilton Crosser model both include the effect of volume fraction, the particle shape, 

and the thermal conductivity ratio between the suspended particles and base fluid. 

However, they fail to consider the effect of particle size and the fluid temperature. At that 

time, due to the limitation of manufacturing technology, particle sizes were limited to 

micrometer or millimeters. Because the size of dispersed particles is relatively large, the 

mixture fluid often has the problem of clogging, sedimentation, and abrasion. All these 

issues make it hard to realize the concept in practice. 

In the last two decades, the rapid development of modern nanotechnology enabled 

the production of particles and tubes with average sizes below 100 nm. Compared with 

conventional bulk particles, these nanoparticles show dramatic change in their 

mechanical, optical, electrical, magnetic, and thermal properties. Specially, some of 
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them, even in high volume fraction, do not have the problems of clogging and 

sedimentation. Noticing the great advantage of nanoparticles and taking advantage of the 

advanced manufacturing techniques, Choi 3  and his group in Argonne National 

Laboratory first started to add nano-sized metallic particles with high thermal 

conductivities to fluid and began to investigate the thermal conductivity of such fluid. It’s 

also from that time, they named the liquids with suspensions of nanoparticles 

“nanofluid”. 

According to studies by Choi in 19954 and 20015, the Maxwell and the Hamilton 

Crosser models do not accurately predict the results of the thermal conductivity of a 

nanofluid. His research group employed a transient hot wire method to study the 

nanofluid with multiwall carbon nanotubes dispersed in oil. After they calculated the 

thermal conductivity of this nanofluid, they found that the results were of one order 

magnitude greater than the Maxwell model had predicted. In contrast with the Maxwell 

model, their group found that there was not a linear relationship between the increase in 

thermal conductivity and the volume fraction of nanoparticles dispersed in the base fluid.  

Similar to Choi’s group, other groups reported great enhancement of thermal 

conductivity of the nanofluid. H. Chen et al6 found their aqueous suspension of titanate 

nanotubes had aspect ratio about 10, having much higher thermal conductivity 

enhancement than that predicted by Hamilton-Cross model. H. U. Kang et al7 measured 

the thermal conductivities of nanofluid containing ultra-dispersed diamond (UDD), silver, 

and silica nanoparticles by using a transient hot-wire method, and their experiments 

results showed a great increase of thermal conductivity (in the case of 1% UDD in 

Ethylene glycol, the thermal conductivity was enhanced about 70%).   M. Chopkar8 et al 
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made nanofluid with a low concentration of nanocrystalline metallic particles (Al70Cu30) 

dispersed in ethylene glycol and observed a “significantly greater (1.2–2 times)” 

enhancement of thermal conductivity than that of the base fluid, as well as that predicted 

by the existing models. The corresponding studies show great promise in the thermal 

conductivity capabilities of nanofluids. 

To explain the dramatic enhancement of thermal conductivity of nanofluid 

compared with the base fluid, scientists proposed several hypotheses: 1) nanoparticles 

may form clusters or agglomerates within the nanofluid, hence most heat is transferred 

along such percolating clusters or agglomerates; 9  2) the Brownian motion of 

nanoparticles agitates the fluid, thus creating a microconvection effect that increases 

energy transport;10 3) basefluid molecules encompass the dispersed nanoparticles and 

formed a highly ordered high thermal-conductivity, thus augmenting the effective 

volumetric fraction of the particles and increased the thermal conductivity of 

nanofluids.11 

In order to better understand the properties of nanofluids, Buongiorno12 launched 

an international nanofluid property benchmark exercise (INPBE) in 2007. 34 research 

centers around the world participated in this program and measured the properties of 

some nanofluids.  Their results show the thermal conductivity enhancement of the tested 

nanofluids increased with increasing particle loading, particle aspect ratio, and decreasing 

base fluid thermal conductivity, which is consistent with the effective medium theory for 

well-dispersed particles that is developed by Nan et al13. Nan’s model, as described in 

Eqn, 2, includes the effects of particle geometry and finite interfacial resistance.  
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Where for particles shaped as prolate ellipsoids with principal axes a11=a22<a33 
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These results also suggest that no anomalous enhancement of thermal 

conductivity was observed in the nanofluids test by INPBE. 

The variety of the corresponding studies indicates that the flow and nanoparticles 

behavior may have imposed some important effect on the heat transfer property of 

nanofluids. However, most of these experimental results provide limited information of 

the mechanisms by which these enhancements are obtained, such as factors like particle 

clustering, migration and interactions with the walls, etc. influence on the behavior of 

nanofluids.  

There are also some other research groups who put their emphasis on the flow 

behavior of nanofluids. Ding and Wen ,200414, studied particle migration in pressure-

driven laminar pipe flows, and their model included particle migrations caused by shear 

and viscosity gradient, as well as self-diffusion due to the Brownian motion. They 

reported that “particle concentration in the wall region can be much lower than that in the 
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central core region.” After that, M Giraldo et al 15  employed a boundary integral 

formulation approach and simulated a flow containing about 1.05% volume fraction 

Al2O3 with diameter of 30 nm in water in the vicinity of a plane wall in a rectangular 

region with 1.5μm high, 10μm long. They included effects from Brownian motion, Van 

der Waals attraction, electrostatic short range repulsion forces and buoyancy, and 

observing high cross flow velocities in the boundary layer and a zone with 17% higher 

concentration 0.3μm away from the wall. 

Hence, understanding of the flow behavior, particles behavior near wall, and 

particle migration in nanofluids is important for the future utilization of nanofluids as 

potential heat transfer media. The author did some simulations by using Eulerian-

Lagrangian model to study the behavior of particles migration in laminar as well as 

turbulent flow. Results and analysis of the velocity profile and particle behavior will be 

presented and discussed in the following chapters. 
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Chapter 3. Flow Geometry - Mesh Configuration 

In this chapter, the simulation systems adapted in this work is presented, the 

geometry of the computational domain, mesh configuration, materials that have been 

employed in the simulation are described. 

3.1. Geometry of Computational Domain 

To make this work more realistic, a pipe flow, which is one of the most common 

configurations in industry, with 2 cm in diameter and 80 cm in length (shows in Figure 1) 

is considered. Pipe flow has already been well studied and people have developed 

analytical solutions for laminar pipe flow, as well as power-law correlation for fully 

developed turbulent pipe flow. It’s important to note that large eddy simulation (LES) is 

only valid in three dimensions (3D) and two dimensional (2D) axisymmetry geometries. 

Hence, by employing a 2D axisymmetry modeling, LES modeling in the future can be 

employed.  

 

 

 

 

 

L= 80cm 

D = 2cm 

inlet outlet 

Figure 1. Geometry of Computational Cell 
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3.2. Mesh Configuration 

One of the main purposes of doing this simulation is trying to capture and 

understand the near wall behavior of nanoparticles, the velocity component perpendicular 

to the pipe surface, and drag coefficient at the vicinity of pipe wall, therefore a better 

resolution or a relatively fine mesh in the near wall area or in the boundary layer is 

needed. However, a low computational effort required that the mesh should not be too 

fine. As a compromise, a non-uniform quadratic mesh, as illustrated in Figure 2., Is used. 

 

 

 

 

 

 

Pipe wall 

Axis (centre line) 

Fine 

Coarse 

Uniform distribution along axis direction 

Figure 2. Part of the Mesh of Computational Cell. The mesh in the bottom is part of the pipe mesh, wall and axis are labeled in the 
figure; the one above is a drawing of partial enlargement of the region encompassed by the red box in the lower image. 
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In Figure 2, the lower edge corresponds to the axis and the upper edge 

corresponds to the pipe wall. From the figure, one can observe that there is a very fine 

mesh at the near wall region and a relatively coarse mesh in the area near the centre line.  

In Figure 2, there are two images: the mesh in the bottom is part of the pipe mesh, wall 

and axis are labeled in the figure; the other one is a drawing of partial enlargement of the 

region encompassed by the dashed box in the lower image. This magnified image is used 

to give a visual idea of the non-uniform mesh. The two-way arrow on the right side of the 

mesh is indicating that the mesh becomes finer near the wall, but gradually become 

coarser when moving toward the centre line. 

Another reason for using fewer elements along the axis is that changes of flow 

properties along the axis is expected to be more gradual, so it’s not necessary to employ a 

fine mesh or non-uniform mesh along the axis direction. Instead, much coarser, uniform 

mesh is employed along the axis direction.  

As it is mentioned above, by employing the idea of axisymmetrical modeling, the 

computational cell can be simplified to a rectangle with height of 1 cm and length of 80 

cm. 1,000 uniform divisions in the axis direction and 200 non-uniform divisions in the 

radius direction are made. Hence, in total, there are 200,000 elements and 201,201 nodes. 

The maximum aspect ratio of the elements is around 170 and the maximum cell squish is 

0 which means all the elements are rectangle. Other mesh information is summarized in 

Table 1. The smallest elements, with height of 4.7 μm and length of 800 μm are locate 

adjacent to the pipe wall, whereas the largest elements with height of 200 μm and length 

of 800 μm are connected with the centre line. 
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Direction Number of 
Divisions 

Uniform or 
Non-uniform 

Smallest 
Scale 

Largest 
Scale 

Radius (r) 200 Non-uniform 4.707μm 200 μm 

Axis (x) 1000 Uniform 800 μm 800 μm 

Table 1. Mesh Configuration in Radius and Axis Directions 

3.3. Spatial Convergence Test 

The sensitivity of the mesh was checked using a coarser mesh, which has 81% of 

the total number of elements in the original mesh. The number of total elements along 

each direction is modified to 90% of the original number, which correlates in the radius 

direction to 180 divisions (compare with 200 for original), and in axis direction to 900 

divisions (compare with 1000 for original). 

Realizable k-ε simulation is applied to a one-phase flow by keeping the same 

boundary conditions with the same convergence criteria, and the results are shown as 

below: 

 

Figure 3.  Mesh Sensitivity Check: Comparison of Outlet Axis Velocity 
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Figure 4. Mesh Sensitivity Check: Comparison of Outlet Axis Velocity 

Figure 3 and Figure 4 are showing the mesh sensitivity of our results. Figure 3 is 

the comparison of the velocity profile at flow outlet (x=0.8m), it shows the velocity 

profiles of two meshes are overlapping, so the mesh size that adapted here is fine enough. 

Figure 4 is showing the smallest y+, when using a coarse mesh, the y+ increased form 

0.133 to 0.147. This is because the fist cell adjacent to the wall is larger. 

 

3.4. Base fluid, Nanoparticles and Pipe 

In this present section the properties of the base fluid, nanoparticles and the pipe 

used in these simulations are discussed. The base fluid used in the serial of simulations is 

water, and its properties are listed in Table 2. The nanoparticles used in the simulation are 

spherical carbon particles with diameter of 500 nm, and its properties are listed in Table 3. 

The pipe is made of aluminum, and its properties are listed in Table 4. 
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Base Fluid Density 
(kg/m3) 

Viscosity 
(kg/(m·s)) 

Specific Heat 
(J/(kg·K)) 

Thermal Conductivity 
(W/m·K) 

Water 998.2 0.001003 4182 0.6 

Table 2. Properties of Water 

 

 

Nanoparticle Density 
(kg/m3) Diameter (nm) Thermal Conductivity 

(W/m·K) 

Carbon 2000 500 0.33 

Table 3. Property of Nanoparticles (Carbon) 

 

 

Pipe Well 
Material 

Density 
(kg/m3) 

Specific Heat 
(J/(kg·K)) 

Thermal Conductivity 
(W/m·K) 

Aluminum 2719 871 202.4 

Table 4. Property of Pipe Wall 
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Chapter 4. Modeling and Results of Laminar Flow  

4.1. Laminar Flow(Single Phase) 

Fully developed laminar flow, occurs when away from inlets and exits of the pipe 

where fluid flows in parallel layers, with no disruption between the layers.16 The velocity 

for fully developed laminar flow in a pipe can be obtained by solving the Navier-Stokes 

equations analytically, and the velocity u can be expressed as a function of the radius and 

the pressure gradient as shown in Eqn. 3, or in terms of the centerline (maximum) 

velocity U shown in Eqn. 4 in a dimensionless form 

                    
2 2

4
r R pu xμ
− ∂⎛ ⎞= ⎜ ⎟∂⎝ ⎠

                                                          (3) 

                     
2

1u r
U R

⎛ ⎞= − ⎜ ⎟
⎝ ⎠

                                                                 (4) 

Where R is the radius of inner wall, μ is the dynamic viscosity of the fluid. 

 In 2D axisymmetric geometries, the axial and radial momentum conservation 

equations are given by: 
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Where  

( ) x rrv v vv x r r
∂ ∂

∇ ⋅ = + +
∂ ∂

 and vθ is the swirl velocity which is 0 in our work. 

To test the simulation result, a pressure driven flow simulation is conducted by 

using the mesh described in the previous chapter. The static driven pressure is 13.67 

Pascal and the outlet pressure is 0 Pascals. Finite volume method is applied, and the 

solution is solved by steady-state pressure based solver under SIMPLE-Consistent 

algorithm described in reference 18. 

In the pressure based solver, the continuity (Eqn. 7) and momentum equations 

(Eqn. 8) in integral form are listed below: 

0v dAρ ⋅ =∫                                                                                                 (7) 

    
V

vv dA I dA d F dVI Aρ ρ τ⋅ = − ⋅ ⋅+ + ⋅∫ ∫ ∫ ∫                                           (8)  

 

Where  

I is the identity matrix, τ  is the stress tensor, and  F  is the force vector. 

The momentum equations are discretized as below: 

nr

ˆ
p i nr inr fa u A ia u p S= + +⋅∑ ∑                                             (9) 

 Where the subscript nr stands for neighboring cells, ui is one of the velocity components 

(ux, uy, uz),  pa
 
is the linear coefficient for ui, nra is coefficient for the neighboring cells, 

fp  is the pressure at the surface between the two adjacent cells. This value of fp
 
can be 
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obtained by a second-order upwinding interpolating procedure described below in Eqn. 

10: 

fp p p r= +∇ ⋅                                                           (10) 

Then the continuity equation is integrated over a control volume and yield the 

discrete equation as shown in Eqn.11.  

0n f

N

f
v Aρ =∑                                                               (11) 

Where N is the total face number, ρ is the density of the material and nv  is the velocity 

components, hence nvρ  is the mass flux through the face. 

Then the face values of velocity nv
 
are related to the values of velocity at the 

centers of the small volumes. However, in order to avoid “checkerboarding” described by 

Rhie and Chow17, a momentum-weighted averaging is adapted, and the coefficient aP is 

used as a weighting factor. After this, the face flux nvρ  can be expressed as Eqn.10: 

( )( ) ( )( )( )0 0

0 0

1

1
10

1

1

, , , ,
0 1

, ,

p c n c p c n c
n f f c cc c

p c p c

a v a v
v d p p r p p ra aρ ρ

+
= + + ∇ ⋅ − + ∇ ⋅

+              (12) 

 

The equations are solved by a “segregated algorithm”. In this segregated 

algorithm, the individual governing equations for the solution variables (in this laminar 

2D case the variables are u, v and p) are solved one by one. Each governing equation, 

while being solved, is “decoupled” from other equations. The segregated algorithm is 

memory-efficient, since the discretized equations need only be stored in the memory once 
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at a time. However, the solution convergence is relatively slow, as the equations are 

solved in a decoupled manner.18 The 6 steps in each iteration are illustrated below in 

Figure 5: 

 

 

 

 

 

The simulation results together with analytical solution are posted in Figure 6. 

The velocity term u is nondimensionalized by the centre line velocity U computed from 

the simulation, while the radius is nondimensionalized by the radius of the pipe. From the 

figure, one can observe a parabolic velocity profile. A comparison of both the simulation 

Initialize/Update 
Fluid Properties

Solve the momentum 
equation for ux uy uz 

Solve continuity eqn. 

Calculate new mass flux, 
pressure and velocity fields 

Converged? 

Save the results and stop 

Yes 
No 

Figure 5.  Flow Chart of Pressure-based Algorithm Used in Fluid Solver 
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and analytical models shows that these models agree very well with each for single phase 

flow.  

 

 

Figure 6. Comparison between Analytical Solution and Simulation Results: Axial Velocity Profile of Fully Developed 
Laminar Flow (Dimensionless) 

 

The mass flow rate can be computed from the simulation data by using 

interpolation and numerical integration as described in Eqn.13. Then the Reynolds 

Number can be computed through applying Eqn.14. 

S
vdm Sρ= ∫∫                                                            (13) 

 Re vDρ
μ=                                                                 (14) 

Where v  is the mean velocity of fluid, D is the diameter of the pipe, S 

corresponds to the surface of pipe cross section. Following the two equations Eqn. 13 and 
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Eqn. 14, the mass flow rate is computed as 0.008000m =  , the average velocity 

0.02551071v =  and Reynolds Number ReD = 507 which is lower than the laminar to 

turbulent transition Reynolds Number where ReD = 2,300 19. 

4.2. Particle Tracking in Laminar Flow by Eulerian-Lagrangian Method 

In this part the particle tracking theory in Eulerian-Lagrangian approach is 

discussed. Eulerian-Lagrangian approach is where only the main fluid is treated as a 

continuum, using Eulerian description. The governing equations for the main fluid phase 

are Navier-Stokes equations, and they are solved by numerical method such as finite 

difference, finite volume or finite element. However, the dispersed particles are tracked 

by using the Lagrangian description, and particles can exchange momentum, mass, and 

energy with the main fluid phase. 

4.2.1. Two-way Coupling 

The modeling is done under assumptions and configurations listed below: 

1). Particle-particle interaction is ignored. In this problem, dilute fluid is 

considered in modeling, the volume fraction of the dispersed particles is less than 2%, 

and particles are uniformly injected into the continuum phase (water). Since the volume 

fraction of the injected particles is relatively low, it’s appropriate to ignore the particle-

particle interaction. 

2). “Two-way coupling” is employed in our modeling. “Coupling” refers to the 

simultaneous solution of Eulerian and Lagrangian fields. Generally speaking, there are 

two types of coupling. The first approach, also a simpler approach, is “one-way coupling”, 

in which particles behaviors are calculated based on a fixed continuous phase flow field. 

In this approach, the flow field is solved to a well converged solution, then the particles 
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are added and the trajectories and other properties of those particles are calculated. Hence, 

the addition of particles will not impact the solution of fluid field. The other approach is 

“Two-way coupling”, where the continuum phase can affect the behavior of discrete 

phase (particles), and vice versa. Hence, in this process a proper designed solver will 

calculate the continuous and discrete phase equations in an alternate manner until a 

converged coupled solution is achieved. 
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4.2.2. Equations of Motion for Particles 

As it is mentioned earlier, the moving of the discrete phase (particles) is handled 

in the Lagrangian domain. The trajectories of particles are calculated by an integrating 

method. The force balance on the discrete phase is integrated, and the force balance 

should be equal to the particle inertia with forces acting on the particles. Finally, the 

equation of motion of particles can be written as Equ.15 (take x direction as an example): 

( ) p
drag p x p

du
F u u F mdt− + =                                            (15)

 

Here up is the velocity of the particle, u is the velocity of fluid, mp is the mass of particle, 

Fx is the sum of other forces acted on particle (such as Brownian force and gravity) and 

( )drag pF u u−
 
is the drag forces acted on the particle, where, 

2
18

24
Re D

drag p
p p

CF m
d
μ

ρ
=                                              (16)

 

Where CD is the drag coefficient, μ is the molecular viscosity of base fluid, ρ is the 

density of fluid, ρp is the density of particle, dp is the particle diameter, and Re is the 

relative Reynolds Number 

 
Re p pu u dρ

μ
−

=                                                 (17) 
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4.2.3. Integration of Particle Motion Equation 

Eqn.15 can be integrated and an analytical expression of the particle velocity at 

next step 1n
pu +  can be found in the form of: 

( ) ( )1 1
drag

p drag

tF
tFp totaln n

d

mn n
p p

rag

m a
u e u u e uF

−Δ
−+ Δ= − − − +                         (18)

 

Here, the acceleration term totala  is the summation of all other accelerations except that 

caused by drag. 

Remember the velocity of particle is defined as: 

p
dxu dt=                                                          (19) 

Eqn. 18 can be integrated again to obtain an analytical solution of the particle location at 

n+1 time step 1n
px + : 

 

1 1
drag

pm
F

t
p p pn

n total total
drag drag d

n

rag

n n
p p pt

m m m
x u a e u u a xF F F

+
− Δ⎛ ⎞⎛ ⎞ ⎛ ⎞

⎜ ⎟= + + − − − +⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎝ ⎠⎝ ⎠
Δ

⎠
       (20) 

 

and in Eqn 20, n
pu  and nu  are the particle velocity and fluid velocity at previous location, 

respectively. 

 Despite the analytical approach, the particle velocity and location can also be 

solved by using numerical discretization schemes such as trapezoidal discretization, Euler 

implicit discretization, and Runge-Kutta scheme20. 
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4.2.4. Modeling the Drag Coefficients 

The continuum phase can affect the discrete phase behavior though drag. There 

are two drag laws that may be useful in our simulation, one is spherical drag law and the 

other is the Stokes-Cunningham Drag Law. In our studies, both of these two laws were 

studied and the results were compared. 

The first one is the spherical drag law suggested by Morsi and Alexander 21 in 

1972. They studied the drag of particles in several different models, and finally derived 

an empirical expression of the drag coefficient for smooth spherical particles in fluid 

described with different Reynolds Number from 0.1 to 50,000. In their studies, they used 

particles with diameter from 10 to 100 μm, and studied particles’ response to one-

dimensional flow, collision with a cylinder, and collision with a lifting airfoil. They 

claimed that the drag coefficients calculated from their equations are within 1-2% of 

experimental results. Their drag-Reynolds-Number relationship for spherical particles is 

shown in Eqn.19: 

32
1 2Re ReD

kkC k= + +                                                (21) 

Where Re is the Reynolds Number of the fluid, k1, k2 and k3 are three empirical constants 

that may vary with Re. The values of these constants are listed below in Table 5: 

 

 

 

 

 



25 
 

 

 

Range of Reynolds Number Re Expression of Drag Coefficient CD 

      Re < 0.1 24/Re 

      0.1 < Re < 1.0 22.73/Re + 0.0903/Re2 + 3.69 

      1.0 < Re < 10.0 29.1667/Re - 3.8889/Re2+ 1.222 

      10.0 < Re < 100.0 46.5/Re -116.67/Re2 + 0.6167 

      100.0 < Re < 1000.0 98.33/Re - 2778/Re2 +0·3644 

      1000.0 < Re < 5000.0 148.62/Re - 4.75 × 104/Re2 + 0.357 

      5000.0 < Re < 10000.0 -490.546/Re+57·87 × 104/Re2 +0.46 

      10000.0 < Re < 50000.0 -1662.5/Re + 5·4167×106/Re2 + 0.5191 

Table 5. Drag-Reynolds-Number Relationship 

  

The second drag law that may be valid is the Stokes-Cunningham Drag Law 

suggested by Ounis et al 22 in 1991. They studied drag of particles with diameter from 

0.01 to 0.1 μm, and showed that the Brownian effects play a significant role in the 

diffusion of submicrometer particles at distances less than 2 wall units from the solid 

surface. 

Their expression for the drag acting on an individual particle is: 

2
18

D
p p c

F
d C

μ
ρ

=                                                        (22) 

Where FD is the drag per unit particle mass and Cc is Cunningham correction to Stokes' 

drag law which can be obtain from Eqn.23: 
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1.1
221 1.257 0.4

pd

C
p

C ed
λλ −⎛ ⎞

= + +⎜ ⎟
⎝ ⎠

                                           (23) 

In Eqn.23, λ is molecular mean free path, which means the mean travel distance per 

collision, and can be calculated from Serway’s23 approach: 

2 2
1

p v p v

vt
vtn nd d

λ
π π

= =                                                  (24) 

Where nv is the number of molecules per unit volume, v  is the average velocity of the 

travelling molecule. 
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4.2.5. Momentum and Mass Exchanges 

In the two way coupling approach, the configuration of the discrete phase can 

affect the continuum phase by exchanging momentum and mass with the continuum. 

The momentum exchange should be calculated and passed to the momentum 

equation of the continuum as an additional momentum source term. The momentum 

source term generated by the discrete particles can be written as Eqn. 25: 

( )2

18 Re
24

drag
p p other p

p p

C
d

Mum u u F m t
μ

ρ
⎛ ⎞

= − + Δ⎜ ⎟⎜ ⎟
⎝ ⎠

∑                             (25)
 

Where Re is the relative Reynolds number, Fother stands for additional force, such as 

gravitational force and Brownian force. Finally, this momentum source term will appear 

in the momentum equations of fluid and affect the solution of momentum equations for 

the continuum. 

 Despite the momentum exchange, the discrete phase can affect the continuum by 

passing additional mass exchange term to the momentum equations, and this term can be 

evaluated through Eqn. 26. 

,0
,0

p
p

p

m
M mm

Δ
=                                                      (26) 

This mass exchange term will be passed to the continuous equation of continuum as a 

mass source term, so it will finally affect the continuity solution of the fluid. 
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4.2.6. Brownian Motion 

Brownian motion is a random motion of sub-micrometer particles inside a fluid, 

and it is caused by the geometrically unequal hit of the small fluid molecules on the 

particle surface. Usually, the Brownian motion is regarded as discovered by the botanist 

Robert Brown in 1827.  

One computational scheme used to include Brownian motion into simulation was 

developed by Li A and Ahmadi G24 in 1993. In their work, the components of the 

Brownian force are modeled as a Gaussian white noise random process and the Brownian 

force is modeled as Eqn.27: 

0FBr p i
Sm G t

π
=

Δ                                                   (27)
 

where mp is the mass of the particle, Gi is unit variance zero mean Gaussian random 

numbers obtained from a pair of random numbers N1 and N2 from the range [0, 1] and Δt 

is the time step used in the simulation. S0 is given by Eqn.28: 

0 2
5

216 B

p
p C

k T

d

S

C
ρ
ν

πρ ρ
⎛ ⎞

⎟
⎠

=

⎜
⎝

                                              (28) 

Where T is the absolute temperature of the fluid, υ is the kinematic viscosity of fluid, and 

kB is the Boltzmann constant which is 1.38×10−23 J/K, other terms like CC and ρ are still 

as the same meaning as is defined in previous chapters. 

 

 

 



29 
 

4.2.7. Simulation Configurations 

Two simulations were done with nano-particles injected at 1% mass flow rate (0.4% 

volume fraction) of the fluid with both Brownian force included and excluded. After that, 

particles with injection of 2.0 % mass flow rate (1% volume fraction) of water are studied 

without Brownian force. The boundary conditions for the continuum are: 

1. Inlet: Plug flow with velocity of 0.0255 m/s parallel to axis, which means 

the mass flow rate of water (density is 988kg/m3) is 0.008 kg/s, and the 

correspond Reynolds number is 507. 

2. Outlet: Relative pressure equal to 0 Pascal; 

3. Wall: Stationary wall without slip; 

4. Axis: Axisymmetry; 

Boundary conditions for the dispersed particles are: 

1. Inlet: 100 uniformly distributed particle injections with total  

2. Outlet: Relative pressure equal to 0 Pascal; 

3. Wall: Stationary wall, particles hit the wall will reflect; 

4. Axis: Axisymmetry; 

In the simulation, the solver completes 150 flow iterations per discrete phase 

iteration. Regarding the integration time step of the moving particles, 0.005 sec is used. 

Hence, in the total domain, the particle motion equations are evaluated no less than 1600 

times, and this makes sure the velocity of those particles are updated when they traveled 

about one cell distance. 
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4.2.8. Results and Discussion for Laminar Eulerian-Lagrangian Approach 

The axial velocity profile of fluid at varies locations (cross sections, x = 0.0 m, x 

= 0.2 m, x = 0.4 m, x = 0.6 m and x = 0.8 m) are showed in Figure 7. In that figure, it can 

be observed that the changing of the flow velocity profiles. Plug flow is present at x=0m, 

while parabolic profiles shows up at the outlet x=0.8 m. Velocity terms are non-

dimensionlized by the center line velocity at the pipe outlet where x=0.8 m, and the 

radius are non-dimensionlized by the radius of the pipe which is 0.01m. 

 
Figure 7. Dimensionless Velocity Profile of Fluid at Different Cross-sections (x=0.0 m, x=0.2 m, x=0.4 m, x=0.6 m and 

x=0.8 m) in Laminar Pipe Flow with Particles Injection of 1% volume fraction, exclude Brownian Force. 

Velocity profiles at different cross sections of both cases (fluid only and flow with 

particles injections) are compared in Figure 8. At the pipe inlet, the velocity profiles for 

both cases are exactly the same. At downstream locations (x=0.4 m and 0.8 m) the center 

part velocity for pure fluid is greater than that of flow with particle injections, but in the 

near well region the velocity of flow with particles is larger than that of flow without 

particles.  
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Figure 8. Comparison of Velocity Profiles for Both Cases (with and without Particles Injections) at Different Cross-

sections (x=0.0m, x=0.4m & x=0.8m), Laminar Flow without Brownian Force 



32 
 

To better present the intersection of the two lines of each cases, the intersection 

points are enlarged and showed in Figure 7.  

 

Figure 9. Enlarged Figure, Showing the Intersection of the Velocity Profiles of Flow with and without Particle 
Injections at x=0.4m and x=0.8m  

Intersection

Intersection
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One possible reason may be the presence of more particles in the center region, 

hence occupying certain volume, interacting with fluid, and slowing down the speed of 

fluid in this region.  

As aforementioned, Ding and Wen, 200414, claimed that “particle concentration in 

the wall region can be much lower than that in the central core region.” Beside their work, 

Lam et al.25 studied micron-sized particles migration in concentrated suspensions, they 

found that particle concentration was the lowest at the wall, rapidly increased to the 

maximum at r/R~0.8 – 0.9, but decreased slightly towards the pipe centre. Their usage of 

concentrated suspensions of particles of several microns accounts for differing results in 

comparison to ours. In their study, the decrease of concentration near the center may due 

to the shear-thinning effect.  

Although, partially similar results were obtained as both groups: in the near wall 

region the concentration is lower than that in the center region. Despite the similarities, 

there are some differences between our results and other groups’. In our results, the 

concentration of particles in the near wall region (r/R>0.9) is greater than the 

concentration of particles in the region between the wall and center (0.15<r/R<0.9). This 

may be the results of the missing Brownian force. In Ding and Wen14 model they 

included Brownian force which may have very important effect in the near wall boundary 

layer region, and the claimed that Brownian motion has an effect of redistribution of 

particles between higher concentration regions to lower concentration regions. Hence, if 

Brownian force was added to the laminar models, it may help with distributing the 

particles in the near wall region to the region a little far from the wall. Another reason 

should be numerical error at those two cells. 
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25 particle trajectories at different locations are presented in 

Figure 10 below. The trajectories are colored by particles velocities, where red 

stands for the highest velocity, and blue is associated with the slowest velocity. 

 

          
              (a)                                                                        (b) 

          
                    (c)                                                                        (d) 

 

Figure 10. Trajectories are colored by velocity magnitude. a) Particles are uniformly released from the pipe inlet, where 
x=0m; b) Trajectories of 25 particles at downstream where x is around 0.2m; c) Trajectories of 25 particles at 
downstream where x is around 0.6m; d) Trajectories of 25 particles at the pipe out let, where x=0.8m 

 

These figures are showing that at the beginning 25 particles are uniformly injected at the 

pipe inlet, but as they are going downstream, the particles begin to slightly moving 

toward the center line (lower surface of the pipe). Compare the first figure a) with the last 
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figure (d), it can be found that the tracked particles are shifting toward the center line. 

This can also be verified by the histogram of particle locations showing below: 

  
a) x = 0.0001m                                          b)  x = 0.2m 

  
c) x = 0.6m                                            d) x = 0.8m 

Figure 11. Histogram of Particle Locations Histogram of Particle Locations at Varies Cross sections for Laminar Flow 
with Plug Flow Inlet 

 

The simulation for fully developed laminar pipe flow is also conducted. The flow 

profile at the pipe inlet has a parabolic velocity profile with center line velocity equals 

0.15 m/s, and the velocity profile can be expressed as below:  

( )
2

21 center
ru r U
R

⎛ ⎞
= − ⋅⎜ ⎟
⎝ ⎠

                                               (29)
 

Where R is the radius of the pipe which is 0.01m, and Ucenter is the center line velocity 

0.15 m/s.  

 In these models Saffman's Lift Force26 is included. Saffman's Lift Force is a force 

or lift caused by shear. This idea of this lift force is proposed by Saffman in 1965, after 

that Li and Ahmadi27 in proposed the expression for this force in 1992. In the particles 

balance equations Eqn.13, the Saffman’s Lift Force term described in Eqn.25 is given by:  
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( )
( )

1
4

2 p ij

p p lk kl

v v K
F

d

σ υ

ρ σ σ

ρ−
=                                                 (30)

 

Where σij is the deformation tensor, K is a constant K=2.594, and Re is the relative 

Reynolds number, which is defined as Eqn.17. The particle trajectories are presented in 

Figure.12: 

            
                               a)                                                                          b) 

 
c) 

Figure 12. Particle trajectories for fully developed laminar flow: a) pipe inlet, x=0m; b) pipe outlet, x=0.8m; c) 
Comparison of Axial Velocity at Inlet and Outlet 
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To better illustrate the result, four histograms showing the particle percentage at varies 

cross sections are shown below: 

  
x = 0.0001m                                            x = 0.2m 

  
x = 0.6m                                            x = 0.8m 

Figure 13. Histogram of Particle Locations at Varies Cross Sections for Laminar Pipe Flow with Fully Developed 
Parabolic Inlet 

 

From Figure 12 and Figure 13 it is found that the particles are going along a 

straight line and parallel to the pipe wall. The velocity of the particles is similar to that of 

a vicinal fluid. This result is different from that of Ding and Wen14. The possible reason 

is that, the dispersed particles in their model are treated as continuous phase and they 

included Brownian motion in their model. By treating the particle as a continuous phase, 

it’s clear that they are using the Eulerian-Eulerian description which may result in a 

different solution. The other possibility is the Brownian force may help with distribute 

the particles at the near wall region. However, comparing the time scale of Brownian 

motion and fluid time scale, it can be concluded that Brownian effects are not realizable 
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in these flows. Because the Brownian motion often has a time scale as low as 10-2 

seconds, but fluid time scale in our case is about 30 seconds.   
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Chapter 5. Modeling and Results of Turbulent Pipe Flow  

In this chapter the theory of turbulent flow and governing equations used in 

turbulent pipe flow are presented. Afterward, particle tracking scheme will be provided, 

and finally simulation results of particles migration in turbulent pipe flow will be 

presented and discussed.  

5.1. Turbulent Flow(Single Phase) 

Turbulent flow is one in which the fluid particles rapidly mix as they move along 

due to random three dimensional velocity fluctuations. Due to turbulence’s random, three 

dimensional, chaotic and stochastic nature, analytical solution for turbulent flow are not 

available. Hence, in the turbulent regime semi-empirical theories are used to model the 

flow.  

In pipe flow, typical transition Reynolds Number of flow from laminar flow to 

turbulence is 2,300.19 The velocity profile for fully developed turbulent pipe flow through 

a smooth pipe is shown in Figure 14 . Another famous and widely used description of 

turbulent velocity profile for pipe is the “power-law”, the expression are presented in 

Eqn.31 below. 

1

1
nu r

U R
⎛ ⎞= −⎜ ⎟
⎝ ⎠

                                                      (31)
 

Where U is the center line velocity of the pipe flow, R is the radius of the pipe and n is a 

component that can vary with different Reynolds Number, its expression is: 

1.7 1.8 log ReUn = − +                                             (32) 
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The expression of Reynolds number for pipe flow is: 

DRe
H

V VLDρ
μ ν= =                                                  (33)

 

Regarding the usage of the power, in practice, n=7 is frequently applied. The velocity 

profile expression for n=7 is called “one-seventh power law”, and it’s frequently used to 

represent the velocity profile of fully developed turbulent pipe flow. 

 

 

Figure 14. Turbulent Velocity Profile for Fully Developed Flow in a Smooth Pipe. (Adapted from reference [19]) 
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5.2. Reynolds-averaged Navier-Stokes (RANS) Equations and k-ε Model 

Solutions of the Navier-Stokes (N-S) equations for high Reynolds-number 

turbulent flows in complex geometries require to resolve from the largest eddies all the 

way down to the smallest scales of the motion (Kolmogorov’s scale). In some cases, 

especially in complex geometry, it’s unlikely to achieve a solution in a certain time. In 

order to overcome this problem, some alternative methods were introduced by 

researchers, such as Reynolds-averaged Navier-Stokes. In this thesis, the k-ε model, a 

branch RANS method, is applied. 

RANS are time-averaged equations of motion for fluid flow. It’s generated by 

using Reynolds decomposition. In this model, all instantaneous quantities are divided into 

two parts: time-averaged and fluctuating quantities. Which means the instantaneous 

quantities φ should be divided as
 
φ φ φ′= +  , where φ  is the time-averaged part and φ′  

is the fluctuating part. Applying such decomposition to all the quantities, substituting 

them into the instantaneous continuity and momentum equations and taking ensemble 

average yields: 

( ) 0it t uρ ρ∂ ∂
+ =

∂ ∂                                                                                              (34)
 

( ) ( ) 2
3

i
i j i ij i j

j j j

j l

i j i l

uu upu ux t x x x xu x uxu δρ ρ μ ρ
⎡ ∂ ⎤∂ ∂∂ ∂ ∂ ∂ ∂ ⎛ ⎞′ ′+ = − + + −

⎛
+ ⎜ ⎟⎢ ⎥∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ⎝ ⎠⎣

⎞
−⎜

⎝ ⎠⎦
⎟    (35)
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These two equations above are so called RANS equations. In equation (35), the term 

i juuρ⎛ ⎞′ ′⎜
⎝
− ⎟

⎠
 is so called Reynolds stresses, and usually it is related to the mean velocity 

gradients through the use of Boussinesq assumptions28: 

2
3

j k

i

i
i j t ij t

j k

uuu uu u u ukμ ρ μδρ
∂⎛ ⎞∂ ∂⎛ ⎞⎛ ⎞′ ′ = + −⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝

−
⎝

+
⎠⎠

                        (36)
 

Where μt is the turbulent eddy viscosity, k is the turbulence kinetic energy.  

 There are several models developed by using RANS, some widely used are k-ε, k-

ω, Reynolds stress model (RSM) and v2-f models. Detailed description of k- ε model is 

presented in next section. 
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5.3. k-ε Model 

k-ε model is proposed by Launder and Spalding in 197229. In the k-ε model, 

besides the typical momentum and continuity equations, there are two additional 

equations used to describe turbulence properties. The two equations are transport 

equations for turbulent kinetic energy - k, and turbulent dissipation rate - ε. In our 

simulation the Realizable k-ε model proposed by T.-H. Shih, et al30 is used. Equations for 

k and  ε are shown below: 

( ) ( ) t
k b M k

j j k
j

j

ku G G Sx t xk Y xk μρ ρ ρε μ σ
⎡ ⎤∂ ∂ ∂ ∂⎛ ⎞+ = + − + + +⎢⎜ ⎟ ⎥∂ ∂ ∂ ∂⎝ ⎠⎣ ⎦

−               (37)
 

( ) ( )
2

1 12 3 b
j

j C Cu S C C G Sx t kk ε ε ε
ε ερε ρε
νε

ρ ε ρ∂ ∂
+ = + +

∂ ∂ +
−                      (38)

 

Where    1 max 0.43, ,               ,                    25 ij ijC SkS S Sμ μμ ε
⎡ ⎤= ⎢ ⎥⎣ ⎦

= =
+

 

In the above equations, 

(1) 
2

t C k
μμ ρ ε=

 
is the eddy viscosity and 

*
0

1

s

C kUA A
μ

ε

=
+  

 

here    * ij ij ij ijU S S= +Ω Ω   

and        2ij ij ijk kε ωΩ =Ω −
 

             
 

ij ij ijk kε ωΩ =Ω −
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Here A0 and As are constants, A0=4.04 and As = 6 cosφ  , ijΩ  is the mean rate-

of-rotation tensor viewed in a rotating reference frame with angular velocity ωk. Other 

values mentioned are: 

1 21.44,       1.9,       1.0,       1.2kC Cε εσ σ= = = =
 

 Among the above constants, σk and σε are the turbulent Prandtl numbers for k and 

ε, respectively, C1ε and C2 are model constants. The rest of the quantities are given below: 

( )1

3

cos 6 1,     ,     ,     3 2
ij jk ki j

ij ij ij
i

ji

W S S S u uW S S S S x xS
φ

−
∂⎛ ⎞∂

= = = = +⎜ ⎟∂ ∂⎝ ⎠
 

(2) Gk is the generation of turbulence kinetic energy due to the mean velocity 

gradients:  

apply  Boussinesq  hypothesis 2j
k i j k t

i

u
G u G Sxuρ μ−

∂′ ′= ⎯⎯⎯⎯⎯⎯⎯⎯→ =
∂  

Where S is the modulus of the mean rate-of-strain tensor and 2 ij ijS S S=
 

(3) Gb is the generation of turbulence kinetic energy due to buoyancy, and YM 

represents the contribution of the fluctuating dilatation in compressible turbulence 

to the overall dissipation rate, Sk and Sε are additional source terms for k and ε, 

respectively, all these terms (Gb, YM, Sk and Sε) are null for our case. 

 

Finally, by using k-ε model, the two equations for turbulent kinetic energy - k, 

and turbulent dissipation rate - ε, will be solved together with the continuity equation and 

two momentum equations described in section 4.1.. 
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5.4. Stochastic Tracking of Particles - Random Walk Model 

Unlike tracking particles in laminar flow model, tracking particles in turbulent 

model requires consideration of turbulent dispersion of particles. With Reynolds 

decomposition of flow quantities such as u u u′= + , particles can be tracked only based 

on the mean flow velocity u . However, to better represent the chaotic and stochastic 

nature of turbulence, the effect of instantaneous turbulent velocity fluctuations u′ on 

particles trajectories should be included. One wide used model is the Random Walk 

Model. This model was first introduced by Karl Pearson31, who established the discipline 

of mathematical statistics, in 1905 and it is widely used in many fields now. 

5.4.1. Integration Time 

In order to predict the turbulent dispersion of particles, the trajectory equations for 

individual particles will be integrated, using the instantaneous fluid velocity, u u′+ , 

along the particle path. The integration time is defined as the time spent in turbulent 

motion along a small particle path ds, and given as Eqn.39 below: 

( ) ( )
0 2

p p

p

u t u t s
T ds

u

∞ ′ ′ +
=

′
∫                                                  (39) 

For small “tracer” particles (marker) that move with the fluid (no drift velocity), 

the integral time becomes the fluid Lagrangian integral time, TL. For k-ε model, TL can 

be obtained by matching the diffusivity of tracer particles, ji Lu u T′ ′ , to the scalar diffusion 



46 
 

rate predicted by the turbulence model tν
σ . The resultant expression for TL is given by 

0.15L
kT ε≈ . This is only valid for k-ε model. 

5.4.2. Discrete Random Walk Model 

In the random walk model, particles will interact with a succession of discrete 

stylized eddies, and those eddies are characterized by their own time scale, τe, and three 

velocity fluctuation terms u′ , v′  and w′ . 

Firstly, in order to give a more realistic description of the correlation function, the 

characteristic eddy life time, τe, is defined as ( )lne LTτ ξ= −  instead of using constants 

as 2TL . ξ  is a random number that is uniformly distributed between 0 and 1. The 

particle will interact with an eddy until the eddy dies out or the particle traveled out of the 

eddy. With the eddy life time τe is already known, the “eddy escaping time” is required to 

be determined for a particle escape from a eddy. It can be defined as: 

escape ln 1 e

p

L
u u

τ τ
τ

⎡ ⎤⎛ ⎞
⎢ ⎥⎜ ⎟= − −

⎜ ⎟−⎢ ⎥⎝ ⎠⎣ ⎦
                                              (40) 

Where τ is the particle relaxation time and Le is the eddy’s length scale. 

Secondly, the chaotic turbulent fluctuation terms should be modeled. One way to 

generate the random fluctuation terms u′ , v′  and w′  , is through assuming the 

fluctuation terms obey the Gaussian probability distribution given by Eqn.44 below: 

( )
( )2

22
2

1
2

x

f x e σ
μ

πσ

−
−

=                                                (41) 
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In the simulation, it’s assumed that the fluctuation terms are randomly distributed, 

and can be represented as below: 

 2 2 2,               ,                   u u v v w wζ ζ ζ′ ′ ′ ′ ′ ′= = =                    (42) 

Where ζ is a normally distributed number; and the left root mean square terms are 

associated with the kinetic energy at each local point. By assuming an isotropic turbulent 

flow, one can define: 

2 2 2 2
3
ku v w′ ′ ′= = =                                             (43) 
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5.5. Simulation Configurations 

Our work is concentrated on studying the particle migrations in turbulent flow, more 

simulations were done in the part. Simulations were done for suspensions with different 

concentrations. All simulations for steady state k-ε turbulent models are discussed and 

summarized in Table 6 and below: 

Case 
No. 

Laminar 
Or 

Turbulent 

Particle 
Size 

Volume 
Fraction % 

Reynolds 
Number 

Re 

Mass flux 
ṁ 

(kg/s) 

Mean 
Velocity U 
(m/s) 

Inlet Boundary 
Coditions 

Outlet 
Boundary 
Conditions 

1  Turbulent 0 nm 0% 19560 0.3081683 0.98269909 Fully Developed* Pressure is 0 

2  Turbulent 100 nm 1% 19560 0.3081683 0.98269909 Fully Developed Pressure is 0 

3  Turbulent 200 nm 1% 19560 0.3081683 0.98269909 Fully Developed Pressure is 0 

4  Turbulent 500 nm 1% 19560 0.3081683 0.98269909 Fully Developed Pressure is 0 

5  Turbulent 500 nm 2% 19560 0.3081683 0.98269909 Fully Developed Pressure is 0 

6  Turbulent 500 nm 5% 19560 0.3081683 0.98269909 Fully Developed Pressure is 0 

7  Turbulent 500 nm 10% 19560 0.3081683 0.98269909 Fully Developed Pressure is 0 

8  Turbulent 1 μm 1% 19560 0.3081683 0.98269909 Fully Developed Pressure is 0 

9  Turbulent 2 μm 1% 19560 0.3081683 0.98269909 Fully Developed Pressure is 0 

10  Turbulent 5 μm 1% 19560 0.3081683 0.98269909 Fully Developed Pressure is 0 

11  Turbulent 5μm 5% 19560 0.3081683 0.98269909 Fully Developed Pressure is 0 

Note*: The Fully developed flow boundary conditions are obtained through the process described in section 5.5 

Table 6. Boundary Conditions for Turbulence Cases of Varies Particles Concentrations 

The boundary conditions for the continuum (water) are: 

1. Inlet: To obtain the fully developed velocity, k and ε profile, the boundary 

condition described below is applied as the inlet boundary condition and these 

profiles are used as a initial gauss for the flow field: 

a) The axis velocity component, u, is assumed to obey the 1/7th power law: 

1
7

1free
ru u R

⎛ ⎞= −⎜ ⎟
⎝ ⎠

                                                      (44) 
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  Where ufree is taken as 1.19 m/s. 

b) The turbulent kinetic energy is assumed to be constant in the free stream, 

but vary linearly from a near-wall value to the free stream 

( )

( )

2

2

                       0

                   500

nw

free
free

u
k for where r

C

u
k for wh re re

τ

μ

δ

δ

⎧
= < <⎪

≤

⎪
⎨
⎪
⎪ =
⎩

                               (45) 

Where the friction velocity and wall shear take the forms: 

2

               and              2
freew

w

f
u

u
τ

ρ
τρ

τ
= =                          (46) 

Where f is the Moody factor that estimated from the Blasius equation: 
1
4

0.045 freeu
f

δ
ν

−
⎛ ⎞

= ⋅⎜ ⎟
⎝ ⎠

                                            (47) 

c) The dissipation rate is given by the equation below: 

23
34C kμε

⋅
=                                                             (48) 

Where the mixing length  is the minimum of κr and 0.085δ. (κ is the von 

Karman constant = 0.41.) 

2. Outlet: Relative pressure equal to 0 Pascal, back flow turbulent kinetic energy and 

turbulent kinetic energy dissipation rate is the same as defined at the pipe inlet. 

3. Wall: Stationary wall without slip; 

4. Axis: Axisymmetry; 

Boundary conditions for the dispersed particles are: 

1. Inlet: In all these cases, there are 200 particle injections located at x=0, one 

injection point at each cell. The mass flow rate are scaled by the surface area. 
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2. Outlet: Relative pressure equal to 0 Pascal; 

3. Wall: Stationary wall, particles hit the wall will reflect; 

4. Axis: Axisymmetry; 

The solver completes 200 flow iterations per discrete phase iteration. Regarding 

the integration time step of the moving particles, a time step around 0.00016 sec is used.  

The fully developed velocity, k and ε profiles are shown in the figure below: 

         
                           a) Axial velocity Profile                                                                       b) k profile 

 
 

c) ε Profile 

Figure 15. Boundary Conditions of Axial Velocity u, k and ε at Pipe Inlet 
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5.6. Results and Discussion of Particle Migration in Turbulent Flow under k-ε model 

Suspensions of particles with different concentrations (1%, 2%, 5% and 10%) 

were modeled under the realizable k-ε model. Particles used in these simulations are 

spherical particles with diameter of 500 nm, 200 nm and 100 nm, respectively. All of 

those particles are released with zero velocity from 200 uniformly distributed injection 

points which are located at the pipe inlet (x=0.0 m). The release flow rate is proportional 

to the surface area. In the following paragraph the simulation results will be discussed. 

 

5.6.1. Effect on Friction 

The presence of nanoparticles has some effect on the friction factor. The results 

are showed in Table 7: 

 

Case 
No. 

Laminar 
Or 

Turbulent 

Particle 
Size 

Volume 
Fraction % 

Injection 
Type 

Reynolds 
Number 

Re 

Mass flux 
ṁ 

(kg/s) 

Mean 
Velocity U 
(m/s) 

Skin 
Friction 

Coefficient 
Cf 

Moody 
Friction 
Factor f 

1  Turbulent 0 nm 0% - 19560 0.3081683 0.98269909 0.00573824 0.02295297 

2  Turbulent 100 nm 1% Uniform 19560 0.3081683 0.98269909 0.00583355 0.02333419 

3  Turbulent 200 nm 1% Uniform 19560 0.3081683 0.98269909 0.00578691 0.02314764 

4  Turbulent 500 nm 1% Uniform 19560 0.3081683 0.98269909 0.00578081 0.02312325 

5  Turbulent 500 nm 2% Uniform 19560 0.3081683 0.98269909 0.00579221 0.02316884 

6  Turbulent 500 nm 5% Uniform 19560 0.3081683 0.98269909 0.00591912 0.02367646 

7  Turbulent 500 nm 10% Uniform 19560 0.3081683 0.98269909 0.00599977 0.02399909 

Table 7. Nanoparticles Effect on Friction Coefficient and Moody Coefficient Factor 

 

The moody friction factor f for fully developed pipe flow can be estimated by the 

empirical correlation shown in Eqn.49:  
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0.25

0.316
Re

f =                                                           (49) 

Applying the correlation of Eqn.49, it gives a result of Moody coefficient factor 

equal to 0.0267. When compare with our simulation result which is 0.0229, the error is 

about 14%.  

From the moody friction factors listed in Table 7, the presence of nanoparticles 

can increase the friction factor. When the concentration is low (1%), the increase is small, 

but with concentrations as high as 10%, the increase is about 5%. This may be due to the 

reason that nanofluids have a higher effective viscosity than that of the base fluid. From 

case 2 to 4, the particle diameter increased, but the skin friction coefficient only changed 

a little. This means the skin friction is not so sensitive to the particle size. 

From case 4 to case 7, the volume fraction of nanoparticles is increased. Compare 

the friction factor of these 4 cases, a relatively large increase in friction is observed, and 

the increase of the friction coefficient is proportional to the particle concentrations. 

 

 

5.6.2. Particles Location 

The histograms of particle concentration at different cross sections for several 

cases are shown below. In the histograms, the y axis is the percentage of particles and the 

x axis corresponds to the radius r. 
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a. Histograms for case 1: 100 nm particles, 1% volume fraction: 

 
x = 0.0001 m                                                                  x = 0.1m 

 
x = 0.4 m                                                               x = 0.8m (outlet) 

Figure 16. Histograms of Particle Locations at Various Cross Sections for Case 2 

 

b. Histograms for case 4: 500 nm particles, 1% volume fraction: 

  
x = 0.0001 m                                                                  x = 0.1m 
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x = 0.4 m                                                               x = 0.8m (outlet) 

Figure 17. Histograms of Particle Locations at Various Cross Sections for Case 4 

 
c. Histograms for case 7: 500 nm particles, 5% volume fraction: 

   

x = 0.0001 m                                                                  x = 0.1m 

   

x = 0.4 m                                                               x = 0.8m (outlet) 

Figure 18. Histograms of Particle Locations at Various Cross Sections for Case 7 

 

The above histograms show: at very near the inlet the particles are distributed by 

the scale of surface area, then as moving down stream, more particles tends to stay at the 

region of 0.0065m <r <0.0095m ( 0.65<r/R<0.95 ).  
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It is also noted that particles are travelling back and forth in the pipe, so if there is  

thermal flux at the pipe wall, this behavior may help to improve the heat transfer from the 

wall to the fluid. Part of the particles trajectories are shown below in Figure 19: 

 

 
Loacation near the pipe inlet 

 
Loacation near the middle of the pipe 

 
Loacation near the outlet of the pipe 

Figure 19. Particle Trajectories Colored by Particle Velocity 

 

5.6.3. Particles Interact with Turbulence 

Nanoparticles may interact with turbulence, Xuan and Li32 suggested that the 

presence of nanoparticles may lead to the intensification of turbulence or eddies. 

However, through a comparison of the nanoparticle and turbulent eddy time and length 

scales, Buongiorno33 shows that the nanoparticles move homogeneously with the fluid in 

the presence of turbulent eddies, so an effect on turbulence intensity is doubtful. 
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The turbulence intensity at the outlet is examined, and the figure of turbulence 

intensity is plotted vs. the nondimentionalized radius r/R in Figure 20. 

 

Figure 20. Turbulence Intensity vs r/R for 1% Particle Volume Fraction 

The center line turbulence intensity for fully developed pipe flow can be 

estimated through the empirical correlation below: 

( )
1
80.16 Re

HDI
−

=                                                    (50) 
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As in the present study with Reynolds number of 19,560, the correlation gives a resultant 

turbulence intensity of about 4.7%, while our simulation gives turbulence intensity as 

5.1%. Compare with the correlation, the present result has an error about 9%. 

The effect of nanoparticles on turbulence intensity is shown in Figure 20, the 

turbulence intensity increased in most of the region (r/R < 0.95) except at the near wall 

region (r/R > 0.95), the turbulence intensities for all the cases are close. From Figure 20, 

it is found that larger particle size may correspond to greater turbulence intensity. As a 

result, the increasing in turbulence intensity may aid in mixing the fluid and improve the 

heat transfer properties.  

Figure 21, below is showing the turbulence dissipation rate at the outlet where x = 

0.8 m.  

 

Figure 21. Turbulence Dissipation rate at Oulet vs Dimensionless Radius 
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It is noted that in the region between 0.2< r/R <0.9 nanoparticle can accelerates 

the dissipation rate of turbulence kinetic energy, while in the near wall region the 

dissipation rate of nanofluids is less than that of pure fluid. The reason for the increase in 

dissipation rate may be that the particles can interact with the smallest eddies and gain 

energy from those small eddies, and hence the kinetic energy of the fluid will dissipate 

quickly. But, the particles can also interact with fluids and form wake downstream of the 

particles, this may increase the total fluid kinetic energy. 
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Chapter 6. Conclusions  

Numerical simulations of fluid and nanoparticles two phase flow are conducted 

through using the finite volume method. In laminar flow modeling, flows with different 

inlet boundary conditions were studied and particle dynamics are discussed; Numerical 

simulations of turbulent flow containing nanoparticles of different size and load are 

conducted. Particle migration in both laminar and turbulent flow were studied, and their 

interaction with turbulence and eddies was discussed.  

In laminar flow with plug inlet flow, naonparticles are travel toward the center 

line and lead to a non-uniform particle concentration; On the other hand with the fully 

developed inlet boundary conditions at inlet, nanoparticles travel parallel with the pipe 

wall, and the original concentration will be conserved. 

For turbulence pipe flow containing different particle size and load, the following 

conclusions are made: 

1. The presence of nanoparticles lead to an increase of drag coefficient, the drag 

increment is proportional to the particle load, the maximum increment, which is 5%, 

is associated with the case of 10% volume concentration; 

2. Particle dispersion in fully developed turbulent flow is not uniform, more particles are 

present in the region of 0.65<r/R<0.95. 

3. Particle trajectories shows particles tends to move back and forth in the middle of the 

pipe; 

4. The presence of nano particles can lead to increase of turbulence intensity in the 

region far from the wall; and larger particle size corresponds to greater turbulence 

intensity; 
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5. In the region away from the wall where 0.2 < r/R < 0.85, the dissipation rate of flow 

with nanoparticles is in average around 30% higher than that of single phase flow. 

High turbulence dissipation rate and high turbulence intensity is indicating the 

production of kinetic energy should be higher in the presence of nanoparticles. 
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Chapter 7. Future Research  

Future research should employ unsteady tracking in the Lagrangian domain, or 

even do transient simulations in both the Eulerian and Lagrangian domain. This is 

because turbulence is time dependent and with transient simulation, the flow properties 

are considered as a function of time. Since turbulence and eddies are always three 

dimensional, the use of three dimensional (3D) simulation should be included. 2D RANS 

simulation can only roughly capture the behaviors of nanoparticles and the mean velocity 

of the fluids. Also a LES simulation is suggested, because this can give a view of how the 

particles act with the large eddies. Particle to particle interaction should also be included 

in the future research, especially in the high concentration case. That is because when the 

particle load is high, the particles may collide more frequently and the effect of particle 

collision should not be ignored. As a next step, the energy equation should be considered, 

in order to investigate the heat transfer property of nanofluids and its relation to particle 

migration, this may help to build the next generation of coolants. 
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