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ABSTRACT
Returnable containers are a critical factor to ensure quality of manufacturing operations in the
automotive industry. However, containers management is still affected by chronic issues, such
as containers shortage, losses or inefficient handling. Research and industry experts agree the
“Achilles’s heel” of current practice is the lack of accurate and timely data about containers flow
throughout the complex automotive supply chain. Moreover, containers handling operations

still rely on manual operations.

Radio Frequency ldentification (RFID) is a technology that allows for automatic extraction of
items flow data at key points along the supply chain, without the need of manual operations,

and represents a very interesting solution for returnable containers management.

RFID has already been employed in many different sectors, since giants as Wal-Mart or the

United States (U.S.) Department of Defense adopted it for their supply-chain.

Several approaches have been adopted in literature to explore potential applications of this

technology, but few studies focus on automotive returnable containers management.

In this work, a Discrete-Event Simulation (DES) approach is proposed to evaluate the impact of
RFID on automotive returnable containers supply chain. The model has been developed in

collaboration with Fiat Chrysler Automobiles (FCA).

Applying factorial design and ANOVA relevant benefits of using RFID have been identified. The
same model has been used to define main influencing factors in containers supply chain

performance.
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1. INTRODUCTION

1.1 Problem description

A Returnable container is a packaging solution used to avoid disposing of costly shipping
material each time a product is distributed to a customer location. Most automotive parts are
stored, shipped and consumed using returnable containers (Twede & Clarke, 2005).

In a typical automotive supply chain, returnable containers are shipped from an empties
warehouse to the supplier, where they are filled with automotive parts and components that
are shipped back to manufacturer’s assembly line. Once parts in a container have been
consumed, empty containers are shipped to the warehouse (often operated by a third-party
logistics company) where they are sorted, treated and refurbished, ready to ship out again to

the supplier (Lunani & Hanebeck, 2008).
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Figure 1.1 Returnable containers supply chain (Lunani & Hanebeck, 2008)
Automotive containers (See Figure 1.2) range in size from not much bigger than a shoebox to

pallet-sized for larger parts. They are designed with specific vehicle programs in mind and are

mostly used in conjunction with inserts that hold the parts and protect them from damage.
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Figure 1.2 Automotive bulk plastic containers
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Containers are a critical factor to ensure quality of manufacturing operation (Foster, Sindhu, &
Blundell, 2006). In particular, OEM must ensure containers are in the right place at the right
time. However, It is possible to identify some open issues with current automotive returnable

container supply chain management (Lunani & Hanebeck, 2008) (Chism, 2010) (Caratti, 2013):

e Shortage: Wrong shipments and misplacement lead to 15-20% containers losses and 20-
25% excess purchased containers. Containers might also be used as Work-In-Process
(WIP) storage at supplier facilities.

e Substitute cost: for each lost container, it is necessary to provide suppliers with an
expendable cardboard packaging as backup. The total cost is a relevant loss for the
OEM, especially if express shipping is necessary.

e Inventory accuracy: container inventory is often inaccurate, and necessary containers
guantity might be not properly estimated.

o Inefficient handling leads to excess inventory at location and increased operations time

o Trailers loaded with containers might sit in the yard while considered in transit, resulting

in strong pickup time fluctuations, delays and missed shipments.



According to (Sheffi, 2003) , those issues are caused by lack of accurate and timely data from
suppliers and service providers as to where shipments are, what the current inventory level is,
and where is it located. In particular, a major source of variability is current data acquisition
practice, which relies on manual operations.

One way to tackle these problems is the implementation of a tracking system (L.Thoroe, 2009).
This is where Automatic Identification (AutolD) starts to play a key role.

Radio Frequency lIdentification (RFID) is an AutolD technology that allows for automatic
extraction of the object identity at key points along the supply chain, without the need of
manual operations. Unlike barcode, this technology does not require visual contact or clear line
of sight, as it uses radio signals.

RFID technology can automatically generate event data that digitally describes how physical
entities such as single items or pallets move through supply chain processes across different
parties.

The “big bang” of RFID dates back to 2005, due to the mandates from Wal-Mart and the United
States (U.S.) Department of Defense (Visich, Li, Khumawala, & Reyes, 2009). Since then, RFID has
been a viable technology for implementation of supply chain improvement projects, and most of
the industries using returnable containers are involved with RFID, whether directly or indirectly.
Advantages deriving from RFID can be significant in the automotive containers management. For
example, IBM Global Services (Lunani & Hanebeck, 2008) developed a case study to evaluate
opportunities of tracking returnable containers in the automotive industry, reporting 80%
reduction in expendable cost and 5-15% reduction in fleet shrinkage. Those benefits are not
limited to OEM, but extend to supplier and logistics service providers in terms of reduced labor
cost and better control over transportation.

With RFID, information about containers flow can be automatically recorded, providing a new
dimension of visibility. Real time data can be integrated with current OEM information system
to support management process (Foster, Sindhu, & Blundell, 2006).

Additional RFID benefits include: increased material handling speed, efficiency and security in
the supply chain, reduced inventory, reduced out of stock and labor cost (Visich, Li, Khumawala,

& Reyes, 2009).



1.2 Research problem statement
The aim of the present work is to use Discrete Event Simulation (DES) to evaluate the impact of
RFID technology on FCA returnable containers supply chain. The proposed model consists of a
two-echelon closed loop automotive containers supply chain, composed of empty containers
warehouse and one supplier. By means of factorial design, the main influencing variables are

identified, and system performances with and without RFID are compared.

e Why returnable containers?

As previously stated, an efficient returnable containers management process is a key factor

influencing automotive manufacturing operations costs.

It is possible to identify some open issues with current containers management, causing
relevant financial losses for OEMs (Caratti, 2013) (Lunani & Hanebeck, 2008) (Sheffi, 2003) .
Those issues can be related mainly to lack of visibility on containers fleet and human error.

(Sheffi, 2003)

e Why RFID?

Radio Frequency IDentification automatically provides accurate information about items flow.
Evidences from many different industries, including automotive, suggest that with visibility
deriving from RFID, it would be possible to tackle chronic and wasteful containers management

problems.

e  Why Discrete Event Simulation (DES)?

Simulation provides a better understanding of complex systems, and the impact of changes can
be examined without affecting the real system (Sharma, 2015) (A. Sarac, 2009). DES is a valuable

tool that can be used to support automotive manufactures decision toward RFID.



In this thesis, RFID impact is evaluated in terms of:

e Reduced containers shortage

e Reduced Human error

e Safety stock reduction

e Increased supplier service level

e Reduced Handling time

The remainder of this work is organized as follow:

e Chapter 2: Similar studies are reviewed and compared to present work.
e Chapter 3: Research Methodology is presented
e Chapter 4: Simulation results are presented and commented

e Chapter 5: Conclusions and future work.



2. LITERATURE REVIEW
In this chapter, a general overview of RFID working principles, application and current research

status will be presented.

2.1 Insight on RFID technology
The basics working principle of RFID technology will now be presented. An RFID system usually

includes the following elements (Sheffi, 2003):

An Identity tag assigned to a particular item

e A unique identification number which is stored in the tag memory

Networked tag readers, which are able to collect the signal from tags

Networked databases to store product information
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Figure 2.1 RFID system schematic (Sheffi, 2003)

The reader automatically acquires item identity by means of electromagnetic waves. Tag and
reader behave like a receiver and transmitter exchanging data. This means that the item turns
into a smart object, able to provide its identity. The way identification is accomplished, depends
on the kind of RFID technology used. It is possible to distinguish two big families: active and
passive. Both of them use radio frequency to communicate between tag and readers, but
passive RFID tags are powered with the energy provided by the reading head, while active RFID

rer on autonomous energy sources.



2.1.1 Active RFID
In his book, “The RF in RFID” (D.Dobkin, 2007), D. Dobkin defines active tags as “full-fledged
radios, with a battery, receiver, transmitter, and control circuitry” that are applied on the item.
They allow for bidirectional communication with the reader in the range of hundreds meters,
and can be successfully used even in environments with significant obstructions. A system

schematic is provided in Figure 2.2
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Figure 2.2 Active RFID working principle (D.Dobkin, 2007)

The tag transmit in the frequency range 303/433 MHz, either by constantly beaconing
information to a reader or by transmitting only when it is interrogated by the reader (Cisco,
2014). At a typical rate of one beacon every 4 minutes, the battery is expected to last about 6
years.

Being fully functional radios, active tags are more expensive than passive tags, with a unit price
range of 15-100 USD. Moreover, an active transponder must be certified as an active radio
emitter and must meet several regulatory standards.

It is important to underline that having a very large reading range can be a drawback, because
the reader can only detect tag presence and not its exact location. This issue can be solved with
the use of multiple readers and specific algorithms, achieving a positioning accuracy in the range

of few meters. An example active RFID tag is presented in Figure 2.3.

Figure 2.3 Active RFID tag (Omni-ID)



The typical application of this technology is for real-time tracking of high-value assets in closed-
loop systems, such as medical equipment, computer equipment, reusable shipping containers,

and assembly line WIP.

2.1.2 Passive RFID
With reference to (D.Dobkin, 2007), passive RFID technology is now described. In this case tags

do not have any independent power source, and receive power from the reading device, as

shown in Figure 2.4.
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Figure 2.4 Passive RFID working principle (D.Dobkin, 2007)

The tag talks to the reader using Backscattering. The transmitted signal from the reader powers
the tag and, at the same time, it is modified by the tag internal circuitry. The resulting
backscattered signal carries the information recorded on the tag.

Passive tags are inexpensive and virtually maintenance free, since there is no battery to replace.
Reading range is much lower than active RFID, and it depends on the system operating

frequencies, summarized in Figure 2.5.

frequency (Hz) 100K 1M

wavelength (m)

common RFID 125/134 13.56 860-960 2.4
bands KHz MHz MHz GHz
less-frequent 57 433 5.2-5.8
RFID bands MHz MHz GHz

Figure 2.5 Passive RFID operating frequencies (D.Dobkin, 2007)



Ultra-High Frequency (UHF) RFID operates in the 860-960MHz range, and provides relatively
long reading range, usually several meters. At the same time, it allows for high reading rate, that
means it is possible to read hundreds of tags at the same time. Low frequency (LF) and High
Frequency (HF) do not offer the same performance, and this is why UHF is preferred and
increasingly used in supply chain management and asset tracking, where the future potential for
very low-cost tags is important, and relatively long range adds flexibility in applications. Because
tags are powered by the reader signal, this signal must be strong enough to activate the tag. For
this reason, presence of conductive materials, such as metals, metal films, and aqueous
solutions plays an important role in defining system capability of reading tag reliably. However,
this reliability can be still very high. Rahmati et al (Rahmati, Zhong, Hiltunen, & Jana, 2007)
shown that using multiple tags for the same item, and multiple readers for the same reading
point, system accuracy can be as high as 99.9%.

Price range for one tag unit is between 0.12 and 0.22 USD, much lower than active tags. Figure

2.6 describes the anatomy of an UHF RFID tag.
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Figure 2.6 Passive RFID tag (D.Dobkin, 2007)



The cost of the reading equipment depends on the specific reading point setup. Often, RFID are
used to monitor material flow through localized checkpoints, such as dock doors. An example

RFID gate monitoring system, usually called RFID portal, is provided in Figure 2.7.

3-5 meters
-f L 4

read zones
patch \\

antennas;:x‘__; 1

reader

Figure 2.7 RFID portal schematic (D.Dobkin, 2007)

The reader setup should be able to read tags located anywhere within the entry region, but

should not read tags located outside this region, in order to avoid false positive reads.

2.2 RIFD Technology for returnable containers tracking
Basics of RFID technology have been introduced. In this section, it will be discussed how to use
passive RFID for returnable transport items tracking. In particular, best practice for containers

tagging will be presented.

According to a leading RFID manufacturer (Omni-ID), when selecting the best tag model for a

specific item, the following three factors should be taken into account:

e Reading range. It depends on the distance between the reader and the item to be
scanned.

e Tag size. For many applications, the size is not an issue, because there is plenty of space
where to place the tag. In general, the larger the tag, the better the reading range.

o Interference. The electromagnetic environment in which RFID system operates is

fundamental. The right tag depends on the material of the object to be tagged.
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Considering construction material, it is possible to identify two main categories of containers

used by FCA NAFTA: Metal and Plastic. Some examples are provided in Figure 2.8.

Part/Container Right-Sizing Using a Variety of Standard Containers

Bulk Plastic Bulk Metal Small Lot Plastic

Figure 2.8 FCA container models

GS1 is the main non-profit organization in charge of defining supply-chain standards. In one of
his published documents, the organization defines tagging guidelines for Returnable Transport
Items (RTI), such as returnable containers. Each RTI is associated with a unique identifier, called
GRAI, which must be saved on tag memory. The data are captured by the RFID readers when the

RTI is scanned.
The paper recommends the following:

e A minimum of two pieces of RFID tags should be placed.

e Plastic RTl should have one tag in the corner and another one in the opposite corner.

Rhamati et Al. (Rahmati, Zhong, Hiltunen, & Jana, 2007) studied the impact of two additional
factors affecting RFID reliability: tag orientation and inter-tag distance. Authors demonstrated
that tag orientation can reduce system performance significantly, and confirm what stated by
GS1: at least 2 tags are necessary to achieve high level of reading accuracy. In particular, if two
readers are used to scan an object which is enabled with at least two tags, 99.9% accuracy can
be achieved. It is possible to conclude that tags and readers redundancies are fundamental in

deploying RFID systems.
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2.3 RFID Evaluation frameworks
Having discussed technical details, let us now focus on how RFID can generate value for the
industry. In this section, the reader will be introduced to main RFID value drivers according to

current literature.

Dutta et Al. (Dutta, 2007) identify three main areas where RFID can create potential value for

business:

e Labor cost savings: Multiple tags can be acquired at the same time, without
manipulating or scanning the object. Increased process accuracy also reduces the need
for periodic inventory counts.

e Inventory shrinkage reduction: using RFID, the accurate recording of inventory by
quantity and by location could result in less opportunity for mistakes and prevent or
discourage theft.

e Higher visibility: RFID would enable to counteract inventory discrepancies due to
shrinkage, misplacements, or transaction errors, thanks to enhanced visibility on

current stock levels and location.

The authors conclude recommending the use of computational model and simulation for a more

complete evaluation of specific case studies.

Curtin et Al. (Curtin, 2006) identify some potential barriers in exploiting full RFID value in a
Business-to-Business (B2B) logistics structural setting: Introducing automatic items scanning
might require a full process reorganization involving multiple companies. In order to get the
most out of RFID it is necessary to achieve cooperation between trading partners and encourage
full adoption of the technology throughout the supply chain. In addition, Authors suggest

opportunities at different levels:

e Internal operations. Inside the factory of tomorrow, RFID can be used to coordinate the
material flow to the point of assembly and ensure a smooth process with no waiting for
materials. Vehicles being assembled in an assembly plant can be tracked as they move
through a series of assembly processes at different stations in the plant. The tag will tell
the reader the specific operation that needs to be done at each station, resulting in

much more intelligent factories and warehouses.
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Sales and marketing. RFID help in tracking customer’s needs, allowing for customized

service and follow up on sales promotion. This holds mainly for the retail industry.

Baars et Al. (Baars, Gille, & Struker, 2009), identify three main categories of RFID benefits:

Automation. Thanks to automatic data acquisition capabilities, RFID produces benefit at
activity level, with reduced resource consumption. The extent of this benefit depends on
the frequency of data acquisition.

Information. RFID increases the quality of business information without modifying
current structure or process.

Transformation. An improved information base allows for re-designing the process and

improving supply-chain performance.

M. Tajima (M.Tajima, 2011) distinguishes three main advantages:

Monitoring capacity. RFID can be used in closed loop system to monitor reusable assets,
as well as raw material and work-in-process inventories, and finished products. It can
also monitor the use and condition of equipment and reusable assets. The author
provides example of reusable assets that have been successfully tagged, determining
process improvements. She also suggested RFID as the way to change supply chain
strategies dynamically, for example acting on safety stocks.

Response speed. RFID increases firm’s response speed to supply chain variability by
notifying personnel in real time. For example, if received contents do not match with
the advance shipping notice, an alarm can be triggered immediately by the system.
Decision-making Quality. Providing visibility data about inventory levels and location,

RFID enable for risk-mitigating strategies

Moreover, the author raises an important point about security. “Data eavesdropping” is the

interception of communication between tag and reader: it can be used by competitors for

corporate espionage. Also Juels (Juels, 2005) discusses the potential security concern deriving

from RFID.

Tags respond to reader interrogation without alerting their owners: where read range permits,

clandestine scanning of tags is a plausible threat.
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2.4 RFID in the automotive industry
In this section, main examples of RFID in the automotive industry will be presented, considering

not only returnable containers, but also other potential applications.

Velandia et Al. (Velandia, Kaur, Whittow, Conway, & West, 2016) proposed an RFID system for
managing crankshafts manufacturing and assembly. Authors first discuss current barcode
technology for item level tracking, and then revise possible RFID solutions for metal parts
tracking. Different bolt-integrated tags were tested for part tracking. They conclude RFID can
provide several advantages to the manufacturing process, but a careful integration process of

this technology is necessary, Involving both technologists and management.

Khan et Al. (Khan, et al., 2006) presented a very interesting application of RFID for vehicle
components recycling: Using RFID to control closed-loop recycling would allow for automotive

dump reduction.

Kirch and Poenicke (Kirch & Poenicke, 2015) studied RFID application to confirm the completion
of automotive assembly processes. In particular, a wristband is proposed as viable solution to

integrate automatic confirmation of tasks and operations.

Hermann et Al. (Herrmann, Rogers, Gebhard, & Hartmann, 2015) investigate the application of
RFID on finished vehicle distribution. The authors identify current final processing of finished
vehicle as a weak point of the supply chain. In particular, they target the lack of data
transparency and the use of manual operations: considerable time can be wasted searching for
specific vehicles. An RFID transponder solution is evaluated, and different application points
over the vehicle are tested, to find optimal transponder position. This allows for an optimized

finished vehicle steering process.

Tabanli and Ertay (Tabanli & Ertay, 2012) realized an RFID-based Kanban system to be used by
an automotive safety components supplier. Traditional Kanban cards are replaced with RFID
Kanban cards, to avoid losses and enable real time visibility on parts inventory. They used value-
stream mapping to define the key requirements for the system. Potential cost savings are
reported, but it is recommended to monitor customer satisfaction increase to fully understand

the benefit of the technology.
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Huang et Al. (Huang, Li, Yuan, Gao, & Rao, 2012) proposed RFID as viable solution for an
effective management of Painted Body Storage (PBS) in the automotive industry. They
compared different scenarios: No RFID, barcodes and two different types of RFID technology (HF
and UHF). Thanks to the proposed solution it was possible to greatly reduce the workload on the
employee, also increasing safety. Moreover, the RFID system provides superior visibility

throughout the entire PBS process.

Holmqvist at Stefansson (Holmqvist & Stefansson, 2006) developed a case study with Volvo for
aftermarket with focus on aftermarket logistics. They proposed a portable RFID system based on
GSM architecture, to be used as alternative to more expensive portals setup. They report a

possible 30% lead time reduction implementing the system

2.4.1 RFID for automotive containers
Some examples specifically related to automotive containers tracking are presented. Foster et
Al. (Foster, Sindhu, & Blundell, 2006) developed a case study with a leading car manufacturer
regarding RFID tagging of high value automotive stillages. If those transport items are not
available, components may be decanted into cardboard storage to meet the demands of the
OEM's schedule, which might lead to damages and additional transportation costs. Authors
developed a comprehensive study of the entire stillages supply chain to assess the feasibility of

an RFID tracking system.

Lunani and Hanebeck (Lunani & Hanebeck, 2008) implemented an RFID system in an automotive
returnable containers supply chain, reporting positive effects on performances indicators. In

particular, 80% reduction in expendable cost and 5-15% reduction in fleet shrinkage.

The reader can now appreciate the variety of RFID-related application in the automotive sector.
In the present work, simulation is used to investigate potential RFID application to Chrysler

supply chain. For this reason, in the next section RFID-related simulation work will be presented.
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2.5 RFID and simulation
Different approaches have been used by researchers to evaluate the impact of RFID on
industrial scenarios. Several researches used simulation models as a-priori evaluation tool.
According to (Kleijnen, 2005), a simulation model is a computer mathematical model that is not
solved analytically: time evolution of dependent variables is computed given an initial system
state and values for exogenous variables. As consequence, simulation does not provide closed

form results. The author further distinguishes between:

e System dynamics

e Discrete event simulation (DES)

The first approach models the company as a system with six types of flows: materials, goods,
personnel, money, orders, and information. It relies on feedback principle, and a target value is

compared to its realization.

The second approach considers individual events rather than flows, and takes into account
uncertainties, such as variable lead time or variable demand. System dynamics models do not

take into account of randomness usually.

Discrete event simulation will be considered in the following. Many researchers focused their
effort on DES to evaluate RFID impact on supply chain. In the following, most relevant works for
the sake of present research will be discussed. Even if not directly correlated with the
automotive industry, the presented works are very important to understand the common

research approach to RFID simulation.

Tellkamp and Fleisch (E.Fleisch, 2003) simulated a three stage open supply chain composed of
manufacturer, distributor and retailer. The aim is to find out how the supply chain performance
changes as effect or reducing or eliminating inventory inaccuracy. They distinguish four main
sources of inventory inaccuracy: Incorrect deliveries, misplaced items, theft and defected
products. Four performance metrics are defined: Cost of lost item, including and excluding item

value, inventory inaccuracy and Out-of-stock frequency. Two sets of analysis are presented:

e Inventory is affected by inaccuracies

e Inaccuracy is eliminated, equalizing system and physical inventories.
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A variance analysis is performed changing the effect of the four mentioned parameters, in order
to understand the major effect on system performances. The same experiment is repeated
eliminating inventory inaccuracy with RFID, to see which performance indicators benefits the
most. Authors conclude that inventory inaccuracy caused by theft has the biggest impact
compared to defected/damaged products and incorrect deliveries or misplacements. Automatic
identification is suggested as solution to tackle those issues, increase inventory accuracy and

lower supply chain cost.

Wang et Al. (Wang, 2008) proposed a multi-tier simulation approach for evaluating the impact
of RFID on a pull based open supply chain with (s, S) reorder policy. Their model is a
combination of different agents that simulate the behavior of real world supply chain members.
The effect of RFID is simulated as reduction in response time compared to the base case. To
evaluate and compare the different alternatives a total inventory cost function is defined.
Authors develop a design of experiment (DOE) to track the effect of different reordering policy
(with and without RFID) on total inventory cost at each location. They conclude RFID can lead to

potential cost reductions.

Lee et Al (Lee) simulated a three echelon open supply chain composed of manufacturer,
distribution center and retailer, considering item-level tagging and stochastic demand. The
considered inventory policy is (s, S), and performance metrics are: inventory profile, shortages
and cost. Different policies are evaluated. Similarly to (E.Fleisch, 2003), the system is simulated

with and without RFID to study effect on:

e Inventory accuracy. Authors assume RFID boosts inventory accuracy up to 100%. Three
possible scenarios have been considered.

e  Shelf replenishment policy. RFID enables for constant shelf level monitoring. Four
possible scenarios have been considered

e  Visibility. Thanks to RFID enhanced visibility, manufacturing quantity is calculated
depending on distribution center inventory level. Four possible scenarios have been

simulated

The authors conclude that, even if the considered case is too simplified to produce results that

can be directly used, potential RFID advantages are clear.

17



Ustundag and Tanyas (A. Ustundag, 2009) developed a three-echelon pull based supply chain,
made of manufacturer, distribution center and retailer using an economic order quantity
inventory policy. The performance of the system is evaluated in terms of: inventory cost, theft
cost and lost sales cost. Four main issues are considered: Misplacement, incomplete shipment,
theft and product damage. RFID effect is simulated considering zero all those factors but

damaging.

ANOVA was used to evaluate the effect of increasing product value, variable lead time and
demand uncertainty. For each of those factors, three levels have been defined. They concluded
that increase in product value increases savings deriving from RFID, increasing lead time and

demand uncertainties decreases potential savings.

Brown et Al. (K. Brown, 2001) Investigated frequency and magnitude of errors that determine
inventory inaccuracy, in an MRP based supply chain. Twelve possible scenarios have been
investigated, considering different error frequencies, magnitude and position along the supply
chain. Performance has been measured considering inventory carrying cost and percent of late
orders. ANOVA was used to analyze the results, considering all the possible factors interactions.

Authors conclude that error frequency has the biggest impact on overall system performance.

Saygin (Saygin, 2007) studied three different scenarios considering a manufacturing company

inventory system:

e Base case without RFID. Simulation model mimics current inventory management
operations, based on manual operations.

e RFID monitoring. RFID is simulated just for inventory monitoring purposes, and baseline
inventory policy is not changed.

e RFID adaptive inventory. RFID-based automatic replenishment policy is simulated. In this
case inventory inaccuracy is eliminated and baseline inventory is adapted according to

demand and lead time forecasts.

The effects of different scenarios on overall system performance are compared by means of

ANOVA. The proposed adaptive scenario shows overall better performances over base case.
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Kang and Koh (Yang & Koh, 2002) simulated a retailer supply chain to explore the impact of
shrinkage on stock-out. Their model includes random demand and inventory inaccuracy because
of shrinkage. Authors proved 2.5% shrinkage leads to 50% increase in stock-out rate. Also, they
conclude that indirect cost of uncounted shrinkage error is 30 times larger than direct cost of

Shrinkage.

Basinger (Basinger, 2006) developed a simulation study to evaluate the impact of theft, order
error, lead time, synchronization frequency, demand variability, stock-out policy and inventory
policy on supply chain performance indicators degradation. The model is a three stage supply
chain made of two suppliers and a buyer, and it is implemented using ARENA®. Two different
inventory policies are simulated: Re-order point and periodic review. Similarly to other works, a

DOE is selected as experimental procedure.

Sarac et Al. (Sarac, Absi, & Dauzere-Peres, 2008) simulated a three stage supply chain whose
performance is affected by theft, misplacement and unavailable items. ARENA® was used to

simulate five different scenarios:

e Base case with no RIFD

e RFID at pallet level

e RFID at item level

e Enhanced RFID system at item level

e RFID-enabled shelves, for constant products monitoring

DOE is used to analyze results. The peculiarity of this work is to consider different kind of RFID
applications in the same model, so that is possible to compare costs and benefits of the

alternatives.

Kim et Al. (Kim, Tang, Kumara, Yee, & Tew, 2007) proposed a simulation framework to evaluate
application of RFID to automotive assembly plant shipping yards operations. RFID is investigated

as viable solution to improve finished vehicle load makeup process.
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Three scenarios are simulated:

e Current practice
e New practice 1: RFID system is used to reduce manual error and waiting time
e New practice 2: RFID is used together with a set of specific planning algorithm to fully

utilize RFID real-time data.
Simulation results are analyzed by means of DOE and ANOVA.

2.6 RFID and Mathematical models
For sake of completeness, a brief reference to RFID-Related mathematical models is provided.
According to (A. Sarac, 2009), mathematical models correspond to the simplifications of a real
system through mathematical expressions in order to analyze and optimize the system

according to an objective function.

Kim and Glock (T.Kim, 2014) developed a mathematical model of a closed-loop supply chain to
evaluate the impact of RFID. Returnable containers are used for transporting products from a
supplier to a retailer. Three different containers inventories are distinguished: used, repaired
and serviceable. Authors consider two containers fleet shrinkage sources:

e Disposal: because of damaged containers that cannot be repaired.

e Loss: because of containers that are not returned to the warehouse.
Disposal rate is considered constant, return rate is random. Optimal size for repair and purchase
lot is defined. Authors provide a mathematical formulation to justify RFID investment as

function of increased return rate.

B. Cobb (Cobb, 2016) proposed a model of RFID enabled closed-loop supply chain with
returnable containers. The approach is similar to (T.Kim, 2014). Three inventories are defined:
used, repaired and serviceable. In this case both return rate and scrap rate are considered
random. Also, inspection and repair rate are finite. Optimal control parameters in terms of

inspection and repair cycle length are defined together with optimal safety stocks level.

Thoroe at Al. (L.Thoroe, 2009) developed a model of a closed-loop containers supply chain with
constant return and scrap rate. Two containers inventories are defined: returned and

serviceable.
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The aim of the model is to define a new optimal inventory policy as consequence of RFID, which
determines and increased return rate. In conclusion RFID allows for optimal lot size reduction

and increased cost savings.

2.7 Present work and current literature
It is important to compare the present simulation work to literature, to understand innovations
and similarities. Considering the presented simulation studies, it is possible to identify some

common features:

e Several models make use of Design Of Experiment (DOE) and ANOVA to process results

e The vast majority of models simulate open-loop supply chains

e To our knowledge, only few DES works explore RFID impact on automotive returnable
containers management

e Few models focus on simulating current manual data acquisition practice

e ARENA® simulation software is a common choice among researchers

The aim of the present work is to provide a reference for automotive returnable containers
supply chain simulation, expanding current literature. In particular, proposed simulation model

will present the following characteristics:

e Two-stage closed loop supply chain built around a real automotive case study
e Simulation of current data acquisition process performance based on field data
e Use of DOE and ANOVA to evaluate RFID impact on performance indicators

e Variable lead time and demand
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3. METHODOLOGY
This chapter covers the explanation of the activities carried out for the development of this
research. The organization of the chapter follows some of the guidelines for an effective

simulation model defined by Banks et Al. (J. Banks, 2005). It is organized in three main sections:

1. Model conceptualization
2. Model realization

3. Experimental procedure

3.1 Model conceptualization
The first step is to define the model concept, understanding how the real system works. To

accomplish this task, the following tools have been used

e FCA corporate material
e Interviews with management

e Visits to involved facilities
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3.1.1 FCA containers supply chain overview
In this section, FCA returnable containers supply chain is introduced. As previously discussed in
the introduction, a returnable container is used to carry parts to the OEM assembly line from

one of the suppliers across the whole supply chain.

The containers can be located in any of the locations presented in Figure 3.1.

I‘n:]-. Return Container Management
i £ Returis Directly to Suppllers containing empty
Shipments to RILG for
Consclidation racks/containers, ifemized or identified
Return Container Management =]

RILGCs also consolidate and ship returnable
eontainers and racks back te the supply base.
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* Regional Integrated Direct Shipments
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3PL - 3 Party Shipments Example (WTAP). 29,658
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Shipments @
E‘ Return Container Management Extension of the <
Traijers returning (o Suppiiers/RILC contaln Plant - EOP
empty racksicontainers, flemized or identified ’ ﬂ
Return Container Management

Returning 3PL trallers contain emply SPD racks and
containers, not itemized.

Return Container Management

Trallers refurning to RILC confain empty racks/containers, iiemized or identified.

Figure 3.1 FCA returnable containers supply chain

e Assembly plant: receives full containers loaded with parts. Once parts are consumed,
empty containers are shipped back to suppliers, Extension of Plant (EOP) or Regional
Integrated Logistics Center (RILC)

o EOP: Extensions of Plant (EOP) are warehouses whose main functions are metering and
storage. An EOP receives full containers from suppliers, and must ensure the right
amount of parts arrives at the plant at the right time. Also, EOP stores empty containers
from the line to avoid burdening the plant warehouse, and ensure suppliers receive the
correct return of containers. Several EOPs might be assigned to the same plant.

e RILC: A Regional Integrated Logistics Center (RILC) is a facility devoted to parts
crossdocking and empty containers storage and return. Full containers from many

different suppliers are collected and sorted to the right assembly plant. Moreover,
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empty containers from the plant are stored and returned to the right supplier in the
right amount.
e Suppliers: Empty containers received from plant, EOP, RILC are loaded with needed

parts at supplier location, and shipped back to the plant, EOP or RILC.

It is possible to identify two main containers categories:

e Standard containers: Containers shared by different suppliers, according to
Chrysler’s containers pooling system. As defined by (P. Bowman, 2009), in pooling
systems containers from a variety of locations are returned to a convenient central
or regional depot (RILC or EOP) where they will be sorted as required to satisfy
suppliers replenishment needs. FCS containers pooling relies on SP inventory
monitoring, in order to define each SP replenishment requirement.

e Unique containers: dedicated to one specific supplier. They are not pooled, but
returned directly to the supplier. All containers available at plant are shipped back

to SP without being pooled. In this case SP inventory is not monitored.

In the following, the case of a standard container will be considered, but focusing on one single
supplier. It is possible to extend the model to a multi-supplier case, as will be discussed in

chapter 5.

3.1.2 Containers fleet size and stock levels
Total time containers spend before closing supply-chain loop is defined by FCA as “Total
containers system days”. It is defined taking into account time containers spend in each

location, either empty or full, as depicted in Figure 3.2.

Stock (days) = Stock (days)
at FCA plant In-Transit (days) at Supplier plant
FULL EMPTY FULL EMPTY FULL EMPTY
containers | containers containers | containers containers | containers

Figure 3.2 Containers system days

24



System days are necessary when defining total container fleet and stock levels in each location.

Total fleet is defined by the following equation.
Fleet = D¢ X SDror X Repair factor
Where:

e D.; average plant demand for parts converted in equivalent number of containers,
according to container density and required part per vehicle

e SDgor; total system days

e Repair factor; Excess quantity that allow damaged containers to be removed from the

system for repair

In this equation it is possible to notice that system days are directly related to containers
quantity through average containers demand: system days are a measure of containers
quantity. For example, stocks at supplier will be measured in terms of Supplier’s system days

rather than total container units.

It is important to underline that stock levels should never go below assigned system days, in

order to avoid shortage. For this reason, it is possible to consider system days as safety stocks.
In next section, it will be explained how to determine supplier replenishment requirements.

3.1.3 Supplier containers replenishment
Containers are pushed to supplier’s location based on replenishment requirement as defined by
OEM containers management system. If not enough containers are available at SP, it is
necessary to provide SP with cardboard expendable backups. Replenishment is defined
periodically according to replenishment frequency, called “R”. After Replenishment supplier
current on-hand inventory plus received quantity should reach a target level called “Float”. The

float will accommodate the supplier’s container demand until next replenishment.

For sake of this work, this replenishment process will be simulated with a periodic review policy.
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According to Chopra and Meindl (P.Meindl, 2013) , in periodic reviews policies inventory levels
are reviewed after a fixed time period R, and an order is placed such that the level of current
inventory plus the replenishment lot size equals a pre-specified level called order-up-to-level

(OUL).
OUL = D(R + LT) + SS

e D Average demand.
e RInventory review period ( Measured in time units)
e LT Lead time ( Measured in time units)

eSS Safety stock (Measured number of items)

If SS is measured using supplier system days SDsp, it is possible to re-arrange the previous

equation
OUL = Dc(R + LT + SDgp)
The replenishment quantity is defined as
Replenishment = OUL — IP
Where IP is supplier’s inventory position, defined as
IP =0OH +IT

e OH current on-hand inventory

e T current in-transit quantity

This policy is implemented in the simulation model as shown in section 3.2.

26



3.1.4 Containers counting
When empty containers are shipped or received, inbound/outbound quantity must be verified.
Current FCA practice relies on manual counting: that means there is space for human error.
Containers are handled by means of forklifts, and count is performed by the forklift driver. The
current counting procedure is now described, distinguishing between empty containers

unloading and loading.

Empty containers unloading operations are schematized in Figure 3.3.

—

FL proceeds
to.dock
|

FL unloads
containers
stack

\
Stack is
counted
\

Quantity is
reported on
paper

Quantity is Inventory is 7
summed up updated

Figure 3.3 Empty containers unloading operations

When a truckload of empty containers arrives at the dock, unloading operation starts. The
forklift (FL) driver moves to designated arrival dock, and set up the trailer for unloading.
Containers are unloaded in stacks, depending on containers stack-ability. When a stack is
removed from the trailer, FL stops and counts how many containers are in the stack, reporting
the quantity on paperwork. The stack is moved to storage, and the operation is repeated until
the trailer is empty. When the unloading is done, the total unloaded quantity is defined

summing up all the stacks counts.
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Empty containers loading operations are reported in Figure 3.4.

FL load
containers
stack

Stack is
counted

Quantity is

reported on
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Containers
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Requirement Inventory is
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Figure 3.4 Empty containers loading operations

Paperwork with containers replenishment requirement is handled to FL driver, which retrieves
the right container type in the storage. FL moves a containers stack, which is counted and

loaded on trailer. The operation takes place until paperwork requirement is fulfilled.

An important remark: When supplier removes empty containers from stock, those are not
counted, but just filled up with parts and shipped. Outbound containers are deducted
automatically from supplier’s inventory according to total shipped parts and container density.
However, an error can still occur if number of parts shipped using cardboard backups is not

specified correctly. In this work, this process will be considered ideal and 100% accurate.
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3.1.5 Model Concept

It is now presented the model concept used in this simulation. This model is based on real world

data provided by FCA. The simulated supply chain has the following characteristics:

e Composed of two stages. Empty containers Warehouse EW (either Plant, EOP or RILC)
and Supplier SP
e Single supplier using a standard container. Multi-supplier case is discussed in section
5.3.1.
e Supplier containers replenishment is done according to a periodic review policy
e RFID portals are simulated increasing EW outbound and SP inbound counting accuracy.
Three different reliability levels are considered:
o Level 1, 100% accuracy
o Level 2,99.9% accuracy (Rahmati, Zhong, Hiltunen, & Jana, 2007)

o Level 3,98 % accuracy

Single supplier model schematic is presented in Figure 3.5.

Intransit Full SD
+

Plant Full 5D

=

A
Suppier @

Figure 3.5 Overview of single supplier simulation model

Empty containers from the assembly line are stored at EW, and shipped periodically to SP

according to replenishment requirements. Containers are counted when leaving EW and when

entering SP.
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Each counting processes is characterized by:

e (Counting accuracy a.
e Counting Error e. When a wrong count occurs, the difference between real and wrong

quantity is the error €.
Default values for the two parameters are defined using FCA data as explained in section 3.2.6

Once being counted at SP, containers are stored and consumed according to plant parts demand
distribution. When containers leave SP storage they are deducted from inventory with no error.
They are filled with parts and shipped back to plant. The total time containers spend full is
simulated summing up all full containers system days. After, empty containers go back to EW to

close the loop. Inbound counting at EW is not affected by error.

Total containers in the system are determined according section 3.1.2. In particular, total system

days are defined as:

It is important to specify that:

o  SDgyw And SDgp are empty containers system days at EW and SP, respectively. Default
values are defined according to OEM data, but are changed throughout the simulation
procedure.

e SDpyy. Results from summing full system days at Plant and SP.

o  SD;r Results from summing Full and empty In-transit days.
System performance is evaluated with the following indicators:

e Supplier Type | service level. This indicator measure the probability supplier containers
stock is enough to satisfy plant parts demand. It considers the total number of

containers stock-out occurred and total number of shipments

Total supplier shipments — Total Stockout occured
o SPg,= bp 4 X 100

Total supplier shipments

e Supplier Type Il service level (Fill rate). This indicator measures the total fraction of parts

demand that has been shipped using containers

SP Total containers shipped

(@] SPSLZ = x 100

SP Total containers requirement
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e EW Type Il service level (Fill rate). This indicator measures the total fraction of

replenishment quantity that has been satisfied by EW

EW Total containers shipped

x 100

O EWSLZ =

EW Total containers requirement

Model inputs are distinguished between controllable and uncontrollable factors:

e Controllable factors. Influence the model in a deterministic way. In this simulation study,
are considered controllable factors:

o RFID: The decision to implement RFID is considered a controllable factor. If RFID is
deployed, three different levels of accuracies are considered. If the system is not
deployed, manual counting accuracy is considered.

o EW system days SDgw

o SP system days SDgp

o Replenishment period R

e Uncontrollable factors. Cannot be controlled in a deterministic way, and depends on
variations of defined statistical distributions. In this simulation study, are considered
uncontrollable factors:

o Demand distribution

o Lead time distribution

o Counting Error

Statistical distributions of both demand and lead time were defined for the base case with

reference to real world data.

In the following section, model implementation in ARENA® will be discussed.

3.2 Model implementation
In this section, model implementation on DES software package is described. The discrete event

simulation software chosen in this simulation is ARENA® V 14, by Rockwell Automation.

ARENA® simulation allows the user to represent a real world problem using a flow chart. A
library of logic blocks is provided to build the flow chart. Each block is activated by an animated

figure called entity, that moves throughout the chart.
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Each entity represents different real world items or resources. For example, if a replenishment
process is considered, the entity might represent the replenishment order going through each

evaluation step until final order release.

If warehouse operation are simulated, the entity might represent items moving through the

warehouse.
In this simulation model, it is possible to distiguish three entity types:

e Empty container, a single empty container entity
e Truckload, represents a truckload of empty containers
e Order, it can be considered a switch activating the containers release processes. It

moves over the flowchart anf triggers operations
The role of each of those will be explained considering the five model sections:

e EW Operations Manager
e EW operations

e SP Operations Manager
e SP Operations

e Performance indicators

3.2.1 EW Operations Manager

In this model section the following tasks are accomplished

e Replenishment frequency and quantity is defined
e EW Outbound counting error is generated

e Containers shipment process is initiated

The overall block diagram is reported in Figure 3.6.

32



S —

U g smans ;\
| ELELE E-"-!\?’
L]

| gw cuptas
rl FOREET

Figure 3.6 Model implementation: EW operations manager
The block “EW STARTS REPLENISHMENT” generates an order entity every R days (according to
replenishment frequency). This entity moves through the block diagram simulating the process

of defining and releasing replenishment.
In the block “EW CHECKS REQUIREMENT”:

e SP replenishment (V_EW_REQ) is evaluated according a periodic review policy (see
section 3.1.3)

e Counting error value (V_E_EW) is generated according to error distribution
(See section 3.2.6)

e Total required quantity over simulation time is recorded (V_TOT_REQ_EW). See Figure

3.7.
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Figure 3.7 Model implementation: EW replenishment requirements

The entity moves to the next block set, as depicted in Figure 3.8.
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Figure 3.8 Model implementation: EW verifies availability

Here, the following tasks are accomplished:

e The replenishment sign is evaluated. If negative, the entity is discarded and no container

is released. If positive, the entity proceeds.

e EW storage availability is evaluated. If not enough containers are available at EW

storage, the replenishment requirement is set equal to the available quantity, in the

block “EW SHORT”.

The entity moves to next section (See Figure 3.9), where outbound counting accuracy is defined.

... EWDLJTCGUr Ewcourms
ERl:CjE/ CORRECT

P ’:\
I‘ EW COUNTIS

WRONG

| EWSTARTS

LOADING

Figure 3.9 Model implementation: EW outbound counting error

The counting error accuracy can be set in the block “EW OUT COUNT. ERROR”. Two alternatives

are available:

e EW COUNT IS CORRECT: No error occured, the outbound counter V_EW_OUT is

initialized to zero.
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e EW COUNT IS WRONG: An error occured, the outbound counter is initiliazed with a

percentage of the replenishment requirement (according to error V_E_EW).

When the entity crosses the block EW STARTS LOADING, the signal to release the first container

is sent to the warehouse and the loading begins in model section EW OPERATIONS.

3.2.2 EW Operations

In this model section, EW warehouse operations are simulated. In particular:

e Containers are received and stored
e Containers are released from storage and loaded on trailer, according to replenishment

requirement

An additional task is performed: the system is populated with the total containers quantity that

will circulate during simulation.

The overall block model is presented in Figure 3.10.
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Figure 3.10 Model implementation: EW Operations
During simulation Warm-up, containers are injected from block TOTAL FLEET. Total containers

injected quantity is defined according to section 3.1.2. The related blocks are reported in Figure

3.11.

r i ___\ y N
! TOTAL FLEET >—" ‘ FLEET UP
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Figure 3.11 Model implementation: Total fleet

At steady state, a truckload of empty containers entities arrives at block EW. The truckload

entity is split into single container entities, that are moved to storage EW STORAGE. The block
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EW INV UP increases EW inventory of one unit everytime a container entity moves through

(Figure 3.12).

1 EW STORAGE

i
= -——A{ ‘ EW [NV LUP
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Figure 3.12 Model implementation: EW inbound containers

Containers are released from storage when the block EW STARTS LOADING (See previous
section) sends a signal to EW STORAGE.

When the first container is released, loading operations start. The entity moves to EW OUT

COUNTER (Figure 3.13).
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Figure 3.13 Model implementation: EW Outbound counter

Here the following variables are updated:

e V_EW_OUT. This counter has been introduced in previous section. When a container
goes through, it is increased by one unit, but its initial value depends on counting error.

e V_EW_EXITED. When a container goes through, it is increased by one unit. Differently
from V_EW_OUT, it is not affected by counting error, and represents the actual
containers quantity moving to trailer.

e PI_EW is decreased by one unit.

The block EW LOADING DONE? Compares released containers quantity to target replenishment

quantity (Figure 3.14).

36



A<

Tope

- |2:_n5_.l,55| by Catidition "|

| -~E W LOADING DONE ] (Eipistson =]
: Walue:
VL EW_OLIT==_Ew/_AED.OR NOEW 5TORARE Dususi=D

\/

= 0P zase Ca

'L ok J| Canesl | [ Helm |

Figure 3.14 Model implementation: EW loading done?

The loading operation is considered done when the counter V_EW_OUT equals V_EW_REQ
(Defined by EW Operations manager).

If loading is not completed, a new container is released by the block EW LOADS NEW
CONTAINER.

If the loading is done, the entity proceeds to EW LOADING DONE, as depicted in Figure 3.15.
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Figure 3.15 Model implementation: Loading done
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The following variables are updated:

o Trailer capacity is set equal to actual released quantity (V_EW_EXITED)

e The variable TRANSIT, representing In-transit quantity, is increased of V_EW_OUT
(Potentially affected by error)

e Total shipped quantity (V_TOT_SHIP_EW) is increased of Actual released amount
(V_EW_EXITED)

As previously mentioned, the counter V_EW_OUT might be initialized with an error quantity. As
consequence, the loading operation might end before or after the actual released quantity

reaches the replenishment requirement.

All the released containers entity are batched into one single entity representing the truckload

(Figure 3.16).

EW TRAILER

|| ATTRIBUTES SUPPLIER

Figure 3.16 Model implementation: Truckload leaves EW

In the block EW TRAILER ATTRIBUTES, actual released amount (V_EW_EXITED) is assigned to
attribute A_EW_EXITED, while presumed released quantity (V_EW_OUT) is assigned to attribute
A_EW_OUT. Attributes are properties assigned to a single entity, similar to labels showing
information about the entity. The importance of assigning trailer attributes will be clarified in

next section.

Counters are zeroed (EW RESET) and trailer leaves EW to reach SP. In transit time to SP is

defined starting from real world data (see section 3.1.5.).
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3.2.3 SP Operations

In this model section, SP containers warehouse operations are simulated. In particular:

e Empty containers receiving and storaging

e Empty containers usage

e RDR generation

Overall block diagram is presented in Figure 3.17.
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Figure 3.17 Model implementation: SP operations

A truckload of empty containers arrives at block SUPPLIER, and moves through inbound

counting blocks, represented in Figure 3.18.
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Figure 3.18 Model implementation: SP inbound counting
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The block SP IN VARIABLES uses trailer attributes to define actual versus presumed inbound

quantity (Figure 3.19).
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Figure 3.19 Model implementation: SP Inbound variables

This operation does not have a counterpart in real world, but it is necessary for the simulation

model. In particular:

e TRANSIT is decreased by presumed shipped quantity (A_EW_OUT)
e Inbound counting error value is generated by counting error distribution and saved into

variable V_E_SP

According to inbound counting accuracy, a counting error occurs. Inbound counting error block

diagram is reported in Figure 3.20.
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Figure 3.20 Model implementation: SP inbound count

If inbound count is wrong, truckload entity proceeds to SP WRONG INBOUND COUNT Figure
3.21.
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Figure 3.21 Model implementation: SP wrong inbound count
PI_SP is updated wiht actual truckload quantity (V_SP_ENTERED)

Wrong inbound quantity affected by error is saved into variable V_SP_IN. It is defined as

percentage of actual truckload, according to generated error V_E_SP (Figure 3.22)

SP_SP is updated with V_SP_IN
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Figure 3.22 Model implementation: SP wrong inbound quantity
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If count is correct, both PI_SP, SI SP and V_SP_IN are updated with actual truckload

A_EW_EXITED (Figure 3.23).
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Figure 3.23 Model implementation: SP correct inbound count

If the shipment quantity notified by EW differs from what counted by SP, a RDR is generated, as

shown in Figure 3.24.

LGP INBOUND
TRAILER

SP STORAGE

Figure 3.24 Model implementation: SP issues RDR
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The truckload entity is split into single containers entity that are moved to storage. According to
what defined by SP operations manager, daily containers requirement is released from storage,

and enters the FULL SYSTEM DAYS (Figure 3.25).

i i | FULL
|— SP STORAGE | A CONTAINERS
1 i : |$‘{STEMS DAYS

Figure 3.25 Model implementation: SP daily containers usage

Before coming back to EW and closing the loop, the truckload of empty containers will spend a

constant time according to full containers system days.
No Outbound counting error is considered at SP, as mentioned in section 3.1.4.

3.2.4 SP operations manager

This model section is similar to EW operations manager. The following tasks are accomplished:

e SP Daily containers requirement is defined

e Containers stock is compared versus requirement

The overall block diagram is presented in the Figure 3.26.
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Figure 3.26 Model implementation: SP operations manager
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Every day (Simulation Time) an entity representing a parts requirement is generated. The entity

moves to SP CHECKS REQUIREMENTS (Figure 3.27).
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Figure 3.27 Model implementation: SP defines daily requirements

e Containers daily requirement, V_SP_REQ,, is generated according to real world demand

distribution (See section 3.1.5)

e Total required containers quantity over simulation time is saved into V_TOT_REQ

e Total orders number issued to supplier is saved into variable V_TOT_ORDERS

After, available containers stock is compared to requirement. If not enough containers are

available, total requirement will be set equal to available stock. This is done in the following

4, P 8H0,> e

block set (Figure 3.28).
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Figure 3.28 Model implementation: SP checks storage availability

If SP is short of containers, the variable V_SP_SHORT will be increased by one unit.
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The block SP RELEASES REQ sends a signal to SP STORAGE, and the required amount V_SP_REQ

is released from storage (Figure 3.29).
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Figure 3.29 Model implementation: SP releases containers

3.2.5 Performance indicators

In previous sections, the following variables have been introduced:

e V_TOT_REQ_EW
e V_TOT_SHIP_EW

e V_TOT_REQ_SP

e V_TOT_SHIP_SP

e V_TOT_ORDERS_SP

V_SP_SHORT

Those variables are used in the PERFORMANCE INDICATORS model section to find the three

performance indicators (See section 3.1.5). The block set is represented in Figure 3.30.

PERF‘-]HMAHCE\  |PERFORMANCE i "ﬁgfgg&‘%
IF-JDIC.-‘%TDRS?! | INDICATORS . DONE

Figure 3.30 Model implementation: Performance indicators

All the three are defined over the entire simulation period and updated on weekly basis.
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3.2.6 Manual counting calibration
In order to compare RFID performance to base case and calibrate the model, it is necessary to

define manual counting performance. In section 3.1.5 we mentioned two parameters:

e a: Counting system accuracy

e ¢: Counting error
In this chapter it will be described how to estimate the two parameters.

When containers leave FCA location, the shipped quantity is communicated to SP. Once
containers get to SP location, received quantity should be verified. If the two amounts do not
match, a notification is generated by SP to make OEM aware that something went wrong during
shipping process. This notification is called Return Discrepancy Receipt (RDR). The OEM keeps

track of:

e Total number of RDR. It is a measure of how often a counting mistake happens
e For each RDR, the difference between what shipped and what received is recorded. It is

a measure of the error magnitude

It is possible to use RDRs to find how often shipped and received quantities do not match, that
means a counting error occurred. An estimate of overall manual counting accuracy can be

defined as follows

_ Total shipments over period T — Total RDRs over period T

a x 100

Total shipments over period T

Notice that this value is the effect of both shipping and receiving location counting accuracy

a = a(asp, Agop)

It is assumed manual counting accuracy is the same for both OEM and SP:

a = a(asp, agop) = a(Ayan )
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The aim is to find an estimate for a4, as follows:

e Define o for a real world case

e In the simulation, change ay,, both at supplier and EOP until simulated as;,, matches

real world a

e Take corresponding ay ., as default for manual counting reliability

In defining real world a, EW was monitored for a period of eight months. Relevant data are

collected in Table 3.1.

Table 3.1 Overall counting reliability

Total shipments in 8 months 3244
Total RDRs over in 8 months 296
a 90 %

The corresponding manual counting accuracy is defined as explained before, considering

average value of ag, as obtained after 50 replications, 365 days each. Resulting value is

reported in Table 3.2.

Table 3.2 Manual counting reliability

XMan

83%

Using RDRs it is also possible to find the statistical distribution of error €. For each RDR line it is

possible to define occurred error ¢; as percentage of total shipped quantity, as explained in the

following equation:

_ Received; — Shipped,;

Shipped;
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This percentage has been calculated for each RDR line in the dataset. It was possible to define

counting error distribution, reported in Figure 3.31.

Counting Error
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StDev 02243
N 111
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Figure 3.31 Counting error distribution

This distribution is used in the model to generate counting error €. Together with counting

accuracy a, this allows to simulate a realistic manual counting process.
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3.2.7 Model Validation
In order to compare model output to real world system, the following procedure has been

applied:

e One year Total containers shipped quantity has been recorded for the considered
Datasets
e Total containers shipped quantity generated by the model over one year period is

compared to real world data

In this way, it is possible to understand how close model operation is compared to real world.

Results are shown in Table 3.3.

Table 3.3 Model Validation

Real World total shipped containers 10160

Simulation total shipped containers 9522

Matching 93.7%
33 Experimental procedure

In this chapter, experimental procedure is described, with reference to the work of
(Montevechi, Carvalho, & Friend, 2012). Among the possible experimentation strategies, a
Design Of Experiment (DOE) based on a full factorial design with two levels (Also called factorial
2%) was chosen. This tool is used in many operational research studies due to its simplicity and

effectiveness. It is possible to identify some main steps in defining a factorial design:

e Choice of factors and working levels. Factors are input parameters which compose an
experiment. Levels are the possible variation for each factor. As first step is necessary to
define possible levels for each considered factor. In factorial 2* each factor is assigned
with two possible levels.

e Selection of the response variables. A response variable is the performance measure to
be evaluated in the experiment. It is important to determine the response variables

that are really meaningful for the system under study.
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e Statistical data analysis. Experimental output data must be analyzed using statistical
tools. In this work, Analysis of Variance (ANOVA) is used to compare alternative

scenarios.
Two sets of factors have been identified in section 3.1.5. Different experiments sets are defined:

e SET 1. Effects of controllable factors, for three different RFID accuracy levels:
o Accuracy 1: 100%
o Accuracy 2:99.9%
o Accuracy 3:98 %

e SET 2. Effects of uncontrollable factors

e SET 3. Testing the best case scenario, for three different RFID accuracy levels:
o Accuracy 1: 100%
o Accuracy 2:99.9%
o Accuracy 3:98 %

e SET 4. Sensitivity Analysis, for two different demand statistical distributions
Each experiment set is repeated for the two different Datasets:

e Dataset 1 (DATA 1). It is based on a supplier using unique containers. Nevertheless,
replenishment policy will be the same of standard containers (see section 3.1.3).
Statistical distributions for demand and lead time are provided in Figure 3.32 and Figure

3.33.
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Containers Demand: Dataset 1

25-

Frequency

30

45 60 75
Container Units

90

Mean 51.51
StDev 12.96
N 45

Figure 3.32 Dataset 1: Supplier Demand

In Transit Hours: Dataset 1

Frequency

80

120 160 200
In transit Hours

240

Mean 151.8
StDev 33.20
N 20

Figure 3.33 Dataset 1: Lead time
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e Dataset 2 (DATA 2). It is based on a supplier using standard containers. Demand

distribution is based on one year of requirements and is reported in Figure 3.34.

Containers Demand: Dataset 2

Mean 1515
Stltev 5480
M 365

o 5 10 15 20 a5 30 35
Container Units

Figure 3.34 Dataset 2: Supplier Demand, Normal distribution

System performance is evaluated monitoring three performance indicators as defined in section

3.1.5. Each run of Simulation is performed as specified in Table 3.4.

Table 3.4 Replication parameters

Replication length 395 Days
Number of replications 50
Warm-up time 15 Days

Finally, additional considerations about potential handling time reduction will be included.
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3.3.1 SET 1: Effect of controllable factors
In this section different combinations of controllable input factors will be tested without

changing uncontrollable factor.

In particular, the following controllable factors will be changed

e Supplier’s system days SDsp
e EW system days SDgy
e RFID switch: level 1 if RFID is used, level 0 if is not used

e Replenishment frequency R

Experiment SET 1 is repeated for both Dataset 1 and 2. Considered factors and associated levels

are reported in Table 3.5 and Table 3.6.

Table 3.5 SET1: Controllable factors and levels for Dataset 1

Factor Levels
SDSP 1, 2
SDEW 1, 2
RFID 0;1
R 2;3

Table 3.6 SET1: Controllable factors and levels for Dataset 2

Factor Levels
SDsp 1, 2
SDew 1;2
RFID 0;1
R 1;1.75
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If RFID = 0, counting reliability takes the default value 83%, as defined in section 3.2.6. When

RFID = 1, three different RFID accuracies are considered:

e Accuracy 1: 100%
e Accuracy 2: 99.9 %
e Accuracy 3: 98 %

For both Datasets, the combination of factors resulting in the best overall performance will be

tested for different levels of uncontrollable factors uncertainties (section 3.3.3).

Accuracy
100%
Accuracy
99.9%
Accuracy
98%
SET 3
Accuracy
100%
Accuracy
99.9%
Accuracy
98%

Figure 3.35 SET 1: Experiments flowchart

Experiments are summarized in Figure 3.35.

Additional simulations have been performed to define relevant trends. In particular, it is
possible to show potential supplier safety stock reduction as consequence of RFID. The aim is to
obtain a curve correlating SP safety stock with relevant performance indicator both with and

without RFID.
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Table 3.7 SET 1: Controllable factors for safety stock reduction, Dataset 1

Factor Levels
SP safety stocks (Days) 1;2;3;4
EW safety stocks (Days) 1;2;3;3
RFID 0;1

Table 3.8 SET 1: Controllable factors for safety stock reduction, Dataset 2

Factor Levels
SP safety stocks (Days) 1;2;3;4
EW safety stocks (Days) 1;2;3;3
RFID 0;1

Results for each scenario have been processed using MINITAB®. Once results for the full factorial
plan were produced, ANOVA was used in order to define the most influential factors on

performance indicators. Percentage of contribution of each factor was collected in pie charts.
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3.3.2 SET 2: Effect of uncontrollable factors
In this section the base case will be tested for different combinations of uncontrollable input

factors. The aim is to understand which the most relevant source of uncertainty is.

Experiments are summarized in Figure 3.35.

Change
Dataset 1 uncontrollable
factors

Change
Dataset 2 uncontrollable
factors

Figure 3.36 SET 2: Experiments flowchart
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Controllable factors values are reported in Table 3.9 and Table 3.10.

Table 3.9 SET 2: Controllable factors and levels for Dataset 1

Factor Levels
SDsp 2
SDew 2

REP 3
Manual counting accuracy 83%

Table 3.10 SET 2: Controllable factors and levels for Dataset 2

Factor Levels
SDsp 2
SDew 1

REP 1.75
Manual counting accuracy 83%

Instead, different values will be considered for demand, lead time and counting error

uncertainty, increasing or decreasing each standard deviation by 15%. This reminds the

approach of (A. Ustundag, 2009). Considered levels and factors are presented in Table 3.11.

Table 3.11 SET 1: Uncontrollable factors and levels

Factor Levels

Demand SD -15%; +15%
Error SD -15%; +15%
Lead time SD -15%; +15%

3.3.3 SET3: Testing the best case scenario

In this section, each of the three best RFID scenarios from both Datasets is tested for different

levels of uncontrollable factors, as defined in section 3.3.2. The test is repeated for all the three

different levels of accuracy. The aim is to evaluate the impact of uncertainty on system

performance in the best case.




The experiment flow chart is reported in Figure 3.37.

<

<

Best case
accuracy 100%

Best case
accuracy 100%

Best case
accuracy 98%

Best case
accuracy 100%

Best case
accuracy 99.9%

Best case
accuracy 98%

Figure 3.37 SET3: Experiments flow chart

Uncontrollable factors and levels are the same used in section 3.3.2 (Table 3.12).

Table 3.12 Sensitivity analysis: uncontrollable factors

Factor Levels

Demand S.D. -15%; +15%
Error S.D. -15%; +15%
Lead time S.D. -15%; +15%

Results from each scenario have been processed using MINITAB®. Once results for the full

factorial plan were produced, ANOVA was used in order to define the most influential factors on

performance indicators.
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3.3.4 SET 4: Sensitivity Analysis
In this section, Dataset 2 will be tested with different statistical distributions, to analyze the

effect on system performance. This analysis is performed just on the second dataset because

more data are available for this supplier.
The base case demand distribution is:
e Normal
In addition to base case, two more distributions are considered:

e 3-Parameters Weibull

e Gamma

They are reported in Figure 3.38 and Figure 3.39, respectively.

Containers Demand: Dataset 1-Weibull

0 Shape 2649
Iesle 1798
Thresh 8827
H ‘365

Frequency

0 ST TEE T T

Container Units

Figure 3.38 Dataset 2: Supplier Demand, Weibull distribution
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Containers Demand: Dataset 1-Gamma

70 Shape # 7.1
Scale# 2.2
N 365

60-

50

40

Frequency

30

20

15
DEMAND

Figure 3.39 Dataset 2: Supplier Demand, Gamma distribution

The same experiments of SET1 will be performed, but for just one value of RFID accuracy: 100%.

Table 3.13 reports controllable factors for this experiment set.

Table 3.13 SET4: Controllable factors

Factor Levels
SDgp 1;2
SDew 1;2
RFID 0;1
R 1;1.75

Results from each scenario have been processed using MINITAB®. Once results for the full
factorial plan were produced, ANOVA was used in order to define the most influential factors on

performance indicators.

60




3.3.5 Handling time reduction
With RFID, manual counting is no longer needed, and it is possible to achieve containers
handling time reduction. A simple algorithm to estimate this time reduction is presented in

Figure 3.40.

Total

Total container [ Fleet Actual wal Total time

shipped

: Flow ( ' attrition [ total flow saving
containers

OEM+SP)

Average
counting
time

Figure 3.40 Handling time reduction algorithm

The algorithm works as follows:

e Total shipped containers quantity is defined, according to FCA records.

e Total containers flow is defined. Containers will be counted twice: before leaving EW
and when arriving at SP. To estimate total time reduction, is then necessary to consider
total flow through both sides:

Total flow = 2 X Total shipped

e A fraction of total shipped container might not reach SP for multiple reasons. This
percentage is called “Attrition”, and it is fundamental to find the actual flow of
containers

Actual flow = Attrition X Total flow
e Once the total flow is available, it is possible to convert containers number in equivalent

containers stacks. This is done because containers are not counted one at the time (see
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section 3.1.4), but are counted in stacks. Thus the total counting time is related to total
stacks number. In general, even for the same container type, stack size can be different:
FL driver does not always move the same quantity of containers at the same time. In
this algorithm, it is assumed stack size is always the maximum possible for that
container model.

e A measure of average stack counting type is necessary. In order to accomplish this task,
manual counting time data have been recorded on the field, using stop-watch analysis.

e Finally, time saving estimate is defined as follows:

Total time saving = Avg.Stack counting time X Total stacks
The method followed to measure stack counting time is reported.

Loading and unloading operations is provided in section 3.1.4. Among all the sub-operations,

only those that can actually be eliminated using RFID are considered. In particular:

e Unloading
o Count containers in the stack
o Update paperwork

e Loading
o Check paperwork

o Count stack

The stopwatch is activated when the operator starts counting, and stopped when the

paperwork is put away.

With collected data it was possible to define average stack counting time. The presented
method wants to give a simple estimate of one small part of total possible time savings deriving
from RFID. There is one main limit coming from the data collection procedure: Measured times
are referred to different containers type and stack sizes. This is because most of the time

different container models are mixed in the same trailer.
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4. RESULTS ANALYSIS

4.1 SET 1-Data l
The following table reports the full factorial plan developed for the study of controllable factors
for Dataset 1. The effect of four different factors with two levels each has been evaluated using

three performance indicators (see section 3.3.1). Table 4.1 reports results for 100% accuracy.

Table 4.1 Full factorial plan for SET 1-Data 1: 100% RFID accuracy

REP SP 511 % SP 12 % EOP ¢ %

1 2 0 2 95.86 97.74 60.88
2 2 0 2 97.57 98.77 71.5
2 2 1 2 92.33 95.67 74.31
1 1 0 2 91.59 95.19 64.21
1 2 1 3 94.95 97.29 87.2
2 1 0 3 91.75 94.6 70.49
2 2 0 8 95.46 97.18 68.3
1 2 1 2 96.38 98.06 70.05
2 1 1 2 98.3 99.18 84.28
2 2 1 3 89.95 93.31 67.88
1 1 1 2 93.17 95.77 78.49
2 1 1 3 93.8 96.06 64.81
1 1 1 3 96.54 97.91 75.64
1 1 0 3 88.68 924 63.65
1 2 0 g 93.01 95.55 61

2 1 0 5 94.09 96.67 74.24
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Table 4.2 shows results for 99.9 % RFID accuracy.

Table 4.2 Full factorial plan for SET 1-Data 1: 99.9 % RFID Accuracy

1 2 0 2 95.86 97.74 60.88
2 2 0 2 97.57 98.77 71.5
2 2 1 2 92.31 95.66 74.29
1 1 0 2 91.59 95.19 64.21
1 2 1 3 94.92 97.27 87.12
2 1 0 3 91.75 94.6 70.49
2 2 0 8 95.46 97.18 68.3
1 2 1 2 96.37 98.06 70.03
2 1 1 2 98.28 99.17 84.24
2 2 1 3 89.94 93.3 68

1 1 1 2 93.13 95.75 78.63
2 1 1 3 93.79 96.06 64.93
1 1 1 3 96.52 97.91 75.79
1 1 0 3 88.68 92.4 63.65
1 2 0 3 93.01 95.55 61

2 1 0 5 94.09 96.67 74.24
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Table 4.3 shows results for 98 % RFID accuracy.

Table 4.3 Full factorial plan for SET 1-Data 1: 98% RFID Accuracy

1 2 0 2 95.86 97.74 60.88
2 2 0 2 97.57 98.77 71.5
2 2 1 2 92.21 95.58 73.5
1 1 0 2 91.59 95.19 64.21
1 2 1 3 94.83 97.18 85.67
2 1 0 3 91.75 94.6 70.49
2 2 0 8 95.46 97.18 68.3
1 2 1 2 96.35 98.03 69.4
2 1 1 2 98.2 99.13 82.97
2 2 1 3 89.93 93.2 66.99
1 1 1 5 92.89 95.56 77.14
2 1 1 3 93.71 96 64.06
1 1 1 3 96.39 97.8 74.53
1 1 0 3 88.68 92.4 63.65
1 2 0 3 93.01 95.55 61

2 1 0 5 94.09 96.67 74.24
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To isolate the impact of RFID, the following tables (Table 4.4, Table 4.5, Table 4.6, Table 4.7)

present performance indicators for the four following cases:

e No RFID

e RFID 100% accuracy
e RFID 99.9% accuracy
e RFID 98% accuracy

Table 4.4 SET 1-Data 1: NO RFID

%

2 1 0 3 97.57 98.77 71.5
2 2 0 3 88.68 92.4 63.65
1 1 0 3 91.75 94.6 70.49
1 2 0 8 93.01 95.55 61

2 1 0 2 95.46 97.18 68.3
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Table 4.5 SET 1-Data 1: RFID with 100% accuracy

1 2 1 3 94.95 97.29 87.2
1 2 1 2 96.38 98.06 70.05
2 1 1 2 98.3 99.18 84.28
2 2 1 3 89.95 93.31 67.88
1 1 1 2 93.17 95.77 78.49
2 1 1 8 93.8 96.06 64.81
1 1 1 3 96.54 97.91 75.64

Table 4.6 SET 1-Data 1: RFID with 99.9% accuracy

SP SL2 % EOP SL2 %

1 2 1 2 96.37 98.06 70.03
2 1 1 2 98.28 99.17 84.24
2 2 1 o) 89.94 93.3 68

1 1 1 2 93.13 95.75 78.63
2 1 1 3 93.79 96.06 64.93
1 1 1 3 96.52 97.91 75.79
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Table 4.7 SET 1-Data 1: RFID with 98% accuracy

2 1 2 92.21 95.58 73.5
1 1 3 94.83 97.18 85.67
1 1 2 96.35 98.03 69.4
2 1 2 98.2 99.13 82.97
2 1 3 89.93 93.2 66.99
1 1 2 92.89 95.56 77.14
2 1 8 93.71 96 64.06
1 1 3 96.39 97.8 74.53

Figure 4.1 compares maximum SPg; improvements for each level of RFID accuracy.

% Improvement
e o e = —= =
S (o)) co = N e [e)}

e
(N

Max Improvement for SP g, ;

® RFID 100% accuracy
H RFID 99.9% Accuracy
= RFID 98% accuracy

Figure 4.1 SET 1-Data 1: Maximum Improvement for SPg,
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Figure 4.2 compares maximum SPg;, improvements for each level of RFID accuracy.
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Figure 4.2 SET 1-Data 1, Maximum Improvement for SPg,

Figure 4.3 compares maximum EWs;, improvements for each level of RFID accuracy.

Max Improvement for EW g, ,

13.5
13
-
g 125 -
g ® RFID 100% accuracy
>
e 12 - ® RFID 99.9% Accuracy
g‘ = RFID 98% accuracy
L]
11.5 -
X
11 -
10.5 -

Figure 4.3 SET 1-Data 1, Maximum Improvement for EWg,,
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It is possible to notice that RFID leads to better overall performances in all of the considered

combinations. In particular, considering Ideal RFID:

e EW FRimprovement up to 12.96%
e SPSLimprovement up to 1.42%

e SFFRimprovement up to 1.17%

The best combination of factors for different accuracy levels is reported in Table 4.8.

Table 4.8 Best case scenarios for SET 1-Data 1

RFID

Accuracy SDew SDp

100% 2 2 1 2 98.3 99.18 84.28
99.9 % 2 2 1 2 98.28 99.17 84.24
98% 2 2 1 2 98.2 99.13 82.97

To quantify the contribution of each factor on overall performance, three sets of ANOVA tables

are now prese nted.

4.1.1 SET 1-Data 1: SPSLl

In this section, the effect of the different factors on SPg., is evaluated by means of ANOVA

tables. The results are presented for three different RFID system accuracies.

Table 4.9 reports ANOVA results with 100% RFID accuracy.

Table 4.9 SET 1-Data 1: ANOVA for SPg; with 100% RFID accuracy

Sourece EE Seq 83 Consribution 243 35 Ady M3 F-Value BE-Value
50 Ew 1 259. 578 23.27% 25.578- 25.57E3 230, ET7 0,000
i1 i 5. TOB 52.53% 37.738 37.7%80 5Z1.68 0. 040
ArTn 1 3.432 3.13% 3.432 J.4F1E 30,57 f..0an
HEP 1 21.879 13.51% 2L.87% 21.8730 187 48 &,000

Error il 1,218 1.11% 1.218 0,114

Iotal 15 109 9308 100, 00%
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Table 4.10 reports ANOVA results with 99.9% RFID accuracy.

Table 4.10 SET 1-Data 1: ANOVA for SPg, with 99.9% RFID accuracy

Jource oF Feq. 55 Contribution Ady 53 Bd3 M5 F-Value PB-Valne
5D Ew 1 Za. 427 23.17% 25.427 25.42A8%8 233.92 g.000
oD 8P i 7950 2.51% S57.850 57.8502 233,13 g.0an
RF1D 1 3,285 Z,09% 3.285 3.28%2 0,22 G000
RED 1 218758 13.54% 21,873 21,8730 201,28 0.000

Error 11 1.194 1.065% 1.135 0.1087

Total 15 109.737 100.00%

Table 4.11 reports ANOVA results with 98% RFID accuracy.

Table 4.11 SET 1-Data 1: ANOVA for SPg; with 98% RFID accuracy

Anglyziz of Variasnce

Source oF Seq 55 Contribufion Adjy 56 Ady M5 F-zlue P-Valoe
5D Ew 1 £4. 602 22.57% 24_g02 24 _ 50135 Z58. &0 2.00n
iD 8B 1 52,448 53.82% 5E2.448 52 4480 1g.73 G.000
BEFIR 1 Z.841 2.42% Z.641 2.6406 27.56 0.ba0
REF 1 220278 20.44% 22.278 222784 235.08 0,004

Erzor 11 I.042 0.96% L.042 0.0248

Total 15 105.009 1ng,00%

It is possible to conclude:

e Supplier system days is the most influencing parameter in all the considered cases
(up to 52.81%)
o RFID influences SPs.; up to 3.432%

e Replenishment frequency can influence up to 20.44%.
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Results are summarized in three pie charts (Figure 4.4, Figure 4.5 and Figure 4.6).

11%

31%

Pie Chart of SP-SL1

52.6%

Category
] SD-EW
I SD-sP
[] RFID
[ RepP
[ Error

Figure 4.4 SET 1-Data 1: Pie chart for SPg., and 100% RFID accuracy

11%

3.0%

Pie Chart of SP-SL1

52.8%

Category
] SD-EwW
Il SD-spP
[ ] RFID
[ REP
[ Error

Figure 4.5 SET 1-Data 1: Pie chart for SPs;; and 99.9% RFID accuracy
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Pie Chart of SP-SL1

Category
] SD-EOP
I SD-spP
[ ] RFID
7 REP
[ Error

10%

24%

53.1%

Figure 4.6 SET 1-Data 1: Pie chart for SPg.; and 98% RFID accuracy
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4.1.2 SET 1-Data 1: SPs,
In this section, the effect of the different factors on SPg, is evaluated by means of ANOVA

tables. The results are presented for three different RFID system accuracies.

Table 4.12 presents results for RFID accuracy 100%.

Table 4.12 SET 1-Data 1: ANOVA for SP,, and 100% RFID accuracy

Analyzis of Veriance

Source DF  Seqg 55 Contribution Ldj 55 Ay M5 FE-¥3gluse P-WValue
SD Ew 1 121.208 20 .891% 11 20 11 2058 67,28 0.000
3D SF 1 23,888 44, 578 23.883 23,5877 20333 0.ean
RFIZ 1 1.658 F.08% 1,658 1.6577 14.33 0.0
REP 1 15.583 29.07% 15.5% 15.5828 13%5.25 0.004a

Eroor 11 1.267 2.35% L.2&7 d.1152

Total 15 5360l lag, onE

Table 4.13 presents results for RFID accuracy 99.9%.

Table 4.13 SET 1-Data 1: ANOVA for SPg,;, and 99.9% RFID accuracy

Enalysis of Veriance

Source OF Seg 55 <Contribution Ad) 55 Edy M5 F-Salue P-Value
30 Ew 1 1a8.280 L0.28% 10,880 10.8800 106,515 . a0n
30 3P 1 24,552 45.66% 24.552 24.55E0 230,31 G.000
REID 1 1.159 2.23% 1..199 1. 1950 11.&9 0.008
REP 1 1&.000 28.76% 18,000 16,0000 155.36 0.ooa

Errpe 11 1.1249 Z,10% 1,129 0.102&

Total 5 53.770 100.00%

Table 4.14 presents results for RFID accuracy 98%.

Table 4.14 SET 1-Data 1: ANOVA for SPg, and 98% RFID accuracy

Inglysis of Veriande

SOUrGE IF Seg 535 Contributlon: Ad] 38 Ad] #5° F-Value FP-Value
50 Ew 1 10,880 20.25% 10,890 10,8900 106,15 &.ana0
ED 5D 1 24.5562 45.66% 24.552 24.5520 233,31 a,00d
RITT 1 1.189 2,.23% 1.1438 1.14890 11, &9 1.008
REZ 1 1g.0840 253,.7T6% 1,000 11,0000 155,96 a.,a0a

Error 11 1.129 2.10% 1.125 0.1026

Total 5. 53.770 100.00%

74



It is possible to conclude:

e All considered factors are significant
e Supplier system days SD SP is the most influencing parameter (Up to 45.66%)

e RFID contributes up to 3.09% of the phenomena

Those results are summarized in the following pie charts (Figure 4.7, Figure 4.8 and Figure 4.9).

Pie Chart of SP-SL2

Category
[ SD-EW
I SD-sP
[ ] RFID
[ ReP
[ Error

24%

Figure 4.7 SET 1-Data 1: Pie chart for SPg, and 100% RFID accuracy
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Pie Chart of SP-SL2

24%

Category
[ SD-EW
I SD-sP
[ ] RFID
[ Rep
[ Error

Figure 4.8 SET 1-Data 1: Pie chart for SPg, and 99.9% RFID accuracy

Pie Chart of SP-SL2

21%

Category
] SD-EOP
I SD-sP
[ ] RFID
[ Rep
[ Error

Figure 4.9 SET 1-Data 1: Pie chart for SPs,, and 98% RFID accuracy
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4.1.3 SET 1-Datal: EWs,

In this section, the effect of the different factors on EWs,, is evaluated by means of ANOVA

tables. The results are presented for three different RFID system accuracies.

Table 4.15 presents results for RFID accuracy 100%.

Table 4.15 SET 1-Data 1: ANOVA for EWs, and 100% RFID accuracy

Analyais of Varience

Jource DF Seqg 55 Eontributicn: Bd] 55 Bdy M5 F-Value 2-Velue
50 Ew 1 433.E5% 48,.500% 433.89 433.388 95.14 o008
S0 SE 1 33,86 4.01% 35.88 35.888 T.895 O, L7
REID 1 235.50 33.03% 295.30 285.49¢ 82.47 . 6a0
REE 1 75,74 £.91% 75,74 73,745 17,67 0,001

Error 11 i%._65 5.55% 43,65 4.513

Toral 15 294,65 100,008

Table 4.16 presents results for RFID accuracy 100%.
Table 4.16 SET 1-Data 1: ANOVA for EWs,, and 99.9% RFID accuracy

Zrnalyzis of Veriance

Source DF  Seq 55 Contribution, Ad3 56 Ay M5 FE-¥3luse P-WValuoe
5D Ew 1 434.20 4B8.40% 434.20 434 701 42,36 0,000
S0 3P 3 36.83 4.0z% 3E,03 &, 030 7,88 g.alsa
RFID 1 Zgz.32 3Z.56% 292.3Z 28E.335 62,18 0.0800
REE 1 22,58 9.24% 22.E8 22,6856 17283 0.001

Error 11 SioTE S.76% Tl b s 4. 701

Total 15 E37.12 10o, 008

Table 4.17 presents results for RFID accuracy 100%.
Table 4.17 SET 1-Data 1: ANOVA for EW,, and 98% RFID accuracy

Inglysis of Variance

Source PF Seqg 55 Contribution: R4y 58 Adj M3 F-Value I-Vglus
S0 Ew 1 411,58 Bl.51%F 411.5& 411.583 SE.TL .004a
50 37 i 332,79 4,23% 43.78 3.785% Ta 54 265 36 By
RFID 1 224.83 Z8.15% 224.53 224.825 82.85 a, 8040
EED 1 g1.45 10.25% 821.45 81,4948 19,25 a.001

Errgr 11 1£.81 5.B6% 46,81 4.256

Total 15 7F%9.0& 100.60%
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It is possible to conclude:

e All the factors are significant
e EW system days is the most relevant factor in the three cases (Max 51.51%)

e RFID can influence EOPs,, up to 33.03%

Results are summarized in Figure 4.10, Figure 4.11 and Figure 4.12.

Pie chart of EW-SL2

Category
SD-EW
5.6% = SD-SP
[] RFID
[ RepP
[ Error

48.5%

33.0%

4.0%

Figure 4.10 SET 1-Data 1: Pie chart for EW;, and 100% RFID accuracy
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Pie chart of EW-SL2

Category
SD-EW
5.8% = SD-SP
[] RFID
[ ReP
[ Error

484%

326%

4.0%

Figure 4.11 SET 1-Data 1: Pie chart for EW;, and 99.9% RFID accuracy

Pie chart of EW-SL2

Category
SD-EOP
5.9% = SD-SP
[] RFID
[ ReP
[ Error

51.0%

28.4%

43%

Figure 4.12 SET 1-Data 1: Pie chart for EWg, and 98% RFID accuracy
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In the following, supplier performance indicators SPs; and SPs, are evaluated for different
values of SDsp, with and without RFID. In this case, considered RFID accuracy is 100%. The other
factors are kept constant. This is done to evaluate possible SDg reduction without affecting

supplier performance.

Figure 4.13 reports SPs; as function of SDsp.

SPg, ;1 vs SDgp
100

98 //

95
/ / ——NO RFID

o4 / / ——RFID
93 | /
92 /
91

/
90 T T T T T 1

1 1.5 2 2.5 3 3.5 4

SDg, Days

SPSL1

Figure 4.13 SET 1-Data 1: SPg, as function of SDgp
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Figure 4.14 reports SPg, as function of SDsp.

SPg,, vs SDgp
100

99 /

} / /

) / /

96 / / ——NO RFID
N / e RFID

94 /

V

SP SL2%

93 T T T T T T 1
1 1.5 2 2.5 3 3.5 4 4.5

SDg, Days

Figure 4.14 SET 1-Data 1: SP, as function of SDgp

From those charts it is possible to conclude that using RFID would allow for supplier system days
reduction for the same level of system performance. To better understand how to use those

charts, let us consider Figure 4.15.
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SPg,,vsSD g
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Figure 4.15 SET 1-Data 1: Potential safety stock reduction

For example, it is desired to achieve SPs.; = 97%:

e  With RFID, SPsp = 2.25 Days
e  Without RFID, SPsy = 3.25 Days

That means the same performance can be achieve with almost one system day less. This results

in:

e Reduced Fleet

e Reduced safety stocks
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4.2 SET 1-Data 2
The following table reports the full factorial plan developed for the study of controllable factors
for dataset 2. The effect of four different factors with two levels each has been evaluated using

three performance indicators (see section 3.3.1). Table 4.18 reports results for 100% accuracy.

Table 4.18 Full factorial plan for SET 1-Data 2: 100% RFID accuracy

SD ¢w SD ¢ RFID REP SP 511 % SP 51, % EOP ¢, %
1 2 1.75 0 91.58 94.14 85.66
2 1 1 1 98.25 98.32 91.13
1 2 1 0 93.03 95.55 94.02
1 2 1 1 95.87 97.49 97.57
1 1 1.75 1 95.01 96.12 83.66
2 2 1 1 98.25 98.32 96.37
2 2 1.75 0 95.92 96.45 85.63
2 2 1 0 97.13 97.79 91.73
1 1 1.75 0 91.08 94.15 73.88
2 1 1.75 1 96.62 96.75 82.63
1 1 1 1 95.66 97.45 93.18
1 2 1.75 1 96.06 96.63 94.06
1 1 1 0 92.04 94.86 83.21
2 2 1.75 1 96.79 96.82 92.91
2 1 1 0 96.94 97.68 83.4
2 1 1.75 0 96.05 96.55 72.84

83



Table 4.19 shows results for 99.9 % RFID accuracy.

Table 4.19 Full factorial plan for SET 1-Data 2: 99.9 % RFID accuracy

SD ew SD ¢ RFID REP SP 51 % SP 51, % EOP 5., %
1 2 1.75 0 91.58 94.14 85.66
2 1 1 1 98.24 98.32 91.27
1 2 1 0 93.03 95.55 94.02
1 2 1 1 95.88 97.5 97.57
1 1 1.75 1 95 96.12 83.78
2 2 1 1 98.24 98.32 96.38
2 2 1.75 0 95.92 96.45 85.63
2 2 1 0 97.13 97.79 91.73
1 1 1.75 0 91.08 94.15 73.88
2 1 1.75 1 96.62 96.75 82.74
1 1 1 1 95.57 97.41 93.23
1 2 1.75 1 96.05 96.62 94.09
1 1 1 0 92.04 94.86 83.21
2 2 1.75 1 96.79 96.82 92.93
2 1 1 0 96.94 97.68 83.4
2 1 1.75 0 96.05 96.55 72.84
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Table 4.20 shows results for 98 % RFID accuracy.

Table 4.20 Full factorial plan for SET 1-Data 2: 98% RFID accuracy

SD ew SD ¢ RFID REP SP 51 % SP 51, % EOP 5., %
1 2 1.75 0 91.58 94.14 85.66
2 1 1 1 98.21 98.32 90.51
1 2 1 0 93.03 95.55 94.02
1 2 1 1 95.43 97.39 97.63
1 1 1.75 1 94.5 95.88 83.59
2 2 1 1 98.24 98.32 96.44
2 2 1.75 0 95.92 96.45 85.63
2 2 1 0 97.13 97.79 91.73
1 1 1.75 0 91.08 94.15 73.88
2 1 1.75 1 96.51 96.72 82.48
1 1 1 1 95.19 97.28 92.7
1 2 1.75 1 95.41 96.33 93.49
1 1 1 0 92.04 94.86 83.21
2 2 1.75 1 96.69 96.79 92.36
2 1 1 0 96.94 97.68 83.4
2 1 1.75 0 96.05 96.55 72.84

The following tables (Table 4.21, Table 4.22, Table 4.23 and Table 4.24) report performance
indicators for the four different cases:

e No RFID

e RFID 100% accuracy

e RFID 99.9% accuracy

e RFID 98% accuracy
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Table 4.21 SET 1-Data 2: NO RFID

SD ew SD ¢ RFID REP SP 51 % SP 51, % EOP 5, %
1 2 1.75 0 91.58 94.14 85.66
1 2 1 0 93.03 95.55 94.02
2 2 1.75 0 95.92 96.45 85.63
2 2 1 0 97.13 97.79 91.73
1 1 1.75 0 91.08 94.15 73.88
1 1 1 0 92.04 94.86 83.21
2 1 1 0 96.94 97.68 83.4
2 1 1.75 0 96.05 96.55 72.84

SD ¢w SD ¢p RFID REP SP 511 % SP s % EOP 5, %
2 1 1 1 98.25 98.32 91.13
1 2 1 1 95.87 97.49 97.57
1 1 1.75 1 95.01 96.12 83.66
2 2 1 1 98.25 98.32 96.37
2 1 1.75 1 96.62 96.75 82.63
1 1 1 1 95.66 97.45 93.18
1 2 1.75 1 96.06 96.63 94.06
2 2 1.75 1 96.79 96.82 92.91
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Table 4.23 SET 1-Data 2: RFID with 99.9% accuracy

SD ew SD ¢ RFID REP SP 51 % SP 51, % EOP 5, %
2 1 1 1 98.24 98.32 91.27
1 2 1 1 95.88 97.5 97.57
1 1 1.75 1 95 96.12 83.78
2 2 1 1 98.24 98.32 96.38
2 1 1.75 1 96.62 96.75 82.74
1 1 1 1 95.57 97.41 93.23
1 2 1.75 1 96.05 96.62 94.09
2 2 1.75 1 96.79 96.82 92.93

Table 4.24 SET 1-Data 2: RFID with 98% accuracy

SD ¢w SD ¢p RFID REP SP 511 % SP s % EOP 5, %
2 1 1 1 98.21 98.32 90.51
1 2 1 1 95.43 97.39 97.63
1 1 1.75 1 94.5 95.88 83.59
2 2 1 1 98.24 98.32 96.44
2 1 1.75 1 96.51 96.72 82.48
1 1 1 1 95.19 97.28 92.7
1 2 1.75 1 95.41 96.33 93.49
2 2 1.75 1 96.69 96.79 92.36
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Figure 4.16 compares maximum SPs;; improvements for each level of RFID accuracy.

Max Improvement for SP g,
4.6

4.4 -

4.2 -

B RFID 100% accuracy
B RFID 99.9% accuracy
® RFID 98% accuracy

% improvement
=
L

34 -

Figure 4.16 SET 1-Data 2: Maximum Improvement for SPg,,

Figure 4.17 compares maximum SPs;, improvements for each level of RFID accuracy.

Max Improvement for SP g,
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B RFID 99.9% accuracy
B RFID 98% accuracy
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Do
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i
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Figure 4.17 SET 1-Data 2: Maximum Improvement for SPs,,
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Figure 4.18 compares maximum EW;,, improvements for each level of RFID accuracy.

Max Improvement for EW ¢,

10.1

99 4
9.8 -

® RFID 100% accuracy
H RFID 99.9% accuracy
© RFID 98% accuracy

9.6 -
9.5

% improvement

9.4 +
9.3 -

Figure 4.18 SET 1-Data 2: Maximum Improvement for EWs,,

It is possible to notice that RFID leads to better overall performances in all of the considered

combinations. In particular:

o EW,,improvement up to 10.02 %
e SPg; improvement up to 4.48 %

e SPs, improvement up to 2.59 %

The best combination of factors for different accuracy levels is reported in Table 4.25.

Table 4.25 SET 1-Data 2: Best case scenario

100% 2 2 1 1 98.25 98.32 96.37
99.9 % 2 2 1 1 98.24 98.32 96.37
98% 2 2 1 1 98.24 98.32 96.44
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To quantify the contribution of each factor on overall performance, three sets of ANOVA tables

are now prese nted.

4.2.1 SET 1-Data 2: SP,
In this section, the effect of the different factors on SPs. is evaluated by means of ANOVA

tables. The results are presented for three different RFID system accuracies.

Table 4.26 reports ANOVA results with 100% RFID accuracy.

Table 4.26 SET 1-Data 2: ANOVA for SPg; with 100% RFID accuracy

Analyzis of Variance

Source DF Seq 855 Contribution Ady 55 B4y M3 F-Valus P-Walue
SD 5P 1 41,4240 53.44% 41,0240 41,4240 43,21 0.000
S0 EW 1 0.5350 o, 72% 3.53350 0.5350 0.&7 0,432
B 1 4.0602 5.29% 4.06802 4.0602 .37 D.04%
REID 1 Z21.9482 28.55% 21.9402 21.94%92 26.33 0.aa0a

Error a5 91710 11.95% 89,1710 G:=E387

Iptal 15 Te.T585 100, 00%

Table 4.27 reports ANOVA results with 99.9% RFID accuracy.
Table 4.27 SET 1-Data 2: ANOVA for SPg, with 99.9% RFID accuracy

Analyzie of Veriance

Source DE Seq 85 Cancribotian Adj 55 ady M3 F-Valus T-Value
3D 5% 1 41,2808 53.E89% 41,2806 41.280%8 43,58 a,000
5D EW 1 0.5328 0.77% 0.53925 0.5328 0.%2 0.415
R 1 3.8800 5.20% 3.3800 3.8800 4.82 2.05%
BRETID 1 21,8690 28.29% 21.6690 Z1.6690 26.23 0,000

Error 11 F.0B60 11.86% . 0EeD 0.8260

Tota 5 Te.e086 100,00%
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Table 4.28 reports ANOVA results with 98% RFID accuracy.

Table 4.28 SET 1-Data 2: ANOVA for SPg,; with 98% RFID accuracy

Bnalyais of Veriance

Source nE Seg 35 Contzibution Adj] 53 ad] M5 F-Valus PF-Value
a0 5P 1 47.0253 82.24% 47,0253 47.0253 TTedb a,000
5D EW 1 0.5293 0. T70% o.5293 0.5293 0. 87 6.371
R 1 4. 4B832 5. G3% 4.4838 4. 4B832 .36 b0.n2o
REID 1 16.2305 22.28%8 1E.B305 16.8305 27.88 0,000

Errpe 11 &, 8877 BLB5% E.B6BTT 0.808

Total 5 75,5565 100.00%

It is possible to conclude:

e Supplier system days is the most influencing parameter in all the considered cases
(Up to 62.24%)

e  SDgy is not a significant Factor (P-Value>>0.05)

e RFID influences SP; up to 28.59 %

e Replenishment frequency can influence up to 5.93%.

It is possible to notice that RFID contribution for Dataset 1 is much larger than Dataset 2. As it
will be clear in next experiment set, this can be related to the short lead time and reduced lead

time impact.
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Results are summarized in three pie charts (Figure 4.19, Figure 4.20, Figure 4.21).

Pie Chart of SP SL 1

Category
] Sb-sp
I SD-EW
IR
[ RFID

[7] ERROR

28.0%
54.4%

0.7%

Figure 4.19 SET 1-Data 2: Pie chart for SPg;; and 100% RFID accuracy

Pie Chart of SPSL 1

Category
[ sb-sp
I SD-Ew
[JR
[ RFID
] ERROR

0/
28.3% 53.9%

0.8%

Figure 4.20 SET 1-Data 2: Pie chart for SPs, and 99.9% RFID accuracy
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Pie Chart of SPSL 1

Category
I SD-sP
8.8% [ ] SD-EW
B R
] RFID

[ ] ERROR

Figure 4.21 SET 1-Data 2: Pie chart for SPg,, and 98% RFID accuracy

4.2.2 SET 1-Data 2: SPs,,
In this section, the effect of the different factors on SPs, is evaluated by means of ANOVA

tables. The results are presented for three different RFID system accuracies.

Table 4.29 presents results for RFID accuracy 100%.

Table 4.29 SET 1-Data 2: ANOVA for SO, and 100% RFID accuracy

Englyzis of Variance

Spurce DF Seq 55 Contribution Adi 55 Adj M5 T-Velue B-Valus

SD SE 1 9.4403 35.61% 9.4403 9.4403  Z2.0f  0.000
SDER 1 0.1073 0.40% 0.1073 0.1073 0.32  0.58S
R 1 §.0833 22.88% 6.0639 6.063%  12.03  0.001
RFIF 1  7.1958 27.15% 7.1858 7.1858  21.33  0.001
Erzor 11 8.7005 13.96% 2.7005 0.3364
Total 15 26.5077 100,008

Table 4.30 presents results for RFID accuracy 99.9%.
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Table 4.30 SET 1-Data 2: ANOVA for SOg,, and 99.9% RFID accuracy

Englyzis of Variance

Source oF Seq 55 Contriburion Rd3 55 REdg MS F-Value BE-Wzlus
D 5D 1 9.5018 35.42% 9. 5018 9. 50ld ZEST a.000
5D ER 1 2.1139 0.43% 0.1139 00,1139 0.34 0.5740
E 1 6.0333 22,.83% 6.0333 6.0333 18.16 0.001
RFID 1 T.1423 27.008% T.1423 7.1423 21.47 0.001

Erzoc 11 3. 6587 13.83% 3.6527 D.3326

Total 15 Ze.45&0 1o, 0oE

Table 4.31 presents results for RFID accuracy 98%.

Table 4.31 SET 1-Data 2: ANOVA for SOs,, and 98% RFID accuracy

Anally=sig of Variancs

Li
La
1

Source oF Sen

U gntribucion ad3y 55 245 M5 F-Valops PB-Valne
&0 5P 1 10,627

40.39¥F 10.6276 10.6274 J8.65 O.aoo

£
o

80 EW 1 0.10 0.41% 0.10E89 0.1039 0.40 0.54F
E 1 &.4770 f4.68%% &.4770 &.4770 2356 Q.a0L
REID 1 g.0782 £33, 009% 8,072 g.0742 2210 2.08l
Error 11 Z.0249 11.45%% 3.0248 0.2750
Iotal 15 26.3143 140.80%

It is possible to conclude:

e Supplier system days SD SP is the most influencing parameter (Up to 40.39%)
e  RFID contributes up to 27.15 %

e Again, SDgy is not a significant Factor (P-Value>>0.05)

Those results are summarized in the following pie charts (Figure 4.22, Figure 4.23 and Figure

4.24).

94



Pie Chart of SP SL 2

Category
] SD-SP
Il SD-EW
IR
[ RFID
] ERROR

27.1%

22.9%

Figure 4.22 SET 1-Data 2: Pie chart for EOPSL2 and 100% RFID accuracy

Pie Chart of SP SL 2

Category
[ sb-sP
[l SD-EW
[JR
[ RFID
] ERROR

13.8%

35.9%

27.0%

22.8%

Figure 4.23 SET 1-Data 2: Pie chart for SPSL2 and 99.9% RFID accuracy
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Pie Chart of SP SL 2

Category
I sD-sP

23.1%

24.6%

Figure 4.24 SET 1-Data 2: Pie chart for SPSL2 and 98% RFID accuracy

4.2.3 SET 1-Data 2: EWs,,

In this section, the effect of the different factors on SPs, is evaluated by means of ANOVA

tables. The results are presented for three different RFID system accuracies.

Table 4.32 presents results for RFID accuracy 100%.

Table 4.32 SET 1-Data 2: ANOVA for EWs,, and 100% RFID accuracy

Bruely=ia of Variance

Spurece DF Seq.55 Contribution Ad3 .55 2 Ad) M5 F-Value PF-Value
20 SE 1 4,822 0.55% Lo el ] 4,822 1.33 0.27%
S0 ER 1 342.435 40,BZ% 342.435 342.435  9E.56 0.00n
R 1 228.877 2E.23% 220.077 220.877 £3.34 0.000
EFID 1 233,631 Fy.Ess 233,631 233,631 67.24 0,000

Efror 11 38213 &.58%  38:21% 3474

Total 15 232,984 100.00%

Table 4.33 presents results for RFID accuracy 99.9%.
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Table 4.33 SET 1-Data 2: ANOVA for EW,, and 99.9% RFID accuracy

Analy=zie of Variance

Soureoe nr Seq 85 Copcribotian Adj 55 hdy M3 F-Valus T-Value
3D 5P 3 4. 5357 0.54% 4.537 4. 5357 1.2e 8,281
30 EW 1 333.112 an.4B% 539,112 3390112 g6.04 n.o00
R 1 219,434 26.15% 219.454 219,454 E2.16 0.004d
BEID 1 237:.31i3 28.28% 237.31% 237313 6T7.21 .00

Error 11 32,833 4.63% 3E.E39 3.531

Total 15 EB38.28¢ 10n,00%

Table 4.34 presents results for RFID accuracy 98%.

Table 4.34 SET 1-Data 2: ANOVA for EWg,, and 98% RFID accuracy

Anglyaia of Variasnce

SOITCE nF Seq 55 (Contribution A4y 35 Ady M5 F-Valos P-Value
D 87 1 4,229 0.559% 4,E29 4,229 1.86 f1.225
30 ERN 1 345,435 47.05% 345,485 345,485 112.50 O.000
B 1 2Z2:830 237.,13% 232,830 ZFF2:831 To.43 B.oog
RFID 1 216311 26.33% 216.311 Z216:311 T4.18 0.000

Errors 2 32.072 3.90% 32072 2.89%4

Total 15 831537 log, onE

It is possible to conclude:

e SDs; is not a significant Factor (P-Value>>0.05)
e EW system days is the most relevant factor in the three cases (Up to 42.05%)

e RFID can influence EWs, up to 27.85 %

Results are summarized in Figure 4.25, Figure 4.26 and Figure 4.27.
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Pie Chart of EOP SL 2

Category
] Sb-sP

4.6% 0.5%

40.8%

26.2%

Figure 4.25 SET 1-Data 2: Pie chart for EW;, and 100% RFID accuracy

Pie Chart of EW SL 2

Category
] SD-sP
4.6% 0.5% I SD-Ew
[JR
[ RFID

[ ERROR

40.4%

26.2%

Figure 4.26 SET 1-Data 2: Pie chart for EW;, and 99.9% RFID accuracy
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Pie Chart of EW SL 2

39% 06%

Category
I SD-SP
[ ] SD-EW
B R
7] RFID

[ ] ERROR

42.1%

Figure 4.27 SET 1-Data 2: Pie chart for EW;;, and 98% RFID accuracy
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Same as section 4.1, the performance indicators SPs; and SPg, are evaluated for different
values of SDgp, with and without RFID. Considered RFID accuracy is 100%. The other factors are

kept constant.

Figure 4.28 reports results for SPs; Figure 4.13.

SPqg4
98

a7

9% /  —
95 -~
Z
94
% 93 / RFID

/ ====N0O RFID
92 /
a1

90

89

1 15 2 2.5 3 3.5 4
SDg

Figure 4.28 SET 1-Data 2:SPg,, as function of SDgp
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Figure 4.29 reports SPg, as function of SDsp.

97

96.5 = /
. ,///

95
/ ===NO0 RFID
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94
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%

Figure 4.29 SET 1-Data 2: SP,, as function of SDgp

Same as section 4.1, from those charts it is possible to conclude that using RFID would allow for

supplier system days reduction and same level of system performance.
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4.3 SET 2-Datal: Effect of uncontrollable factors 1
In this section, the effect of uncertainty on Dataset 1 is investigated. Table 4.35 reports the full

factorial plan developed for the study of uncontrollable factors.

Table 4.35 SET2-Data1: Full factorial plan for uncontrollable factors

UE ub ULT SP 511 SP 51> EW g,
0.85 1.15 0.85 95.15 97.08 68.01
1.15 0.85 0.85 95.62 97.42 64.76
0.85 0.85 1.15 94.71 96.74 65.14
1.15 1.15 1.15 92.83 95.04 67.12
0.85 0.85 0.85 95.88 97.58 67.29
0.85 1.15 1.15 93.71 95.87 69.54
1.15 0.85 1.15 93.94 96.09 62.08
1.15 1.15 0.85 94.57 96.58 65.51

To quantify each factor contribution, Three ANOVA tables are now presented.

4.3.1 SET 2-Datal: SPSLI

Table 4.36 reports results for SPg4.

Table 4.36 SET 2-Datal: ANOVA for SPg,

Analyaiz of Variance

Source DOF Seq 55 CTontribution RAdj 55 s M5 F-Value P-Valoe
UE 1 0.77540 18.56% O.7750 AO.77501 24,35 0,008
i 1 1.8915 25.7B% 1.£515% 1.£5151 60.29 0.001
ULT 1 4.5451 B1.968% 4.5451 4.54511 T46.32 0.000

Error 4 fO.1243 1.68% 0.1243 0.031L0&

Tocal T T-33539 100.80%

It is possible to conclude that:

e All factors are significant
e Uncertainty on lead time is the most significant factor (61.96%)

e Counting error uncertainty is the least significant factor (10.56%)

Results are summarized in Figure 4.30.
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Pie Chart of SP-SL1

17%

10.6%

25.8%

62.0%
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m w

[t
[ Error

Category

Figure 4.30 SET 2-Datal: Pie chart for SPg,
4.3.2 SET 2-Datal: SPSLZ
Table 4.37 reports results for SPsy, .

Table 4.37 SET 2-Datal: ANOVA for SPs,,

Analysi= of Variance

Sgurce OF Seg 35 Concribution Edj 58 0 &d3 MS T-Velue
TE 1 0,5724 11.25% 0.5724 0.5724% 14,04
o 1 1.3284 26.10% 1.5384 1.52345 32.38
ULT 1 3.0288 59.45%: 3.0258 3.02520 7421

Error 4 (0.1is31 3.20% A.1631 0.04877

Tota T G5.0BDH 100.00%

E-Yalie
0,020
0.00s
0001

It is possible to conclude that:

e All the factors are significant
e Lead time uncertainty is the most significant factor (59.45%)

e Counting error uncertainty is the least significant factor (11.25%)

Results are summarized in Figure 4.31.
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Pie Chart of SP-SL2

Category
[ uE
| w
[]uLT
[ Error

32%

26.1%

59.4%

Figure 4.31 SET 2-Datal: Pie chart for SPg ,

4.3.3 SET 2-Datal: EW;,,

Results for EOPg,, are reported in Table 4.38.

Table 4.38 SET 2-Datal: ANOVA for EWg,,

Analysis of Variance

Source OF Seq 535 Contribotiom Rdy 55 oy MY F-Value. EBE-¥zlue
0E 1 13 g87s 37.21% 13, B075 13.207% 6.85 1,059
D 1 14.878% i .08%: 14,2735 14 B785 738 0,053
0LT 1 0.3570 0.5958% 0.3571 0.3570 a.18 0,638

Errar & E.0881 21.74% 2.088 2.0170

Tocal T 37.11i1t 100.00%

It is possible to conclude that:

e Lead time uncertainty is not a significant factor ( P-value >>0.05)
e Both UE and UD have a P-value slightly larger than 0.05. Thus, their significance is
uncertain, but it is not possible to state the two factors are not statistically significant

e Uncertainty on demand has the largest contribution (40.09%)
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Results are summarized in Figure 4.32.

Pie chart of EW-SL2

Category
I UE
| uD
Cjur
I Error

Figure 4.32 SET 2-Datal: Pie chart for EW,,
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4.4 SET 2-Data 2: Effect of uncontrollable factors
In this section, the effect of uncertainty on Dataset 2 is investigated. Table 4.39 reports the full

factorial plan developed for the study of uncontrollable factors.

Table 4.39 Full factorial plan for SET 2-Data 2

UE uD uLT SP o1 SP g, EOP 5,
0.85 1.15 0.85 96.27 96.60 75.41
1.15 0.85 0.85 95.31 96.15 74.31
0.85 0.85 115 96.04 96.52 72.50
1.15 115 115 95.17 96.04 74.63
0.85 0.85 0.85 95.95 96.44 72.17
0.85 1.15 115 95.18 95.89 71.57
1.15 0.85 1.15 96.31 96.68 75.14
1.15 1.15 0.85 95.39 96.07 72.16

To quantify each factor contribution, Three ANOVA tables are now presented.

4.4.1 SET 2-Data 2: SP;

Table 4.40 reports results for SPg4.

Table 4.40 SET 2-Data 2: ANOVA for SPg,;

Analysis o Varlsnce

Spurne DF Eeq 55 Contribution Ady 5B Ady M5 F-Value DValne

OE 1 1.54&880 92.49% 1_S4pA0 1.548E80 24,30 G.001
OL.T 1 002880 1.72% 0_0ZeEn 0.02280 1595 . 256
oD 1 0.03135 1.27% 0.03125 0.03135 1.30 0,240
Error 4 0.08570 3.52% 0.0e570 0.0lg4d
Total T 1.E6T4E5 100.00%:
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It is possible to conclude that:

e ULT and UD are not significant (P-Value>>0.05)

e UE contributes for 92.49 %

Results are summarized in Figure 4.33.

Pie Chart of SPSL 1

L7%9% 3.9%

92.5%

Category
] UE
B uLT

[]uD
[ ERROR

Figure 4.33 SET 2-Data 2: Pie chart for SPg
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4.4.2 SET 2-Data 2: SPSLZ

Table 4.41 reports results for SPsy, .

Table 4.41 SET 2-Data 2: ANOVA for SPg,,

AZnzlyais of Warlence

Soursce IF Seq 35 fontribution Zdy 33

UE 1 0.546012 £9.00% 0.546012

LT 1 0.025313 4.13% 0.025313

1D 1 0.037813 e6.16% 0,037813
Erzo 4 0.604350 0.71% 0.0604350
Total 7 0.513457 100.00%

4] Ms
0.548012
0.025313
0.037813
0.0013E7

FValue BE-Value
sgg.te  a.000
23.28 0,008
34,77 .004

It is possible to conclude that:

o All the factors are significant

e UE is the most significant factor (89 %)

Results are summarized in Figure 4.34.

Pie Chart of SP SL 2

62% 0.7%

Category
[ UE
I uLt
[ Jub
[ ERROR

Figure 4.34 SET 2-Data 2: Pie chart for SPg,,.
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4.4.3 SET 2-Data 2: EWg,

Results for EOPs,, are reported in Table 4.42.

Table 4.42 SET 2-Data 2: ANOVA for EWs,,

Analyaiaz o Variance

Sourca OF Seng 55 Concributisn Edj 55 Aoy M5 F-Valne D-WValue
TE 'l 0.8128 4.91% D.B1FE 0.8128 9.07 0. ad0
TLT 4 0,.0138 B,08% f,01386 0,.0138 &.15 0,717
oo I 15.3735 82.34% 15,3735 15.3735 171.46 0.0a0

Errar 4 0.3586 2.17% 0.3586 0.08397

Total 7 18.558¢ 100.00%

It is possible to conclude that:

e ULT is not a significant factor ( P-value >>0.05)

e Differently than before, UD is the most significant factor, contributing 92.84%

Results are summarized in Figure 4.35.

Pie Chart of EW SL 2

Category

[ UE
22% 49%01% I uLT
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Figure 4.35 SET 2-Data 2: Pie chart for EW;,,
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4.5 SET 3-Data 1: Testing the best case scenario
The best combination of controllable factors for Dataset 1 (see Table 4.8) is tested for each level
of RFID accuracy and different levels of uncontrollable factors. The three following tables (Table

4.43, Table 4.44 and Table 4.45) summarize full factorial plans for the three different accuracies.

Table 4.43 SET3-Datal: Full factorial plan for RFID accuracy 100%

SD ¢w SD ¢ RFID REP SP 511 % SP 51 %
0.85 1.15 0.85 98.25 99.2 83.13
1.15 0.85 0.85 99.03 99.62 85.26
0.85 0.85 1.15 98.33 99.22 85.91
1.15 1.15 1.15 97.62 98.74 83.92
0.85 0.85 0.85 99.03 99.62 85.26
0.85 1.15 1.15 97.62 98.74 83.92
1.15 0.85 1.15 98.33 99.22 85.91
1.15 1.15 0.85 98.25 99.2 83.13

Table 4.44 SET3-Data1: Full factorial plan for RFID accuracy 99.9%

SD ew SD s RFID REP SPei%  SPs.%
0.85 1.15 0.85 98.26 99.19 83.05
1.15 0.85 0.85 99.02 99.62 85.14
0.85 0.85 1.15 98.3 99.21 85.94
1.15 1.15 1.15 97.59 98.73 83.96
0.85 0.85 0.85 99.02 99.62 85.17
0.85 1.15 1.15 97.59 98.73 83.96
1.15 0.85 1.15 98.28 99.2 85.94
1.15 1.15 0.85 98.25 99.19 83.02
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Table 4.45 SET3-Datal: Full factorial plan for RFID accuracy 98%

SD ¢w SD ¢ RFID REP SP 511 % SP 51 %
0.85 1.15 0.85 98.27 99.18 81.74
1.15 0.85 0.85 98.97 99.57 98.3
0.85 0.85 1.15 98.28 99.15 84.83
1.15 1.15 1.15 97.4 98.59 82.75
0.85 0.85 0.85 99.03 99.6 98.3
0.85 1.15 1.15 97.48 98.67 83.05
1.15 0.85 1.15 98.09 99.08 84.4
1.15 1.15 0.85 98.2 99.14 81.32

4.5.1 SET3-Datal: SPg,

Results for SPs; at different level of accuracy are reported in Table 4.46, Table 4.47 and Table
4.48.

Table 4.46 SET3-Datal: ANOVA for SPSL1 with 100% RFID accuracy

Analysia o Varisnce

Jourae IF Spg 55 Contributlion Ady 33 Ady M5 F-Value D—Value
UE 1 0.00000 0.00%: O.00000 0.00000 g.04d 1.04040
oD 1 1.116685 £5.58%  1,1100% 1.11085 18312.35 G.000
TULT 1 0,88445 44.,29% 0.BE44% 0O,E2445 1444080 0,800

Exrror 4 [0.00245 0.12% 0.00245 Q.000681

Total T 1.9963%5 100.00%:

Table 4.47 SET3-Datal: ANOVA for SPSL1 with 99.9% RFID accuracy
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Inpiyaia of Variance

Smirce IIF Spip 55 Contribunion EAg 58 Bd5 M5 F-Valie I-Valus
UE 1 0,00011 0,0i% 0.60011 oO,00014 0.20 0.872
[9]8] 1 1.07311 2.3%% 1.07311 1.07311 1807.76 0.0a0
TULT I 0.57381 47.50%: D.93301 0.87301 17289.8 0.00a

Exrzor 4 0.002325 0.11% 0.00225 0.00056

Total T Z.04B44 100.00%

Table 4.48 SET3-Datal: ANOVA for SPSL1 with 98% RFID accuracy

Inpliyaia of Varience

Source 0OF Seip 35 Contribution &4y 58 By M5 F-Walde 2-Valuos
oE 1 0.0004%5 0.00% 0.00045 0.00045 a.1g 0.&897
oD 1 2.440500 g5.0%% E.40500 2.40500 3230.00 0.bao
ULT 1 1.4&6205 1T4.50% 1.48205 1.46205 570:5& 0.00a

Error 4 0.01c2s 0.10% 0.01025 0.0025

Total T SBITTS 108.00%

It is possible to conclude:

e In all of the three scenarios counting error uncertainty does not influence the result
(P-value >>0.05)

e UD does contribute significantly to overall performance, up to 85.09%
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Results are summarized in Figure 4.36, Figure 4.37 and Figure 4.38.

Pie Chart of SP-SL1

Category
B ub

Cjur
[ Error

0.1%

44.3%

55.6%

Figure 4.36 SET3-Datal: PIE chart for SPg;; and 100% RFID accuracy

Pie Chart of SP-SL1

Category
B ub
Cjur

[ Error
[ Other

0.0%

47.5%
52.4%

Figure 4.37 SET3-Datal: PIE chart for SPg; and 99.9% RFID accuracy
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Pie Chart of SP-SL1

Category
] UE
I uD
CjuLr
[ Error

0.2% 0.8%

46.3%
52.6%

Figure 4.38 SET3-Datal: PIE chart for SPs;; and 98% RFID accuracy

4.5.2 SET3-Datal: SPg,

Results for SP, at different level of accuracy are reported in Table 4.49, Table 4.50 and Table
4.51.

Table 4.49 SET3-Datal: ANOVA for SPg, with 100% RFID accuracy

Analysis of Variance

Source OF Beq 55 Contributicn Rdy 55 Ay M8 FP-Valus P-Value

TE 1 4.0dacag 0.0G% 0,.000080 O.000000 0.00 1.008
m 1 0.405084 52.15% 0.405000 0.405000 Z80.00 0,000
OLI 1 0.363200 47.62% 0.969300 0.369800 E21.58 0,000
Error & 0.001200 0.23% 0.001800 0.00G4£50
Total 7 4.776600 100.00%
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Table 4.50 SET3-Datal: ANOVA for SPg,, with 99.9% RFID accuracy

Rnalyais - of Veriance

Souree -OF Seqg 55 Contzibutiog &d] 55 Ady ME F-Value PB-Valae
TE i f4.000812 a.00x O,000012 @.000012 0.85 0.B33
oo 1 0.408513 5l1.62% 0.4058513 0.409513 1560.05 0.000
ULT 1 n_3gzpLy AR, 25% 0.3B2R13 0.382813 1452.33 0,000

Erroc 4 0,.001050 0.13% 0.001050 O.00026Z

Total T 0.793383 100.08%

Table 4.51 SET3-Datal: ANOVA for SP,, with 98% RFID accuracy

Analysis of Variance

Source OF Seag 55 Coatribution nfy 55 ) M5 F-Veluse P-Walue
1E 1 0.008CG50 0.66% 0.006050 0O.00&80350 8.13 0.035
LT 1 0,.41403540 44,378 0,.414050 0,414050 624 .38 a,000
0Lt 1 0.5G0000 54.1%% (Q.500000 0.500000 754,72 n.o00

Error § 0.0028650 0.20%: 0.002650 0.000863

Total T 0.82279580 100.00%

It is possible to conclude that:

e UE is significant only when RFID accuracy is 98%

e Uncertainty on lead time is the most significant factor, up to 54.19%
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Results are summarized in Figure 4.39, Figure 4.40 and Figure 4.41.

Pie Chart of SP-SL2

Category
3 ud

[juLr
[ Error

0.2%

47.6%
52.1%

Figure 4.39 SET3-Datal: PIE chart for SPg,, and 100% RFID accuracy

Pie Chart of SP-SL2

Category
I uD

CjuLr
I Error

0.1%

48.3%
51.6%

Figure 4.40 SET3-Datal: PIE chart for SPs;, and 99.9% RFID accuracy
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Pie Chart of SP-SL2

Category
[ UE
| w
jur
[ Error

0.3% 0.7%

44.9%

54.2%

Figure 4.41 SET3-Datal: PIE chart for SPg,, and 98% RFID accuracy

4.5.3 SET3-Datal: EWs,,

Results for EOPs,, at different level of accuracy are reported in Table 4.52, Table 4.53 and Table
4.54,

Table 4.52 SET3-Datal: ANOVA for EW,, with 100% RFID accuracy

Analyata of Variance

Source DE Seqg 55 Lontribution Adg 33 Ady M5 F-Value FP-Value
UE 1 a.0080 aA.00% O0.00000 0.00800 a.80 1. 8640
D 1 g.48720 29,07% =,48720 £,48720 3464.15 a,.aaq
TULT 1 1.03880 10.87%: 1.03680 1.03680 473,18 0,000

Error 4 0.00%20 0.10% D,00%20 0.00245

Tooal T. 8.53388 100,008
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Table 4.53 SET3-Datal: ANOVA for EW, with 99.9% RFID accuracy

Inaiyaias pof Variance

Sourece IF Sey 85 Contribwition
TE 1 4,00045 0,00z
(58] 1 $3.40500 E5.0%%
ULT 1 1.46205 14.50%

Exrzoc 4 0.01025 0.10%

Total T 3BT7T5 100.00%

143 58
0. 00045
£.20500
1.45205
0.01025

Bdj M5

Z.40500
1.46205
0.00256

F-Falye
g.18
F280.00

510568

P-Valne
0.&897
0.oao
0.oo0a

Table 4.54 SET3-Datal: ANOVA for EW,, with 98% RFID accuracy

Analyais of Variance

Sogrce DF Seq 55 Captrihution
TE 1 0,185 n,05%
i 1 1ro.B2a28 2T.83%
ULT 1 75.838 21.05%

Erzor & 113.3E7 31.42%

hutal 7 360.22% 100.00%

Idq =8

.18
170. 848
75.230
112.327

43 MS
0,165
170,848
75.23

P

Cn

Ly

iy

L T e |

|

-

i

Mmoo

|5 I &
(8 H]

i
= in

o

L

E-Walye
0.843
0.07a
0.177

It is possible to conclude that:

e Demand uncertainty is the most significant factor, up to 89.02%

e UE is not a significant Factor (P-Value>>0.05)
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Results are summarized in Figure 4.42, Figure 4.43 and Figure 4.44.

Pie chart of EW-SL2

0.1%

10.9%

89.0%

Category
I uD

Cjur
[ Error

Figure 4.42 SET3-Datal: PIE chart for EW, and 100% RFID accuracy

Pie chart of EW-SL2

0.1%

Category

Figure 4.43 SET3-Datal: PIE chart for EWs;, and 99.9% RFID accuracy
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Pie chart of EW-SL2

Category
[ UE
I uD
jur
[ Error

0.3% 0.7%

44.9%

54.2%

Figure 4.44 SET3-Datal: PIE chart for EWg, and 99.9% RFID accuracy

4.6 SET3-Data 2: Testing the best case scenario
The best combination of controllable factors for Dataset 2 (see Table 4.25) is tested for each

level of RFID accuracy and different levels of uncontrollable factors. The three following tables

(Table 4.55, Table 4.56, Table 4.57) summarize full factorial plans for the three different

accuracy level.
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SD ew
0.85

1.15
0.85
1.15
0.85
1.15
0.85

1.15

1.15
0.85
1.15
0.85
1.15
0.85

1.15

Table 4.55 SET3-Data2: Full factorial plan for RFID accuracy 100%

SD sp
0.85

1.15
1.15
0.85
0.85
0.85
1.15

1.15

Table 4.56 SET3-Data2: Full factorial plan for RFID accuracy 99.9%

SD sp
0.85

1.15
1.15
0.85
0.85
0.85
1.15

1.15

RFID
0.85

0.85

1.15

0.85

1.15

1.15

0.85

1.15

RFID
0.85

0.85

1.15

0.85

1.15

1.15

0.85

1.15
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REP
98.32

98.25

98.08

98.32

98.18

98.18

98.25

98.08

REP
98.31

98.25

98.08

98.31

98.19

98.19

98.25

98.08

SP 51 %
98.35

98.28
98.25
98.35
98.34
98.34
98.28

98.25

SP g1 %
98.35

98.28
98.25
98.35
98.34
98.34
98.28

98.25

SP s, %
96.54

96.53
96.11
96.54
96.10
96.10
96.53

96.11

SP g, %
96.53

95.62
96.12
96.53
96.10
96.10
96.53

96.13



Table 4.57 SET3-Data2: Full factorial plan for RFID accuracy 98%

SD ew SD ¢ RFID REP SP 511 % SP 51, %
0.85 0.85 0.85 98.30 98.35 96.55
1.15 1.15 0.85 98.21 98.27 96.49
0.85 1.15 1.15 98.07 98.24 96.04
1.15 0.85 0.85 98.28 98.35 96.51
0.85 0.85 1.15 98.16 98.34 96.04
1.15 0.85 1.15 98.13 98.32 95.91
0.85 1.15 0.85 98.21 98.27 96.58
1.15 1.15 1.15 98.02 98.22 95.79

4.6.1 SET3-Data2: SPg,

Results for SPs; at different level of accuracy are reported in Table 4.46, Table 4.47 and Table
4.48.

Table 4.58 SET3-Data2: ANOVA for SPg, with 100% RFID accuracy

anatyaia of Variance

Source DF Eeqg 855 Contribution Ady 55 Adjy M5 F-Value F-Vzlue
0E 1 A.066000 n.06% 0.000006 d.a0004040 o.ad 1800
UL 1 0.01445D 22,95% 0,014450 0.014450 2 128.44 0.0an
o} 1 0.048050 76,33 0,048050 0,04g050 0 427,11 0,000

Errar 4 (0.000450 0.71% 0.000450 0.000113

Teral 7 0.082950 100.00%
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Table 4.59 SET3-Data2: ANOVA for SPg,; with 99.9% RFID accuracy

Inpiyzias of Varisnce

Smuree 0OF S0 55 Contribution Adj 55 Ay M5 F-Valpe P-Value
UE 1 0,4008400 0,008 0,.000000 0,000000 (I 1.0640
LT 1 0.014450 25.02% 0.014450 0.012450 45.24 g.002
D 1 0.042050 72.81% 0.042050 0.042030 134.56 0.000

Exrzoc 4 D.001250 Z2.L6% 0.001250 O,000312

Total T B:0577580 100,008

Table 4.60 SET3-Data2: ANOVA for SPg; with 98% RFID accuracy

Aneply=ia of Variance

Spurce IDF Seq .35 Contribution aAdj 35 Adi M5 F-Value I-Value
TE 1 0.801250 1.88% 0Q.001250 @,.001250 D88 .02
ULT 1 0.818200 4.47% 0.0818200 0,.018200 TH.ed 0,001
oo 1 0,0420850 TZ,42% 0,042050 0,048050 278,12 0,000

Errpre i (0.000850 1.23% 0.000B50 0Q.000212

Total 7 0.066350 100.00%

It is possible to conclude:

e In all of the three scenarios counting error uncertainty does not influence the result
(P-value >>0.05)
e uncertainty on lead time does contribute significantly to overall performance, up to

76.33 %
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Results are summarized in Figure 4.45, Figure 4.46 and Figure 4.47.

Pie Chart of SP SL1

Category
I uLT

[]up
[ ERROR

0.7%

76.3%

Figure 4.45 SET3-Data2: PIE chart for SPg; and 100% RFID accuracy

Pie Chart of SP SL1

Category

22%

72.8%

Figure 4.46 SET3-Data2: PIE chart for SPg; and 99.9% RFID accuracy
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Pie Chart of SP SL1

Category
13% 19% e

I uLT
[]uD
[ ERROR

72.4%

Figure 4.47 SET3-Data2: PIE chart for SPs, and 98% RFID accuracy

4.6.2 SET3-Data2: SPg,

Results for SP, at different level of accuracy are reported in Table 4.61, Table 4.62 and Table
4.63.

Table 4.61 SET3-Data2: ANOVA for SPg, with 100% RFID accuracy

hnalysis of Variance

Soiirce OF 520 55 Contribution 2Ady 55 Bdy M5 F-Valus PF-Valus

0E 1 0.000000 0.068% 0.000000 O.000000 0.ad 1.60d
OLT 1 0.0I2300 92.75% 0.012300 O.0L2800 256.00 0.000
T2 L g.ooQaoo 2.88% O.d00500 g.000200 Lg.0g 0.0L&
Ersor 4 G,000208 1.45% 0.000208 O.000850
Total 7 0.013E800 100.00%

Table 4.62 SET3-Data2: ANOVA for SPg,, with 99.9% RFID accuracy

Analyaia of Variance

Source DE Seq- 55 Contribution ady 55 Ad) M5 F-Value F-WVzlue
UE 1 4.0408000 0.00% 0.000000 0,000000 0,00 1000
LT 1 0.012380 42.75% 0.01ZE00 Q.012800 256.00 O.0a0
m 1 0.000844 S5.80% 0.000800 0,0008200 15.00 a,01&

Error 4 Q.0Gd2oo 1.45% (0.000200 0.000050

Tooal T. D.0I3800 100.00%
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Table 4.63 SET3-Data2: ANOVA for SP, with 98% RFID accuracy

Source
TE
LT
oD

Error

Tocsl

oF

N el el

BAnalysiz of Variance

Seg §5 Coatributicon Idy 55

0.000zag0 1,08% 0,.0002400
0.016260 87,108 0.016200
0.001R00 §.68% 0.001R00
0.000400 2.15% 0.000400
d.018600 100.00%

249 M5
o.0pEzon
f.016200
g.00lg00
0.000100

F-Valus

z.00

1&a2.00
18.00

P-Value
0.230
o000
D.01%

It is possible to conclude that:

e UE is not a significant Factor (P-Value>>0.05)

e ULT contributes up to 92.75%

Results are summarized in Figure 4.48, Figure 4.49 and Figure 4.50.

Pie Chart of SP SL2

58% 1%

92.8%

Category

| uLT
[ ]uD
[l ERROR

Figure 4.48 SET3-Data2: PIE chart for SPs;, and 100% RFID accuracy

126




Pie Chart of SP SL2

Category

I uLT
[]uDp
[ ERROR

58% 1%

92.8%

Figure 4.49 SET3-Data2: PIE chart for SPs,;, and 99.9% RFID accuracy

Pie Chart of SP SL2

Category

UE
21% 11% = OLT
[]up
[ ERROR

87.1%

Figure 4.50 SET3-Data2: PIE chart for SPs ., and 98% RFID accuracy
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4.6.3 SET3-Data2: EWs,,

Results for EOPgy, at different level of accuracy are reported in Table 4.64, Table 4.65 and Table
4.66.

Table 4.64 SET3-Data2: ANOVA for EWs,, with 100% RFID accuracy

Inpiyala pof Variance

Souree 0F Seq 55 (ontribution EAj 55 Ay MS F-Value P-Valor
oE 1 0.0008040 0.00% 0.000000 0,000000 0.an 1,460
OLT 1 0.G00aoa 0.08% 0.000000 O0.000000 .00 1.0G0
oD 1 0.363800 99.95% 0.369800 O0.369800 7T336.00 .00

Erzor 4 D.0o0Gz200 0.05% O0.006200 GO.000050

Total 7 B.3700040 1ng, 00%

Table 4.65 SET3-Data2: ANOVA for EW, with 99.9% RFID accuracy

Anglyaia of Variance

Source DF Seq 55 Contribution Ady 35 47 M5 F-Value T-Value
UE 1 0.4000804 0.00% 0.0008000 O.580000 0,00 1,000
TLT 1 0,.000200 0,.06% 0,000200 0.000200 1.45 0,254
12 H) 1 0.3444510 Bg.78% 0.344450 0.344450 2505.0% 0.06ad

Error 4 0.000%50 0.16% 0.000550 0.000138

Total 7 D0.3452010 100.00%

Table 4.66 SET3-Data2: ANOVA for EW,,, with 98% RFID accuracy

Analysiz of Variance

SJource OF Seay 55 Coatribution Ay 55 ki) M3 FP-¥alus P-Walue
TE 1 0.032513 4.40% 0.0532513 0.032513 §5.1%5 0.035
LT 1 0,001512 0,20% 0,001512 0,001512 0,43 0,545
0D 1 0.6%0312 93.48% 0.650312 O.e90312 135,14 D.o00

Error § 0.014150 1.92%: 0.014150 0.D0B538

Total T AO.732487 100.00%
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It is possible to conclude that:

When RFID accuracy is 100% or 99.9 %, UD is the only significant factor, contributing up
t0 99.95%

e UE is significant only when RFID accuracy is 98%.

Results are summarized in Figure 4.51, Figure 4.52 and Figure 4.53.

Pie Chart of EW SL2

Category
] up
ok I ERROR
/ / \\
\
/
/

100.0%

Figure 4.51 SET3-Data2: PIE chart for EW;, and 100% RFID accuracy
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Pie Chart of EW SL2

Category
ULT
0.2%0.1% 5 uD
- [ ERROR
/ - \\
/ \
\
‘/ \\
\
/
\ /
N //
N s
99.8%
Figure 4.52 SET3-Data2: PIE chart for EW, and 99.9% RFID accuracy
Pie Chart of EW SL2
Category
[ UE
19%  44% 59 B uLT
_— T~ []uD
// \\ [ ERROR
// \\
/ \\
| |
| |
/
\ /
;\\ //
93.5%

Figure 4.53 SET3-Data2: PIE chart for EW,,, and 98% RFID accuracy
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4.7 SET 4: Sensitivity Analysis
Table 4.67 and Table 4.68 report full-factorial plan results for Weibull and Logistics demand

distribution, respectively.

Table 4.67 SET 4: Full factorial plan for Weibull distribution

SD ew SD ¢ RFID REP SP 51 % SP 51, % EOP 5., %
1 2 1.75 0 91.58 94.14 85.66
2 1 1 1 98.25 98.32 91.13
1 2 1 0 91.25 94.72 93.76
1 2 1 1 95.04 97.19 97.44
1 1 1.75 1 93.69 95.59 81.68
2 2 1 1 98.15 98.32 96.25
2 2 1.75 0 95.52 96.24 83.97
2 2 1 0 96.54 97.6 92.97
1 1 1.75 0 88.72 93.09 73.54
2 1 1.75 1 96.41 96.69 80.44
1 1 1 1 94.13 96.93 91.33
1 2 1.75 1 95.58 96.49 93.57
1 1 1 0 89.28 93.49 82.52
2 2 1.75 1 96.75 96.83 92.34
2 1 1 0 96.33 97.44 79.59
2 1 1.75 0 95.32 96.16 72.79
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Table 4.68 SET 4: Full factorial plan for Gamma distribution

SD ew SD ¢ RFID REP SP 511 % SP s, % EOP 5, %
1 2 1.75 0 91.58 94.14 85.66
2 1 1 1 98.25 98.32 91.13
1 2 1 0 91.97 95.18 94.8
1 2 1 1 95.67 97.46 97.51
1 1 1.75 1 94.73 95.94 83.39
2 2 1 1 98.18 98.33 96.34
2 2 1.75 0 95.41 96.16 85.14
2 2 1 0 97.08 97.86 93.34
1 1 1.75 0 90.29 93.87 73.71
2 1 1.75 1 96.53 96.72 82.25
1 1 1 1 95.15 97.24 92.78
1 2 1.75 1 95.94 96.54 94.13
1 1 1 0 90.59 94.47 86.13
2 2 1.75 1 96.77 96.8 92.9
2 1 1 0 97.04 97.81 81.28
2 1 1.75 0 95.46 96.24 72.91

Similarly to SET 1, the following tables (Table 4.69, Table 4.70, Table 4.71 and Table 4.72) report
performance indicators for the four different cases:

e No RFID with Weibull Demand
e RFID, Weibull Demand
e No RFID, Gamma Demand

e RFID, Gamma Demand
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Table 4.69 SET 4: NO RFID with Weibull demand

SD ¢w SD ¢ RFID REP SP 51 % SP 51, % EOP 5, %
1 2 1.75 0 91.58 94.14 85.66
1 2 1 0 91.25 94.72 93.76
2 2 1.75 0 95.52 96.24 83.97
2 2 1 0 96.54 97.6 92.97
1 1 1.75 0 88.72 93.09 73.54
1 1 1 0 89.28 93.49 82.52
2 1 1 0 96.33 97.44 79.59
2 1 1.75 0 95.32 96.16 72.79

SD ew SD s ) REP SP.% SPs,% EOP,%
2 1 1 1 98.25 98.32 91.13
1 2 1 1 95.04 97.19 97.44
1 1 1.75 1 93.69 95.59 81.68
2 2 1 1 98.15 98.32 96.25
2 1 1.75 1 96.41 96.69 80.44
1 1 1 1 94.13 96.93 91.33
1 2 1.75 1 95.58 96.49 93.57
2 2 1.75 1 96.75 96.83 92.34
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Table 4.71 SET 4: NO RFID with Gamma Demand

SD ¢w SD ¢ RFID REP SP 51 % SP 51, % EOP 5, %
1 2 1.75 0 91.58 94.14 85.66
1 2 1 0 91.97 95.18 94.8
2 2 1.75 0 95.41 96.16 85.14
2 2 1 0 97.08 97.86 93.34
1 1 1.75 0 90.29 93.87 73.71
1 1 1 0 90.59 94.47 86.13
2 1 1 0 97.04 97.81 81.28
2 1 1.75 0 95.46 96.24 72.91

SD ew SD s ) REP SPs.%  SPs,% EOPg,%
2 1 1 1 98.25 98.32 91.13
1 2 1 1 95.67 97.46 97.51
1 1 1.75 1 94.73 95.94 83.39
2 2 1 1 98.18 98.33 96.34
2 1 1.75 1 96.53 96.72 82.25
1 1 1 1 95.15 97.24 92.78
1 2 1.75 1 95.94 96.54 94.13
2 2 1.75 1 96.77 96.8 92.9
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Figure 4.54 compares maximum SPs;; improvements for the two different distributions.

SP g1

B Weibull Demand

W Ganuma Demand

Figure 4.54 SET 4: Maximum Improvement for SP,,

Figure 4.55 compares maximum SPs;, improvements for each level of RFID accuracy.

=]

%

3.8
3.75
3.7
3.65
3.6
3.55
3.5
345
34
3.35
S
3.25

SP o

B Weibull Demand

B Gamma Demand

Figure 4.55 SET 4: Maximum Improvement for SPg,,
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Figure 4.56 compares maximum EOPs, improvements for each level of RFID accuracy.

14

12

B Weibull Demand

%

B Gamma Demand

Figure 4.56 SET 4: Maximum Improvement for EWs,,

4.7.1 SET 4: SPSL]_
In this section, the effect of the different factors on SPg., is evaluated by means of ANOVA

tables. The results are presented for two different demand distributions.

Table 4.73 SET 4: ANOVA for SPg.; and Weibull Demand

Anplyaiz of Variance

Spgroe DF  Seg 35 Comtriburion Edg 55 Edg 5 F-Valoe P-Velus
SD 5P 1 72.250 ‘56,783 2,250 F2.250 54,65 0,000
SHEN 1 4,288 3.37% d.235 4.285 F.24 0.0%9
R 1 1.823 1.43%- 1.823  1.823 1.38 0.2&5
EFID 1 A4.20% 27.02% 34,398 34,308 28,02 &, 060

Errar 1t 14.542 11-42% 14.542 1.322

Total 15 127.297 i00.00%
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Table 4.74 SET 4: ANOVA for SPg;; and Gamma Demand

Znglysis of Variance

Spurce DF Seqg 55 Contribution: Rdj S8 Rdj MS F-Velue P-Value
5D 5P -1 51.840 52.40% 51.840 .51.846 a4.45 0,000
SDEW &1 1.3080 1.31%  1.3000  1.300 1.11 8.314
2] 1 3.258 3.29% 3.25¢ 3.252 .79 0.123
RFID 1 29.703 30.02% 20,703 29.705  25.47  0.000

Error 11 1z.828 17,973 12,828 1,166 '

Total 15 g&.528 100.60% ' '

It is possible to conclude:

e SD EW and R are not significant in both cases

e  RFID contribution is larger in the case of Gamma Demand (30.02%)

Results are summarized in Figure 4.57, Figure 4.58 and Figure 4.59.

Pie Chart of SPSL 1

Category
[ sbsp
I SD Ew
[JR
[ RFID
7] ERROR

27.0%

56.8%

Figure 4.57 SET 4: Pie chart for SPSL1 with Weibull Demand
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Pie Chart of SPSL 1

Category
I sDsP
[ ] SDEW
BR
[ RFID

[ | ERROR

524%
30.0%

3.3%_L 3%

Figure 4.58 SET 4: Pie chart for SPSL1 with Gamma Demand
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4.7.2 SET 4: SPSLZ
In this section, the effect of the different factors on SPs. is evaluated by means of ANOVA

tables. The results are presented for two different demand distributions in Table 4.75 and Table

4.76

Table 4.75 SET 4: ANOVA for SPg;, and Weibull Demand

Enatysis of Variance

Source nrF Spaq. 55 Contribution Ady 55 Ady M5 F-Value D-Value
Sl SE 1 15.8201 41.30% 15.8201 15.8201 Jl.&2 G.000
S0 EW 1 0.%120 £.37% 0.5129 0.%120 1.81 0.205
B 1 4,21840 12.50% 4.5180 4.3124 8.57 0,010
RFID 1 11.3563 2%.45% 11.3%69 11.3563 22.55 0.001

Error TE 5.5389 14.37% 5.53E3 0.5085

Total 15 3E.545% io0.00%

Table 4.76 SET 4: ANOVA for SPs ., and Gamma Demand

Enelysis of Warisade

Source BF S5eqg 55 Contribution f&d7 55 Adj ¥S5 F-Velue P-alue
30 .50 1. 13,2225 J6.04% 43,2235 11.2225 29,58 f.a0a
o EW 1 O.2162 0.71% 0.2162 O.2162 a.57 0. 4484
R 1 B.ETI2 21.4E8% 8.57%2. f.5732 I7.34 a.a02
REFID 1 2,4380 27.55% 5.4380 2,4380 22,25 4,001

Ertor 11 417239 15.62% 4.1723 0.3794

hutal 15 30.5299 100,008

It is possible to conclude:

e SD EW is not significant
o RFID contribution is larger in the case of Weibull Demand (29.46%)
e R contribution is larger in the case of Gamma Demand (21.48%)
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Results are summarized in Figure 4.59 and Figure 4.60.

Pie Chart of SP SL 2

Category
] sDsP
Il SD Ew
[JR
[ RFID
] ERROR

41.3%

29.5%

12.5%

Figure 4.59 SET 4: Pie chart for SPg;, and Weibull Demand

Pie Chart of SP SL 2

Category
Il sDsP
[]SDEW
R
[ RFID
[ ] ERROR

27.6%

21.5%

Figure 4.60 SET 4: Pie chart for SP5;; and Gamma Demand
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4.7.3 SET 4: EWSLZ
In this section, the effect of the different factors on SPs. is evaluated by means of ANOVA

tables. The results are presented for two different demand distributions in Table 4.77 and Table

4.78.

Table 4.77 SET 4: ANOVA for EW;, and Weibull Demand

Enslyaiz of Variance
SOUTCE EF Seg 58 Contribuotion 2dy 55 afy ME F-Valug F-Valpe
30 3E 1 5.273 0.8E% 5,275 5.2735 2.03 d.182
50 EW 1 428,840 46.57% 429,940 429,940 138.91 0.a00
R 1 232:562 25018 232.58F 232:562 F5.14 .000
BFTR 1 228.374 23.87% 220.3T4 228,374 TL.20 g.o0g
Error 11 34,048 2.69% 34,0848 3.085
Total 15 823,158 100,.06%
Table 4.78 SET 4: ANOVA for Ews;, and Gamma Demand
Inaiysla ol Variance
Sorroe OF Seg 55 Comtrbution BRdj 5§85 2 Ad3 MS' F-Velue ' P-Walie
8D 5% 1 10,27 1.17% 10,27 10,292 2,43 0.147
5D EW 1 36328 41.48% 363.28 365.234 B5.85 0.000
R 1 24%:80 28.51% Z49.BOD F49.TOE 59.140 0000
RFID 1 26£.35 23.55% 208.35- 208.353 48,82 0.8040
Error i 4&,49 5.31% 45,498 4.225
Total 15 E76.20 i00,00%

It is possible to conclude:

e SDgp is not significant
e RFID contribution is larger in the case of Weibull Demand (23.87%) but very similar to
the result for Gamma Demand (28.51%)

e R contribution is larger in the case of Gamma Demand (28.51%)
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Results are summarized in Figure 4.61 and Figure 4.62.

Pie Chart of EW SL 2

37% 07%

Category
] sbspP
I sb Ew
[]R
[ RFID

[ ERROR

46.6%

Figure 4.61 SET 4: Pie chart for EW;, and Weibull Demand

Pie Chart of EW SL 2

53% 12%

Category
I SDsP
[ ]SDEW
R
7] RFID
[ ] ERROR

41.5%

Figure 4.62 SET 4: Pie chart for EW;,, and Gam
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4.8 Handling time reduction

Stack counting time distribution has been defined over a sample of 32 measures (Table 4.79).

Table 4.79 Average stack counting time

Average Stack counting time 8.54 Sec

Potential time reduction is defined for a standard pooled container in Table 4.80.

Table 4.80 Time reduction for standard pooled container

Total shipped 0CC00091 (Y 2016) 884057
Total Flow 1768114
Attrition 6.3%
Actual total flow 1656723
Stack size 9

Stacks (rounded) 98229
Average stack counting time 8.42 Sec
Yearly handling time reduction 430 Hours

This result holds for just one of the forty standard pooled containers, so potential savings are

much higher than the presented result.
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5. CONCLUSIONS AND RECOMMENDATIONS

5.1 Summary
A Discrete-Event simulation model of an automotive returnable containers supply chain was
presented. This model, developed in collaboration with FCA, has been used to evaluate the

impact of RFID technology on a real world closed loop supply chain, consisting of:

e  Warehouse of empty containers (EW)
e Supplier (SP) using empty containers to ship parts to assembly plant

e Assembly Plant (AP)

Empty containers are sent to the supplier and filled with parts. Supplier sends full containers to
the assembly plant, where parts are consumed and empty containers are returned to the

warehouse.

The focus is just on empty Containers: full containers operations and usage is simulated as a
delay from the moment full containers leave supplier until when they come back to warehouse,

closing the loop.

Two different Suppliers, corresponding to two different Datasets were analyzed. The two

Datasets are named Data 1 and Data 2.

Current manual container counting procedure has been considered. The impact of RFID has
been simulated increasing current counting system reliability. In particular, three levels have

been considered:

e 100% Accuracy
e 99.9% Accuracy

e 98% Accuracy

Relevant data about the real world system to model were collected either visiting involved

facilities or using OEM material. The model was developed using ARENA® simulation package.

144



Model input factors were distinguished in:

e Controllable. Control factors affecting the model in a deterministic way. In Particular
o Supplier containers safety stock, SDsp
o Warehouse (EW) containers safety stock, SDgw
o Supplier empty containers replenishment frequency, R
o RFID. If not used, counting process reliability goes to default manual counting
accuracy.
e Uncontrollable. Cannot be controlled in a deterministic way, and depends on variations
of defined statistical distributions. In particular:
o Demand distribution
o Lead time lead time distribution

o Counting error

System performance was evaluated with three indicators:

e Supplier Type | service level, SPg;
e Supplier Type Il service level (Fill rate), SPs.,

e EW Type Il service level (Fill rate), EWs.,

Using factorial design and ANOVA, three main experiment sets were developed for both

Datasets:

e SET 1: Effect of controllable factors. In this set, different combinations of controllable
input factors are be tested without changing uncontrollable factors.

e SET 2: Effect of uncontrollable factors. In this set, different combinations of
uncontrollable input factors are tested without changing controllable factors.

e SET 3: Best case scenario from SET 1 is tested under SET 2 conditions.

o SET 4: Experiments from SET 1 are repeated changing Data 2 demand distribution.

Stop watch analysis of current manual counting process has been performed to highlight

possible handling time reduction deriving from RFID.
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5.2 Conclusions

Conclusion will be distinguished according the two Datasets.

5.2.1 Conclusion: Dataset 1

It is possible to conclude that RFID improves overall system performance for all the considered

accuracy levels. In particular the following potential improvements were found to be possible:

11
1.2
13
14
1.5

Up to 12.96 % increase in EWs,

Up to 1.42 % Increase in SPs;

Up to 1.17 % increase in SPs,

Safety stock and fleet size reduction with same performance level

Reduction in handling time

Some general consideration have been done regarding the influence of controllable and

uncontrollable factors on performance indicators

e Supplier Type | service level, SP,.

O

Supplier system days is the most influencing controllable parameter on
containers shortage

(Up to 52.81%)

Replenishment frequency is a determinant factor in limiting shortage

(Up to 20.44%)

Uncertainty on lead time is the most significant uncontrollable factor causing
shortages

(Up to 61.96%)

Counting error uncertainty is significant only when RFID accuracy is 98%

e Supplier Fill rate, SPs,.

O

O

O

Supplier system days SDsp is the most influencing controllable factor (45.66%)
Lead time uncertainty is the most significant uncontrollable factor (59.4%)

Counting error uncertainty is significant only when RFID accuracy is 98%
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e EW Fill rate, EWq),.

O

O

EW system days is the most relevant control factor (Up to 51.51%)

RFID strongly influences EW fill rate (Up to 33.03%)

Demand uncertainty is the most significant uncontrollable factor influencing
EWs,, both in base and best scenario.

Counting error uncertainty is significant only when RFID accuracy is 98%

5.2.2 Conclusion: Dataset 2

It is possible to conclude that RFID improves overall system performance for all the considered

accuracy levels. In particular the following potential improvements were found to be possible:

o EW,,improvement up to 10.02 %

e SPg; improvement up to 4.48 %

e SP, improvement up to 2.59 %

e Safety stock and fleet size reduction with same performance level

Some general consideration have been done regarding the influence of controllable and

uncontrollable factors on performance indicators

e Supplier Type | service level, SP;.

O

Supplier system days is the most influencing parameter for all the considered
accuracy levels (Up to 62.24%)

SDew is not a significant Factor

ULT and UD are not significant

RFID influences SPg; up to 28.59 %

e Supplier Fill rate, SPs,.

O

e}

Supplier system days SDsp is the most influencing parameter (Up to 40.39%)
RFID contributes up to 27.15 %
Again, SDgy is not a significant Factor

UE is the most significant factor
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e EW Fill rate, EWq),.
o SDsp is not a significant Factor (P-Value>>0.05)
o EW system days is the most relevant factor in the three cases (Up to 42.05%)
o RFID can influence EWs, up to 27.85 %

o UDis the most significant factor

5.2.3 Further Considerations
Based on the result obtained from section 4.7 and section 4.8, it is possible to conclude:

e RFID impact changes for different demand distribution types.

e Dataset 2 shows better improvement deriving from RFID. The shorter lead time results
in reduced variability because of Lead time uncertainty. This means that counting error
uncertainty is a more relevant source of variability that RFID can fix.

e Considering the entire container fleet, handling time could be reduced by 430 Hours per

year using RFID.

5.3 Recommendations and future improvements

It is possible to define the following areas of improvement for the present model:

e Multi-supplier case. In this work a single supplier has been considered. In real
world, the same container model can be shared by many different suppliers. It
would be interesting to extend the current model to a multi-supplier case.

e Material requirement Planning (MRP). Supplier Containers usage has been defined
based on Demand Data record, without simulating the actual Material Requirement
Planning (MRP) used by FCA.

e Different kind of RFID system can be simulated. For example, the application of
RFID to material handling equipment (such as Forklifts).

e Containers losses. The presented model does not consider containers losses.
Further work about the effect of fleet shrinkage on overall system performance
should be included.

e Full containers operations should be included in the model, to improve

effectiveness.
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5.3.1 Multi-supplier case
As mentioned before (see section 3.1.1) in a container pooling system, the same standard

container model can be shared among several supplier. In the present work, a standard
container was considered, but focusing on just one supplier (see section 3.1.5). Thanks to the
modularity of the present Simulation model, it is possible to extend it to a multi-supplier case,

according to Figure 5.1.

P

> .
- é S

S!..lpp[ler 1

i ﬂ M

EW

Supplier N '

Figure 5.1 Scheme for Multi supplier case

In particular, it would be interesting to consider all the suppliers serving the same plant with one
specific standard container model. In the following, necessary steps to extend the present

model to a multi-supplier case are presented:

o Define Parts demand for each supplier and convert to equivalent container demand
o Define Lead time for each supplier
e Define Replenishment frequency for each supplier

e Define total containers return rate
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Once those data are available, it is necessary to:

e Add necessary supplier model blocks

o Modify EW Operations manager (See section 3.2.1)

In particular, EW operations manager for the multi-supplier case, should be able to define

replenishment requirement for each supplier, considering Warehouse availability.

5.3.2 Material Requirement Planning
In the presented model, supplier containers replenishment has been simulated using an OUL

policy. On the other Hand, the actual system used by the OEM to define Supplier Parts
Requirement has not been simulated. Those requirements are based on a Material Requirement

Planning system, as depicted in Figure 5.2.

11-12-2000 Overdue | Week 1| Week 2| Week 3 | Week 4 |
Item:-Seal LT=2 55=0 LS =LFL UM =Each
Gross Requirement 0 0 0 135 0
Scheduled Receipl 0 50 0 0 0
Projected On Hand B0 110 110 0 0
Piojected Net Requirement 0 0 1 25 0
Planned Ordet Receipt 0 0 0 25 0
Planned Order Release 0 25 0 90 50

Figure 5.2 Example of MRP

According to (Gobetto, 2014), in a Material Requirements Planning (MRP) each product is
broken down in terms of subcomponent and relative base materials, according to what
established by the Bill of material (BOM). The MRP systems allow to plan the material demand,
both for semi-finished products that are purchased from the outside, and for semi-finished
products produced inside the company. Simulating the actual MRP system used by FCA NAFTA
would greatly increase the effectiveness of the model, since it would allow for a realistic

simulation of supplier containers needs.
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5.4 Concluding Remark

Even with its current limitations, this work wanted to provide some guidelines in understanding
impact of RFID in industrial scenarios. Thanks to the collaboration of FCA, it was possible to
study a real industrial problem, collecting data from the field and interacting with the
complexity of automotive supply chain. Even if this model is based on real world data, some
assumptions would need further investigations. For this reason, numerical results should not be

used directly, but to understand relevant trends and opportunities of using RFID.

We hope our work can be the starting point of an effective improvement of current containers
management combining simulation with field studies, in a broader effort of phasing automotive

industry supply chain to industry 4.0.

151



BIBLIOGRAPHY

A. Sarac, N. A. (2009). A literature review on the impact of RFID on supply chain management.
Working paper ENSM-SE CMP WP .

A. Ustundag, M. T. (2009). The impacts of Radio Frequency ldentification (RFID) technology.
Transportation Research Part E.

Baars, H., Gille, D., & Struker, J. (2009). Evaluation of RFID applications for logistics:a framework
for identifying, forecasting and. European Journal of Information Systems.

Basinger, K. (2006). IMPACT OF INACCURATE DATA ON SUPPLY CHAIN INVENTORY
PERFORMANCE. Thesis,Ohio state university.

Caratti, A. (2013). Material Logistics Management: Strategies and Methodologies Development
for Economic and Environmental Optimization. Thesis, University of Windsor.

Chism, C. (2010). Optimizing and Benchmarking Returnable Container Processes within an
Automotive. RTI scholar works.

Cisco. (2014). Wi-Fi Location-Based Services 4.1 Design Guide.

Cobb, B. (2016). Inventory control for returnable transport items in a closed-loop supply chain.
Transportation Research Part E.

Curtin, K. R. (2006). MAKING THE ‘MOST’ OUT OF RFID TECHNOLOGY: A RESEARCH AGENDA.
Information Technology and Management.

D.Dobkin. (2007). The RF in RFID. Elsevier.

Dutta, L. W. (2007). RFID and Operations Management:Technology, Value, and Incentives.
PRODUCTION AND OPERATIONS MANAGEMENT.

E.Fleisch, C. T. (2003). The Impact of Inventory Inaccuracy on Retail Supply Chain Performance:
ASimulation Study. Auto-ID lab white papers.

FCA NAFTA Corporate Material. (n.d.).

Foster, P., Sindhu, A., & Blundell, D. (2006). A Case Study to Track High Value Stillages using RFID
for an Automobile OEM and its Supply Chain in the Manufacturing Industry. Industrial
Informatics, 2006 IEEE International Conference on.

Gobetto, M. (2014). Operations management in the automotive industry. Springer Series in
Advanced Manufacturing.

152



Herrmann, S., Rogers, H., Gebhard, M., & Hartmann, E. (2015). Co-creating value in the
automotive supply chain: an RFID application for processing finished vehicles.
Production Planning & Control.

Holmqvist, M., & Stefansson, G. (2006). Mobile RFID: A Case from Volvo on Innovation in SCM.
Proceedings of the 39th Hawaii International Conference on System Sciences.

Huang, G, Li, J., Yuan, X., Gao, L., & Rao, Y. (2012). RFID-enabled real-time PBS monitoring for
automobile assembly factory. International Journal of Computer Integrated
Manufacturing.

J. Banks, J. S. (2005). Discrete-event system simulation. Pearson Education International.
Juels, A. (2005). RFID Security and Privacy: A Research Survey. RSA Laboratories.

K. Brown, R. I. (2001). Measuring the edects of inventory inaccuracy in MRP inventory and
delivery performance. PRODUCTION PLANNING & CONTROL.

Khan, O., Scotti, A., Leverano, A., Bonino, F., Ruggiero, G., & Dorsch, C. (2006). RFID in
automotive: A closed-Loop approach. Technology Management Conference (ICE), 2006
IEEE International.

Kim, J., Tang, K., Kumara, S., Yee, S., & Tew, J. (2007). Value analysis of location-enabled radio-
frequency identification information on delivery chain performance. International
journal of production economics.

Kirch, M., & Poenicke, O. (2015). Using the RFID Wristband for Automatic Identification in
Manual Processes-The RFID Wristband in the Automotive Industry. European
Conference on Smart Objects, Systems and Technologies, Article number 7156013.

Kleijnen, J. (2005). Supply chain simulation tools and techniques. International Journal of
Simulation and Process Modelling.

L.Thoroe, A. M. (2009). The impact of RFID on management of returnable containers . Electron
markets.

Lee, C. L. (n.d.). EXPLORING THE IMPACT OF RFID ON SUPPLY CHAIN DYNAMICS. Proceedings of
the 2004 Winter Simulation Conference.

Lunani, M., & Hanebeck, C. (2008). RFID-enabled returnable container management: Solution to
a chronic and wasteful automotive industry problem. IBM Global services.

M.Tajima. (2011). Designing and Deploying RFID Applications. INTECH.

Montevechi, J., Carvalho, R., & Friend, J. (2012). Discrete Event Simulations - Development and
Applications. INTECH.

153



Omni-ID. (n.d.). Retrieved from https://www.omni-id.com/active-rfid-tags/
Omni-ID. (n.d.). High Performance Passive RFID Tags. 2009.

P. Bowman, J. N. (2009). Reusable Asset Management Model. BRIDGE.
P.Meindl, S. (2013). Supply Chain Management. Pearson.

Rahmati, A., Zhong, L., Hiltunen, M., & Jana, R. (2007). Reliability Techniques for RFID-Based
Object Tracking Applications. Dependable Systems and Networks.

Sarac, A., Absi, N., & Dauzere-Peres, S. (2008). A simulation approach to evaluate the impact of
introducing RFID technologies in a three-level supply chain. Proceedings of the 2008
Winter Simulation Conference.

Saygin, C. (2007). Adaptive inventory management using RFID data. Int J Adv Manuf Technol.

Sharma, P. (2015). Discrete-Event Simulation. INTERNATIONAL JOURNAL OF SCIENTIFIC &
TECHNOLOGY RESEARCH VOLUME 4.

Sheffi, M. a. (2003). The Impact of Automatic Identification on Supply Chain Operations. The
International Journal of Logistics Management.

T.Kim, C. (2014). On the use of RFID in the management of reusable containers in closed-loop
supply chains under stochastic container return quantities. Transportation Research Part
E.

Tabanli, R., & Ertay, T. (2012). Value stream mapping and benefit—cost analysis applicationfor
value visibility of a pilot project on RFID investmentintegrated to a manual production
control system—a case study. Int J Adv Manuf Technol.

Twede, D., & Clarke, R. (2005). Supply chain issues in reusable packaging. Journal of Marketing
Channels.

Velandia, S., Kaur, N., Whittow, W., Conway, P., & West, A. (2016). Towards industrial internet
of things: Crankshaft monitoring,traceability and tracking using RFID. Robotics and
Computer-Integrated Manufacturing.

Visich, J., Li, S., Khumawala, B., & Reyes, P. (2009). Empirical Evidence of RFID Impacts on Supply
Chain Performance. Bryant Univeristy Management Department Journal Articles.

Wang, L. W. (2008). The simulated impact of RFID-enabled supply chain on pull-based inventory
replenishment in TFT-LCD industry. International journal of production economics.

Yang, Y., & Koh, R. (2002). Applications research . Auto-ID centertechnical report.

154



NAME:

PLACE OF BIRTH:

YEAR OF BIRTH:

EDUCATION:

VITA AUCTORIS

Benedetto Giubilato

Palermo, Italy

1993

University of Windsor, International M.A.Sc. in

Automotive Engineering, Windsor, ON, Canada, 2017

Politecnico di Torino, M.A.Sc. in Automotive

Engineering, Turin, Italy, 2017

Politecnico di Torino, B.Sc. in Automotive

Engineering, Turin, Italy, 2015

155



