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ABSTRACT 

Nanoporous materials are classified into three categories according to the pore sizes: 

microporous(< 2 nm ), mesoporous(2 – 50 nm), and macropores(> 50 nm). Due to their large 

surface to volume ratio and tunable pore size, nanoporous materials has gained significant 

research attention in recent years and has been used in many applications such as adsorbent, gas 

separation, catalysts, supercapacitors, drug delivery and so on. 

In this thesis, two aspects of nanoporous material application will be discussed. In the first part, a 

concept called capacitive Swing Adsorption (SSA) for carbon dioxide separation will be introduced. 

Unlike Pressure Swing Adsorption (PSA) and Temperature Swing Adsorption (TSA), SSA works at 

ambient conditions and utilizes charging and discharging of nanoporous carbon materials to alter 

the adsorption and desorption behaviors. In this thesis, an inexpensive gas separation device is 

built on top of the SSA concept. It is demonstrated that the device can reversibly capture and 

release CO2 from a flow of 15 % CO2 and 85 % N2 gas mixture with an energy efficiency on par with 

current CO2 capture techniques. With further optimizations, SSA will be promising concept for the 

next generation carbon dioxide capture technology. 

Nanoporous can be also used as unique starting materials for high-pressure material synthesis. 

To obtain high-pressure phases of materials, usually high-temperature high-pressure (HTHP), 

experiments are performed. Porous materials exhibit higher reactivity than their bulk 

counterparts during HTHP, thus reducing the pressure and temperature required to obtain a high 

pressure phase. Furthermore, the tunability of pore structures gives the potential to control the 

crystal size and morphology. The second part of the thesis will introduce a synthetic pathway to 

obtain two forms cubic boron nitride (cBN) materials: nanopolycrystalline cBN and single-
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crystalline cBN nanoparticles. In addition, it is also demonstrated that diamond nanowires can be 

obtained with the aid of a nanoporous alumina template.  
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1 Introduction to nanoporous materials 
 

1.1 Background on nanoporous materials 
 
The development of human history has always been accompanied with advancements in 

chemistry and materials science. Take porous materials for example, its earliest documented 

application appeared in 1500 BC, when the Egyptians used charcoal to eliminate odorous smell 

from infected human wounds. As early as 450 BC, the Hindu and Phoenicia people found that 

charcoal is useful for purifying drinking water, which is possible due to the porosity of carbon 

materials. Even though the ancient people were only able to find limited applications of porous 

materials without understanding the mechanism how they worked, it is undoubted that porous 

materials have shown crucial importance in many aspects. With the technological advancements 

today, we are able to scientifically understand porous materials and tailor them at the nanoscale 

to meet our demands.  

According to the International Union of Pure and Applied Chemistry (IUPAC), nanoporous 

materials can be classified into three categories: microporous (pore size up to 2 nm), mesoporous 

(pore size between 2 and 50 nm, meso- is the Greek for “in between”), and macroporous (pore 

size larger than 50 nm). The development of nanoporous materials originates from the study of 

zeolite materials. Zeolite is a family of materials microporous crystalline aluminosilicates first 

discovered by Swedish mineralogist and chemist Axel Cronstedt in 1756 when he heated an 

unknown silicate mineral and found the evolution of bubbles and gas steam. The mineral was 

then later named to zeolite, a Greek name for “bubbling stone”. The modern study of zeolite dates 

back to 1932 when McBain found that chabazite, a zeolite mineral was able to adsorb molecules 

that are smaller than 5 angstroms[16]. The subsequent scientific research found that chabazite 
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can effectively separate nitrogen and oxygen. Later on, Breck and co-workers had produced a 

series of zeolites[17], including zeolite A, zeolite X and zeolite Y and enabled the mass production 

of zeolites for separation and purification applications. With the development of modern 

characterization techniques such as X-ray diffractometers, scientists were able to determine the 

structure of zeolites by diffraction. The basic building blocks for zeolites are SiO4 and AlO4 

tetrahedrons. These building blocks are bridged by oxygen atoms to create porous three-

dimensional frameworks. Since zeolites can pass/block molecules by their size, they are often 

referred as “molecular sieves”.  

 

Due to the charge imbalance in the AlO4, there are counter ions in the pores to maintain neutrality. 

The counter ions can be alkali metal, alkaline earth metal, or ammonium, which make zeolites 

useful in ion exchange applications. If the cation is H+, then zeolite can act as Bronsted acid (proton 

donor), or the framework can be de-hydrolyzed to act as Lewis acid (electron donor). The acidity, 

Fig 1-1. Selected zeolite structures. From top to bottom: zeolite X and Y, ZSM-12, ZSM-5, ZSM-22. 

Ref[14] 
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combined with stability, high activity, and size selectivity have enabled zeolites to be used as 

petroleum cracking catalysts over conventional liquid phase acids.  

 

Due to the nature of zeolite formation, most zeolites have pores smaller than 2 nm, which limits 

their abilities to process larger molecules. For example, the small pore diameter limits the 

diffusion and penetration of long-chain hydrocarbons. In order to go around this issue, Charles 

Kresge from Mobil Corporation Laboratories synthesized the MCM (Mobil Composition of Matter) 

family silica materials M41S with a highly periodic mesoporous structure in 1992[18]. The key for 

forming a mesoporous material is the combination of a sol-gel process and surfactant self-

assembly. Depending on the synthesis conditions, the mesostructure can be hexagonal (MCM-41), 

cubic (MCM-48), or lamellar (MCM-50) and the pore size can range from 1.5 to 10 nm. Compared 

with zeolite materials, the MCM family materials have a highly ordered porous structure with 

significantly larger pore sizes. The original research paper by Kresge has triggered widespread 

studies about the synthesis application of mesoporous silica materials.  

Another notable milestone on mesoporous material research is the synthesis of SBA (Santa 

Barbara Amorphous) family mesoporous silica by Galen Stucky, including SBA-15 (hexagonal), 

SBA-16 (cubic), SBA-1 (cubic) and etc[19]. Compared with M41S, SBA has larger pore sizes from 5 

to 30nm and their pore channels are interconnected by micropores. Instead of using an ionic 

Fig 1-2. Bronsted and Lewis acid sites on zeolites. Ref[12] 
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surfactant in MCM synthesis, the SBA family used tri-block copolymer as pore-forming surfactants. 

With a similar route, the Zhao group was able to synthesize FDU (Fudan University) series 

mesoporous materials as well[20, 21].  

In addition to silicate materials, researchers also attempted to produce three-dimensional 

structured carbon in addition to 0D (fullerene[22]), 1D (carbon nanotube[23]), 2D (few layer 

graphite, later graphene[24]) structured carbons.  In 1999, Ryong Ryoo applied the concept of 

mold-casting to the nanoscale, using sucrose to infiltrate MCM-41 template and carbonizing the 

sucrose[25]. The template was then removed to obtain mesoporous carbon with a replicate 

structure of MCM-41. Later, the Dai group at Oak Ridge National Lab[26] and Zhao group[27] were 

able to make mesoporous porous carbon with tri-block copolymer surfactants as well. Tanaka et, 

al. was able to produce mesoporous carbon films using a spin coating with the concept of 

evaporation-induced self-assembly (EISA)[28, 29].  

Since the work in this thesis primarily relates to mesoporous silica and carbon systems, only these 

types of porous material will be discussed in this chapter. However, a wide range of nanoporous 

materials with other chemical components has been made, such as mesoporous metal oxides[30], 

mesoporous polymers[31], and metal-organic frameworks[32, 33]. A handful of information can 

be found about these systems in the related literature[34-36].   

1.2 Overview about synthesis of mesoporous materials 

 

1.2.1 Synthesis of periodic mesostructures using the soft-templating route  

 

Prior to the discovery of periodic mesoporous materials, mesoporous materials such as aerogels 

and pillared layer clay mostly showed disordered pore structure and broad pore size distribution, 

therefore there were attempts from both academia and industry to design and synthesize 

mesoporous materials with tailored mesostructure and uniform pore size distribution. The 
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breakthrough was made by Kresge and co-workers in 1992 produced M41S silica with 

cetyltrimethylammonium bromide (CTAB)[18]. Researchers then have proposed the formation 

mechanism of the mesostructure made by the soft-templated self-assembly route. By definition, 

self-assembly refers to the spontaneous organization of materials by non-covalent forces (for 

example, Van del Waals force, hydrogen bonding, electrostatic force etc.) without external aid[37, 

38].  The templates in these scenarios are structures of organic molecules around which a material 

(usually inorganic) nucleates and grows in a skin-wrapping pattern, and upon template removal, 

the structure and geometry are replicated by the inorganic material. There are different thoughts 

about whether the formation of the mesostructure follows a cooperative assembly route 

(precursor and surfactant assemble together) or “true” liquid crystal template route (surfactant 

first pack into structures, then precursor fills the void), however, in both cases the surfactant plays 

a vital role in structure formation. To obtain a mesostructure with the soft-templating approach, 

there are four conditions to fulfill: 1) the soft template must be able self-assemble into 

nanostructures, 2) there has to be at least one precursor which can interact with the template to 

form a framework, 3) the template must not decompose before the precursor transform to a rigid 

structure4) the ability for the precursor to form a highly crosslinked framework strong enough to 

support the porous structure without collapse[16].  

In the case of M41S silica synthesis, depending on concentration, surfactant structure and 

temperature, CTAB surfactants in the solution form micelles, which further pack into hexagonal, 

cubic or lamellar structures to reduce free energy. The anionic silicate species interact with the 

hydrophilic cations of the surfactant (CTA+) by electrostatic force to form layers around the 

surfactant micelles. Upon condensing, the silica framework is then captured as a fossil of the 
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surfactant micelles. Then, through calcining, the surfactant is removed to leave an ordered 

mesoporous silica product.  

In 1999, Moriguchi and co-workers extended the concept of liquid crystal templating to produce 

carbon materials with periodic mesoporous structure[1] (Fig 1-3). The carbon-yielding resol-

formaldehyde resin with negative charge interacts with the cation of CTAB, which leads to the 

mesostructure formation. Both lamellar and hexagonal phases were obtained by adjusting the 

ratio between resin and surfactant.  

 

Besides ionic surfactants, nonionic surfactants were also explored to form mesostructures. 

Compared with ionic surfactants, they have relatively low cost, low toxicity, and better 

degradability. The variability of non-ionic surfactants can lead to structures with different pore 

shape and geometry as well. Attatd and co-workers first demonstrated synthesis of 

mesostructure from nonionic surfactants by using C25H25EO8. The short chain surfactant created 

a mesoporous silica with 3 nm pore size[39]. In 1998, Stucky and co-workers obtained 

mesoporous SBA-15 with Pluronic P123 surfactant (Fig 1-4). The Pluronic surfactant is a family of 

Fig 1-3. CTAB templated synthesis of mesoporous carbon. Ref [1] 

Fig 1-4. Structural illustration of tri-block copolymer 
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surfactants made of poly (alkylene-oxide) block copolymer. Due to the longer chain length, the 

pore size of SBA-15 was much larger, up to 30 nm.  

The tri-block copolymer surfactant was also used to create a series of mesoporous carbon 

structures[13]. Usually, a phenol (resorcinol or phloroglucinol) and formaldehyde resin is used, 

since the fairly high carbon yield from the highly crosslinked aromatic framework. By hydrogen 

bond interaction, the resin interacts with the hydrophilic tail group of the surfactant to form 

different mesostructures. Due to the low stability and low carbon yield of the linear structure, the 

surfactant will decompose into small, volatile molecules at lower temperature (< 600 °C) and 

Fig 1-5. Preparation of mesoporous carbon with triblock copolymer and resin. Ref[13] 
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leaves nothing but void after decomposing and carbonization. Therefore, the carbon-rich resin 

can be converted to a porous carbon framework (Fig 1-5).  

 

In the soft-templating synthesis route of ordered mesoporous materials, the mesostructure 

formation is guided by surfactants[4] (Fig 1-6). Take CTAB for example, the ability of surfactant to 

form mesostructure is related to the critical micelle concentration (CMC).  At low concentrations, 

CTAB exists as free molecules. As the concentration rises, the surfactants assemble into micelles 

driven by surface tension and free energy. Then the micellar phase further transforms into 

cylindrical rods and further into a close-packed hexagonal array structure. As the concentration 

of surfactants further goes up, the mutually parallel rods are pushed into planar lamellar phase. 

In some cases, cubic structure is also observed[40].  

From the perspective of thermodynamics, the packing, and structure of micelles are governed by 

free energy. Tanford was the first to describe this topic mathematically by using opposing forces 

Fig 1-6. Phase diagram of CTAB in water. Ref[4] 
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to formulate a quantitative expression for free energy on micelle aggregation. Ninham and co-

workers proposed the concept of packing parameter to predict the size and shape of micelle 

aggregation with thermodynamic principles [41]. 

Molecular parking parameter contains three parts: the volume and length of the surfactant tail 

(v0/l0) and the surface area of the micelle hydrophobic core (a). Mathematically it is expressed as 

v0/al0. Sphere, cylinder, and bilayer structures are three common structures with known 

molecular packing parameters. The geometrical relationship of micelles containing g molecules 

can be listed in the following table 1-1[42].   

Packing Sphere Cylinder Lamella 

Volume of core V = 

gv0 

4πR3/3 πR2 2R 

Surface area of core A 

= ga 

4πR2 2πR 2 

Area per molecule a 3v0/R 2v0/R v0/R 

Packing parameter 

v0/al0 

0 ≤   v0/al0 ≤ 1/3 1/3 ≤  v0/al0 ≤ ½ ½ ≤  v0/al0 ≤ 1 

 

 

In Tanford’s model, the free energy is contributed by three factors: 1) the free energy arising from 

the surfactant tail’s contact with water or the hydrocarbon micelle core, 2) even though most 

surface area of the micelle core is covered by surfactant tails, there is still residual contact 

between the core and water, 3) the repulsive interaction and electrostatic interactions between 

headgroups at the micelle core. It is not the intention of this introduction to discuss the 

mathematical details for calculating the free energy and geometry, but the following conclusions 

Table 1-1. Geometrical relationships for spherical, cylindrical and lamellar micelles 
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summarized by R. Nagarajan can serve as a rule of thumb when predicting the micelle structure 

form surfactants[42].  

1. For non-ionic surfactants with ethylene oxide (EO) as headgroup, as the number of EO 

units increase in the headgroup, the micelle packing will favor lamellar, then cylindrical, 

and finally spherical packing.  

2. Ionic surfactants have stronger repulsion at the micelle core compared with non-ionic 

surfactant. So ionic surfactants will form smaller micelles compared with non-ionic 

surfactants with the same length. 

3. Adding salt to an ionic surfactant solution will decrease headgroup repulsion, leading to 

a larger packing parameter. So it is possible to transform from special micelles to 

cylindrical micelles by increasing the ionic concentration of the solution. 

4. Comparing double tail and single tail surfactants with the same area a, the packing 

parameter of double tail surfactants will be twice compared to that of single tail 

surfactants. So double tail surfactants form lamellar structure more easily than single tail 

ones. 

5. If aqueous-organic mixture solvent is used instead of water, the interfacial tension 

decreases, which will lead to a decrease in packing parameter. So lamellar micelles might 

transform to cylindrical or spherical micelles under such condition.  

 

The interaction between precursor and surfactants is also of great importance for the assembly 

of mesostructures[9]. Depending on charges of the surfactants, researchers have postulated 

several models. In the case of ionic surfactants, the interactions are primarily Columbic forces 

between two parties, which can be described by S+I-, S-I+, S+X-I+ and S-X+I-, where S is the surfactant 
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ion, I is the inorganic precursor (organic in the case of mesoporous carbon), X is the case where 

the counter ion is involved in the assembly, and the superscript refers to the corresponding charge. 

Later this notation is also used to describe non-ionic surfactants as well with S0I0 or N0I0. In some 

cases, there is also a direct formation of covalent bond between the surfactant and precursor, 

which is denoted as SI (Fig 1-7), for example, Ying synthesized SBA-15 like mesoporous niobium 

oxide (Nb-TMS1) by linking Nb(OEt)5 to long-chain amine surfactant (C12H25NH2) by NB-N bond[43]. 

 

 

 

1.2.2 Hard templated synthesis of ordered mesoporous materials 

 
In the soft templating route, a successful synthesis of the mesostructure depends on the precursor, 

the surfactant and the interaction between them, therefore many mesoporous materials cannot 

be obtained this way. A hard templating route, also known as nanocasting, is also widely used to 

create materials with periodic mesopores. In fact, the hard-templating route appeared before 

soft-templated synthesis.  The first hard-templated mesoporous carbon was reported by Knox 

and co-workers in 1983, where phenol-hexamine mixture was filled into silica gel with 

mesoporous structure. A disordered mesoporous carbon was obtained with high surface area. It 

was not until 1999 that Ryoo and co-workers obtained highly periodic mesoporous carbon CMK-

Fig 1-7. Schematic drawing of surfactant-precursor interaction models. Ref[9] 
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1 by hard templated route. MCM-41 type mesoporous alumosilicate with interconnected pore 

channels was used as the template and infiltrated with sucrose. At temperatures from 1073 to 

1373 °C, sucrose was carbonized with the aid of sulfuric acid catalyst. Then the silica template was 

removed by hot base solution, creating an inverse replica carbon framework of the mesoporous 

silica.  

In general, three steps are involved in the hard templating synthesis route: 1) infiltration of 

precursor material into the void spaces of templates, 2) Condensing of the precursor into a robust 

interconnected framework, 3) removal of the template by selective etching. To obtain a 

continuous mesoporous product, one critical prerequisite is the pore channel needs to be 

interconnected to avoid the collapse of the porous structure upon template removal (Fig 1-8). For 

instance, by using pure MCM-41 silica, mesoporous carbon cannot be obtained due to lack of 

interconnected mesopores. On the other side, SBA-15 shares the same hexagonal structure with 

MCM-41, but its pore channels are interconnected by micropores created by the calcination of 

poly (ethylene oxide) chains of surfactants. CMK-3 was successfully replicated from SBA-15 with 

a robust three-dimensional porous framework.  
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In the hard-templating synthesis route, the product structure can be controlled and tuned by the 

structure of templates. For example, by varying the hexadecyltrimethylammonium bromide 

(HTAB) to the surfactant ratio, Ryoo was able to produce mesoporous SBA-15 with tailor wall 

thicknesses between 1.4 to 2.2 nm, and the pore sizes of corresponding carbon materials can be 

controlled accordingly[44]. Due to the development of mesoporous silica with different structures, 

a number of mesoporous carbons were made, including cubic, body centered cubic, gyroid, and 

hexagonal structures. Therefore, with the synthesis of new nanoporous silicas, it is anticipated 

that nanoporous carbon with replicating structure will be produced as well.  

Fig 1-8. Top: casting concept at macroscale, Bottom: casting concept at nanoscale. Ref[3] 
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In addition to three-dimensional framework templates, colloidal silica spheres are explored as the 

template for porous carbon materials. Compared with mesoporous silica, colloidal silica is can be 

prepared with simple Stober methods and do not need complicated synthesis procedures. In 

addition, it is also available commercially at a relatively low cost.  In addition, the wide selection 

in particle diameter enables the synthesis of mesoporous carbon with tunable pore sizes. The first 

synthesis of ordered mesoporous carbon templated by silica spheres was reported by the Mallouk 

group at Pennsylvania State University.  Silica particles with 35 nm diameter were sintered under 

pressure to create an ordered inorganic template, divinylbenzene (DVB) and ethylene glycol 

dimethaccrylate (EDMA) was used as carbons source. After the carbonization of precursors, silica 

template was removed by HF, leaving a porous carbon replica. Due to different thermal 

contraction rate of DVB and EDMA, the pore size can be continuously varied from 15 to 35 nm[45]. 

Li and Jaroniec had also synthesized mesoporous carbon with commercial colloidal silicas with 

mesophase pitch as the carbon source to obtain a non-microporous carbon framework[46].  

 

1.2.3 Synthesis of disordered porous carbon materials 

 
In addition to the research and exploring of ordered mesoporous materials, there is significant 

interest in disordered porous materials as well with controlled pore sizes. Despite having 

disordered pore structure, the synthesis of disordered porous structures usually include fewer 

steps than that of ordered structures and the controlled pore size can still provide excellent 

properties for adsorption, separation and energy storage applications.  Kyotani and co-workers 

were able to synthesize mesoporous carbon from a carbon/silica nanocomposite, which was 

prepared by copolymerization of tetraethoxy silane (TEOS) and furfuryl alcohol (FA) in a sol-gel 

process. The silica component was removed by HF to obtain a carbon-only framework. The pore 

size distribution can be easily tuned by changing the TEOS/FA ratio and temperature (Fig 1-9).[8]  
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In a similar approach, Sayari also prepared mesoporous carbon with monodisperse pore size by 

co-condensing silica with a carbon source[7]. In Sayari’s approach, beta-cyclodextrin was used as 

carbon-yielding agent and co-polymerized with tetramethyl orthosilicate (TMOS) to produce a 

carbon-silicate hybrid monolith (Fig 1-10). In this case, cyclodextrin served as the pore forming 

agent for silica framework, and later as carbon source. After the etching of silica content, a carbon-

only framework was obtained.  

 

Fig 1-9. Pore size distribution of nanoporous carbon prepared from TEOS and FA. 

Ref[8] 
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Activated carbon (AC) is another important type of disordered nanoporous carbon.  AC is an 

amorphous carbon form which is treated from low-cost carbon sources to create porosity. The 

porosity of ACs is usually contributed by interconnected micropores smaller than 2 nm, leading to 

surface areas over 3000 m2/g[47]. A common carbon source for producing ACs is charcoal. More 

recently, there is also rising interest for producing ACs from agricultural products such as coconut 

shell, cotton stalks, durian shells, olive stones, wood and so forth[48]. Due to their low cost, high 

porosity and high surface area, over 275,000 tons of ACs are produced annually for industrial 

applications like water and air purification, food de-coloring, catalyst loading and so forth.  

The production of ACs from raw materials usually starts with a few pre-treatment steps, from 

crushing, milling to sieving the particles to the right mesh size, then followed by the activation 

step. There are primarily two routes for producing ACs: physical activation and chemical 

activation[49]. The former is generally a two-step treatment, where the carbonaceous content 

Fig 1-10. Nitrogen adsorption isotherm and pore size distribution of mesoporous carbon prepared from 

cyclodextrin and TMOS. Ref[7] 
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first undergoes a pyrolysis step at relatively low temperatures (< 700 °C) under protective 

atmosphere (Nitrogen), followed by activation by an activating agent such as carbon dioxide or 

steam[50], where carbon is removed by partial oxidation.  The activation temperature is chosen 

with respect to the specific carbon sources and oxidizing agents. Below is a typical experimental 

apparatus for physical activation of carbon using steam (Fig 1-11).  

 

 

In contrast, chemical activation is a one-step activation process by heating the precursor with 

activating agents together,  where pores are created by chemicals impregnating the precursor[51]. 

Common activating agents include KOH, H3PO4, K2CO3, ZnCl2, etc. Chemical activation is a well-

demonstrated method for producing ACs, however, due to a large number of variables such as 

Fig 1-11. Typical physical activation apparatus 1) Nitrogen gas feed; 2) flask heater; 3) water 

saturator; 4) tube furnace; 5) reaction chamber; 6) sample; 7) liquid waste collector; 8) 

furnace thermocouple; 9) sample thermocouple 10) temperature monitor; 11) temperature 

controller. Ref[15] 
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complexity of precursor, activating agent choices and so forth, the activation mechanism is still 

not well understood. For example, KOH activation of carbon is driven from a series of reactions at 

a wide temperature range. Otowa and co-workers have proposed that below 700 °C, the following 

reactions is responsible for carbon etching[52].  

                                                          2KOH → K2O + H2O                                                                  Eq. 1-1 

                                                           C + H2O → CO + H2                                                                                                       Eq. 1-2 

                                                           CO + H2O → CO2 + H2                                                                                                 Eq. 1-3 

                                                           CO2 + K2O → K2CO3                                                                                                       Eq. 1-4 

The main products of KOH activation include hydrogen, water, carbon monoxide, carbon dioxide, 

potassium oxide and potassium carbonate. KOH is first dehydrated into K2O at 400 °C, then carbon 

is removed by the reaction with water. The Linares-Solano group further studied the gas evolution 

process by temperature-programmed reaction (TPR) and further proposed another reaction 

about carbon etching[11]. 

                                        6KOH + 2C → 2K + 3H2 + 2K2CO3                                                                            Eq. 1-5 

At temperatures higher than 700 °C, the formed K2CO3 decomposes into K2O and CO2, where the 

CO2 can be further reduced to CO. The potassium content can be possibly reduced to metallic 

state as well.  

                                                          K2CO3 → K2O + CO2                                                                  Eq. 1-6 

                                                          CO2 + C → 2CO                                                                         Eq. 1-7 

                                                     K2CO3 + 2C → 2K + 3CO                                                                Eq. 1-8 

                                                    C + K2O → 2K + CO                                                                         Eq. 1-9 
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Wang and Kaskel summarized the mechanism of KOH activation to be three steps[47]: 1)  Initial 

removal of carbon content by redox reactions between potassium contents with carbon such as 

in reaction 1-5, 2) further development of porous structures by gas evolution reactions such as 

reaction 1-1, 1-7, 3) the intercalation of metallic potassium into carbon matrix to allow the 

expansion of carbon lattice as indicated in Fig 1-12. High surface area and porosity are generated 

after the removal of potassium species by washing.  

 

Depending on the choice of precursor material, activating method, activating agents and 

conditions, the porosity of ACs can be comprised of micropores, mesopores and sometimes 

macropores as depicted in Fig 1-13. In general, the surface area of ACs is mostly contributed from 

micropores, however, mesopores and macropores are also of vital importance since they provide 

pathways for molecules and ions to access the micropores. The internal surface of ACs is primarily 

made up of microcrystalline graphitic sites packed in a random order to form pores. This also leads 

to a relatively broad pore size distribution in ACs. From a chemistry perspective, the surface of 

ACs can be terminated by a variety of functional groups, for example, hydroxyl group, ketone 

group, and carboxylate group[53].  

Fig 1-12. Carbon lattice expansion from metallic potassium. Ref[11] 
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1.3 Common applications for nanoporous materials 

 
After over several decades of research and development, the properties of nanoporous materials 

have been gradually understood, giving rise to a number of applications in various field in 

chemistry and chemical engineering.  

1.3.1 The application of mesoporous material in catalysts  

 
When the Mobil researchers synthesized the M41S family materials, they were intended to 

substitute to zeolite materials for catalyst applications in the petroleum cracking industry, as the 

larger pore channels could lead to better diffusion kinetics and would fit large molecules as well, 

but the amorphous pore walls of mesoporous silica could not provide the hydrothermal stability 

required for petroleum cracking. However, the successful synthesis of order mesoporous 

materials triggered widespread research interest on mesoporous materials and subsequently lead 

to their applications in heterogeneous catalysis.  

Fig 1-13. Schematic illustration of hierarchical pore structure of activated carbon. Ref[10] 
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Generally, in a heterogeneous catalyst-driven reaction, several fundamental steps are involved as 

depicted in Fig 1-14. First, the reactants first diffuse to the catalyst and get adsorbed on the 

surface, then the chemical reaction happens on the surface. Afterwards, the products are 

desorbed from the solid surface to regenerate the catalysts for the next cycle. Since the reaction 

happens on the catalyst surface, materials with high surface area are strongly desired for such 

applications[54]. Mesoporous materials are good candidates for heterogeneous catalysts for the 

following reasons[2]: 1) Their high surface area can provide a large number of active sites for 

chemical reactions; 2) Their pore dimensions can be tuned during synthesis to provide selectivity 

of molecules based on size; 3) The ability to adjust the surface texture and functionalize the 

surface chemistry properties, i.e., hydrophobicity, hydrophilicity, polarity and so forth; 4) They 

are suitable for industrial applications due to relatively low-cost, non-corrosive and non-toxic 

properties.  

Fig 1-14. Catalytic cycle on solid mesoporous surface. Ref[2] 
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Pure mesoporous silica, despite having high surface area, has limited reactivity for practical 

applications, therefore it is often doped with heteroatoms (usually metal) or functionalized with 

surface groups to provide catalytic activity[55].  

For example, metal modified mesopores exhibit great catalytic properties for redox reactions, 

especially on the controlled oxidation of hydrocarbon molecules. In this case, redox catalysts are 

grafted onto the pore walls of mesoporous materials. Koner ad co-workers embedded copper 

complexes into MCM-41 using post-synthesis modification, which was applied as an oxidation 

catalyst for epoxidation of various olefin molecules such as styrene, cyclohexene, and cyclooctene 

using tert-butylhydroperoxide (TBHP) as an oxidant (Fig 1-15)[6].  

 

 

In addition to redox catalyst activity, mesoporous silica can also act as a solid acid catalyst. Pure 

siliceous framework does not exhibit any acid or base properties, so research efforts were put 

into incorporating heteroatoms like aluminum into silica framework to create active acid sites[55]. 

When aluminum substitutes silicon atoms in an isomorphic manner, AlO4- sites are created, and 

when the charge imbalance is compensated by H+ ions, the framework will show Bronsted 

acidity[56]. For example, Chmelka et al. have prepared SBA-15 type aluminosilicate using a 

Fig 1-15. Cu complex grafted MCM-41 for epoxidation of hydrocarbon molecules. Ref[6] 
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cooperative assembly of TMOS and aluminum chloride in the presence of hydrochloric with F127 

or P123 as surfactants, and the product with a Si to Al ratio of 72 showed improved catalytic 

activity for Friedel-Crafts alkylation compared with conventional zeolite Beta catalyst[57].  

 

1.3.2 Application of mesoporous material in drug delivery 

 
Due to their stable porous framework, continuous variable pore size and the ability to be surface 

modified, mesoporous silica has been adapted for drug delivery applications. The pioneering work 

in this field was contributed by Vallet-Regi and co-workers[58], where MCM-41 mesoporous silica 

with different channel sizes were synthesized with C16TAB and C12TAB templates and loaded 

with isobutylphenylpropanoic acid (Ibuprofen) to act as a reservoir for controlled drug delivery. 

Since then, a number of other drug molecules, including Diflunisal (Dolobid), Amoxicillin, 

Erythromycin, Alendronate, Cis-platin and so forth.  

Mazano and Vallet-Regi have summarized that mesoporous silica materials are suitable for 

biotechnological application due to the following properties[5]: 1) the high pore volume can 

provide confined space for large amounts of drug or biologically active species; 2) the large surface 

area can provide high potential for drug molecule adsorption; 3) the homogeneous porous 

structure with narrow pore-size distribution can ensure reproducibility during drug adsorption 

and release tests; 4) the pore walls of mesoporous silica can be easily modified for anchoring 

different drug molecules and enhanced control over drug loading and release (Fig 1-16).   
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1.3.3 Nanoporous materials for energy storage applications 

 
With the growing market of electronic devices and electric vehicles recently, there has been a 

strong demand for high power density energy storage devices. Nanoporous materials, especially 

Fig 1-16. Top: Functionalization of silica pore wall, Bottom: Drug loading. Ref[5] 
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carbon-based materials, are extensively studied for supercapacitors[3, 10]. The details of carbon-

based supercapacitors will be explained in Chapter 3.  

1.3.4 Nanoporous materials for high pressure chemistry 

 
In recent years, the Landskron group has found that nanoporous materials are excellent 

precursors for high pressure synthesis. Owing to their high surface area and porous structure, 

they usually exhibit higher reaction activity during high pressure reaction than their bulk 

counterparts. An overview of high pressure chemistry of nanoporous chemistry will be given in 

Chapter 5.  
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2 Characterization techniques for nanoporous materials and electrochemical measurements 

 
In order to investigate chemical and structural characteristics of nanoporous materials, a number 

of instrumental techniques are required, including but not limited to electron microscopes, gas 

adsorption techniques, diffractometers, potentiostats and so forth. This chapter will briefly 

describe the working principles of the instruments that are commonly used for the 

characterization of porous materials.  

2.1 Transmission Electron Microscopy 

 

Transmission Electron Microscopy (TEM) is a type of microscope using high energy electron beam 

as the light source for imaging. The first TEM was invented by Ruska and Knoll in Germany in 1933 

and later commercialized by Siemens in 1939, improving the image resolution up to 20 times 

compared with optical microscopes. Since then, the TEM technique has evolved into an important 

characterization technique in physics, materials science, chemistry, biological sciences and so 

forth[8].  The current state-of-the-art TEM, the TEAM 0.5 at Lawrence Berkeley National 

Laboratory, is able to reach an imaging resolution of 50 pm[9]. 

The most important parameter for microscopes is the resolution, i.e., the smallest distance 

between two points on the specimen that can be differentiated as two separate parts. For 

example, the average resolution of human eyes is 0.2 mm, which means we cannot distinguish 

two objects that are closer than 0.2 mm.  

The theoretical resolution of an optical microscope is limited by the wavelength of visible light, as 

described by Abbe’s equation: 

d =  
0.612∗ 𝜆

𝑛 sin 𝛼
                                                          Eq. 2-1 

where: 
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 d is the resolution 

 λ is the wavelength of the light source 

 n is the refractive index of the medium between the point source and lens  

 α is the cone half angle from the light source to the sample specimen. 

If the aberrations and astigmatisms are eliminated in an optical microscope, the resolution limit 

by diffraction is proportional to the wavelength of the light source. The wavelength of visible light 

is 390 – 700 nm, leading to a roughly 200 nm resolution limit for traditional microscopes. Scientists 

have tried to use ultraviolet light (UV) as the light source to improve the resolution, however, UV 

can only improve the resolution by a factor or 2. In addition to electron beams, X-ray was explored 

as the light source.    However, X-ray cannot be focused by electromagnetic lens, therefore it is 

much more difficult to make X-ray microscopes with high-resolution compared with electron 

microscopes[10]. 

According to the wave-particle duality theory proposed by Louis de Broglie, moving particles have 

wave-like properties and their wavelength can be described by the de Broglie’s equation:  

λ =
ℎ

𝑚𝑣
                                                                        Eq. 2-2 

where: 

 h is the Plank’s constant 

 m is the mass of the particle 

 v is the velocity of the particle. 

When an electron passes through an electric field, it will be accelerated, so the kinetic energy 

would be equal to the energy from the electric field. This can be stated as the following: 

E (eV) =  
1

2
𝑚𝑣2                                                         Eq. 2-3 
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By combining Eq. 2-2 and Eq. 2-3, assuming that electron mass does not change after acceleration, 

we can derive the wavelength of an accelerated electron beam: 

λ = √
𝑚

2𝐸
 
ℎ

𝑚
= √

ℎ

2𝐸𝑚
                                                     Eq. 2-4  

Putting the numbers and constants into Eq. 2-4, the wavelength of electron beam can be 

calculated as the following: 

λ =
1.23 

√𝑉
 𝑛𝑚                                                           Eq. 2-5 

where V is the accelerating voltage in volts. So the diffraction limited resolution of electron beam 

can be calculated as the following: 

d =  
0.753

sin𝛼∗ √𝑉
 𝑛𝑚                                                   Eq. 2-6 

since α in electron microscopy is generally very small, like 10-2, we can just substitute sin α with 

α, giving us the equation: 

d =  
0.753

𝛼∗ √𝑉
 𝑛𝑚                                                   Eq. 2-7 

where: 

 d is the diffraction limited resolution 

 α is the aperture half angle 

 V is the accelerating voltage in volts. 

So for an electron microscope operating at 200 kV, the theoretical resolution limit is 0.17 nm 

calculated from the equation, approximately 1,000 times better than optical microscopes. Based 

on the assumption, scientists were able to make transmission electron microscopy with the 

development of electromagnetic lenses for electron beams. 

The structure of TEM was analogous to that of a transmission optical microscope, as illustrated in 

Fig 2-1. A typical TEM is usually made with 3 sections, 1) the electron source, which is responsible 
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for generating and focusing the electron beam, 2) the imaging system, which contains a series of 

electromagnetic lenses to lead the beam pass the specimen and generate a highly magnified 

electron image and 3) the recording system, using fluorescent imaging plates to render the 

electronic image visible to human eye and recording the image by CCD devices. 

 

Light source Negative eV 

Cathode 

Aperture 

Condenser lens 

Specimen 

Objective lens 
Objective aperture 

Select area aperture 

Intermediate lens 

Projection lens 

Imaging plane 

Fig 2-1. Structural illustration of TEM compared with light microscope. Ref[4] 



 

35 

The electron source, cathode, is usually a tip shaped tungsten filament, on some higher end 

models, the electron gun can be Lanthanide hexaboride or field emission tips. The electron beam 

is then accelerated through a high voltage and then focused through the condenser lens and 

turned into a parallel beam and focused onto the specimen.   

The specimen is usually mounted on a copper mesh with a thin layer carbon coating. After the 

electron beam passes through the specimen, the objective lens focuses the beam into a real image 

that is further magnified by intermediate lens and objective lens. Modern microscopes are often 

equipped with one intermediate lens and one projector lens, to provide wider magnification 

ranges without the need to increase the column size to fit one large lens. 

After the image is finally adjusted and magnified, the electron beam falls on a fluorescent screen 

located in the imaging chamber to generate an image that is visible to human eyes. Modern TEMs 

are usually equipped with charge-coupled device (CCD) to record monochromatic electronic 

image to digital image for further processing and analysis. 

 

2.2 Scanning electron microscopy 

 
Unlike TEM, scanning electron microscopy uses a focused high energy electron beam to scan over 

the specimen surface and detects various signals that are generated by the electron beam, and 

processes the signals to digital images. The signals primarily come from the interaction between 

the incident electron beam and the specimen, therefore they contain information about the 

surface morphology, sample texture, chemical composition and so forth.  In a typical SEM 

application, data is generated over a selected area of the sample with a magnification from 50 X 

to 50,000 X. Some high-performance SEM instruments can reach a spatial resolution as low as 1 

nm[11]. 
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Similar to TEM, SEM is made from three sections as well, the electron source, the scanning system, 

and the detection system. After accelerator and condenser, the electrons from the gun is 

converged into a tiny beam, which is then scanned over the specimen surface in a zig-zag pattern 

under the control of the scanning coil. Signals generated from the scan is then collected by the 

detector and rendered into a scanning motion on the digital screen that is in synchronization with 

the electron beam moves (Fig 2-2).  

Accelerated electron beam with high kinetic energy is targeted towards solid sample. As a result 

of the electron-sample interaction, a number of signals are generated, as shown below. Both 

backscattered electrons (BSE) and secondary electrons (SE) are used for imaging purposes. BSEs 

Fig 2-2. Structure illustration of SEM. Ref[6] 
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are valuable for providing electron contrast between different phases and chemical compositions 

of the specimen while SEs are useful for surface morphology and structure.  X-rays are generated 

from inelastic collision between incident electrons and the orbital electrons of the specimen 

atoms. Therefore, characteristic X-rays can be used for element identification of the specimen (Fig 

2-3).  

 

 

2.3 Powder X-ray scattering 

 
X-ray is a type of electromagnetic wave that has wavelengths from 0.01 to 10 nm, it was first 

discovered by WC Rontgen in 1895. Later in 1912, the first X-ray diffraction image was taken from 

CuSO4·5H2O by Von. Laue and later in 1913, W. H. Bragg and W. L. Bragg derived Bragg’s law by 

studying X-Ray interaction with NaCl crystals[3].  

Auger electrons 

Back scattered 

 

Secondary electrons 

Absorbed electrons 

Fluorescence 

Characteristic X-ray 

Continuous X-ray 

Transmitted electrons 

Fig 2-3. Electron-specimen interaction of SEM. 
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The foundation of modern X-ray diffractometers can be illustrated by the drawing in Fig 2-4. An 

X-ray beam is generated by hitting accelerated electrons on a metal target (Usually Cu, Mo) to 

remove K-shell electrons from the orbital and as a result, X-rays with characteristic wavelengths 

are generated by electrons dropping back from L and M orbitals. The beam from the source 

(usually Cu Kα) incidents the sample with an angle of θ, and is then scattered by the sample. The 

detector (scintillation counter) is placed at the angle 2θ to the beam source so it is always 

detecting the beam reflected from the sample. 

 

The working foundation of X-ray diffraction is built on Bragg’s Law in Fig 2-5. There are some basic 

assumptions in deriving the Bragg’s equation: 1) Crystals are made of atoms repeating periodically, 

so   2) X-ray can hit different facets of a crystal due to its penetrating abilities, 3) Since the source 

and detector is so far away from the sample compared with the interplanar spacing so the incident 

beam and reflected beam can both be considered as parallel beams.  

Fig 2-4. Principle of X-ray diffraction. Ref [2] 
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When a beam of parallel X-rays hit a series of crystal planes (hkl) at an angle of θ, the beam is 

reflected by each individual crystal plane. Considering the beam hitting two adjacent planes A1 

and A2, assuming the interplanar spacing is d, the optical path difference (OPD) can be calculated 

as: 

δ = ML + LN = 2dsinθ                                                 Eq. 2-8 

For the two beams to interfere constructively, the OPD has to satisfy the following condition: 

δ = nλ                                                                   Eq. 2-9 

combining the two equations, we can get  

2dsinθ = nλ.                                                           Eq. 2-10 

So when the incident angle fits the criteria for the Bragg’s law, an X-ray diffraction peak would 

occur and be recorded by the detector. So crystals with different space group would have X-ray 

diffractions at different 2θ angles. Even if two crystals share the same space group and structure, 

their structure factors will lead to diffraction patterns. For this reason, XRD is widely used for 

identifying crystal phases of materials.  

 

2.4 Small angle X-ray scattering techniques 

 

Fig 2-5. Bragg’s law illustration. Ref[3] 
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In addition to wide angle X-ray diffraction, small angle X-ray diffraction (SAXS) is another 

important technique for the characterization of porous materials on the mesoscale.  According to 

the Bragg’s Law mentioned above, the lattice constant is inversely proportional to the scattering 

angle. Conceptually, SAXS operates according to the same principle as wide-angle X-ray diffraction.  

 

In comparison, wide-angle X-ray scattering (WAXS) or usually measures the diffraction from 10° 

to 90°, which can reveal information about crystal structure and atomic arrangements, on the 

other hand, SAXS measures within the regime where the scattering angle (2θ) is usually less than 

5°, therefore the measurement gives evaluation of the structure up to tens of nanometers. For 

example, in Fig 2-6, the lattice constant dk in mesostructures is on the order of nanometers.  

In addition, SAXS is capable of determining the structures for a number of other systems as well, 

including non-porous nanoparticles, micelles, proteins, etc. In some scenarios, the Cu radiation 

source can be substituted by synchrotron sources to gain additional sensitivity. However, this is 

beyond the scope for this thesis.     

Fig 2-6. Lattice parameter dk of MCM-41 and SBA-15. Ref[5] 
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2.5 Gas adsorption techniques 

 
Adsorption is a phenomenon that is observed and utilized by humans since ancient times. For 

example, wood charcoals are utilized for purifying and decolorizing water and sugars. C. Sheele 

performed the first scientific study of adsorption of gas on charcoals in 1773. A. Fontana reported 

the observation that charcoal can adsorb a certain amount of gases after degassing in 1777. In 

the 20th century, the adsorption phenomenon was studied further after the discovery of synthetic 

zeolites.  

From a scientific point of view, adsorption can be defined as the phenomenon that gas or liquid 

molecules adhere to the surface of a solid material, where the solid is referred as the sorbent and 

the gas or liquid is referred as the sorbate. With the advancement of modern study of condensed 

state and interface science, gas adsorption is gradually understood from the molecular level and 

developed into a powerful characterization technique of solid materials. The kinetic diameters of 

some gas molecules are very small as listed below in Table 2-1. Since they have extremely small 

diameters and can move freely they can enter nanopores. Gas adsorption to the nanopores can 

be used to characterize the internal surface and porosity of porous materials. This is particularly 

useful for disordered porous materials since they are more difficult to characterize by electron 

microscopy techniques. In addition, adsorption measurements can provide a macroscopic 

average measurement of pore sizes compared with microscopy techniques which are local 

techniques.  
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Gas molecule Kinetic diameter(Å) 

CO2 3.3 

N2 3.76 

H2 2.89 

Kr 3.6 

                                         

                                                 Table 2-1.  Kinetic diameters of gas molecules. 

 

The amount of gas molecules adsorbed on a solid surface is a function of temperature, pressure, 

and the interaction between adsorbate and the adsorbent. For a specific gas-solid system at a 

given temperature, the adsorption uptake is only dependent on the pressure, and the 

measurement of the gas uptake as a function of pressure is called an adsorption isotherm. 

In this work, the gas adsorption isotherm was measured by a Quantachrome AS-1 surface area & 

pore size analyzer. Solid sorbent sample was first degassed in a vessel by heating in vacuum. The 

heating temperature was chosen so that the sample is degassed sufficiently without structural 

damage. Afterwards, the vessel was transferred to the measurement station where it was cooled 

to cryogenic temperature (usually 77K), then a series of small doses of sorbate gas was added to 

the sample vessel while pressure change in the vessel was constantly monitored. The volume of 

gas adsorbed on the sample was calculated from the pressure change after each dose since there 

is a direct relationship between pressure and volume. The adsorption uptake was measured with 

the pressure up to the saturated vapor pressure (p0) of N2 at 77K. Then the adsorbed amount is 

plotted against the relative pressure (p / p0) to obtain an adsorption isotherm curve.   

There are various types of adsorption isotherms for gas molecules on solid surfaces. Brunauer, 

Deming, Teller, and Sing et, al have classified the adsorption isotherms into six categories 
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according to the adsorption curve (Fig 2-7). In reality, most adsorption isotherms are different 

combinations of one or more types of curves listed in the classifications. 

  

 

 

Zeolites and many activated carbons with very small micropores usually exhibit type I isotherm. 

The steep rise of adsorption curve in the low pressure region indicates that most of the adsorption 

happens inside the micropores where the adsorption potential is very large.  In addition, this type 

of isotherm is also observed when there is a strong interaction between the gas molecules and 

sorbents, for example, carbon monoxide and hydrogen adsorption on metal surfaces.  

A type II adsorption isotherm is commonly observed when multi-layer gas adsorption happens on 

a non-porous solid surface, e.g., N2 on the metal oxide surface. At p/p0 = 0.3 (point B), the slope 

Fig 2-7. Type of isotherms. 
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change on the adsorption curve indicates that a monolayer of gas molecules has been adsorbed 

on the surface. As the pressure increases, multi-layer adsorption occurs. 

A Type III isotherm is seen when the adsorbate gas has a low affinity with the sorbent surface, i.e., 

the interaction between the gas molecules is stronger that that between gas molecules and solid 

surfaces, for example, water vapor adsorption on hydrophobic graphite surface. At low pressures, 

the adsorption uptake is very low and rises when the pressure increases.  

A type IV isotherm is typical for mesoporous and macroporous solids. If the sorbent has 

micropores or the affinity of the sorbate molecules is high, the adsorption curve exhibits a similar 

pattern with type II isotherm at low pressure regions. When the pressure goes above p/p0 = 0.4, 

the gas molecules condense inside the mesopore in a liquid state, which is called capillary 

condensation, resulting in a steep rise in the adsorption curve. After the adsorption is finished at 

p = p0, the desorption curve does not exactly fit the adsorption curve but shows an adsorption 

hysteresis. Since the hysteresis happens at the pressure corresponding to mesopores, it is very 

useful for determining size, distribution and geometry of the mesopores. There are several 

theories to explain different types and origins of hysteresis. Zsigmondy has proposed that 

adsorption is a process of wetting the pore surface while the desorption process is a process of 

liquid exiting the surface so the hysteresis is caused by the difference between the contact 

angle[12]. Kramer and McBain used an ink bottle model to describe the hysteresis. Foster and 

Cohan had a more general explanation of this phenomenon by establishing a mathematical model 

for the liquid meniscus forming during adsorption and desorption[13]. There are also many other 

models for explaining the hysteresis. For the sake of simplicity here, the ink bottle model will be 

described here.  

In the adsorbed state, gas molecules in the pores are in liquid form, therefore the pore-adsorbate 

interaction can be described by the Kelvin equation, as depicted in Fig 2-8.  
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ln
𝑝

𝑝0
= − 

2𝛾𝑉𝑚

𝑟𝑅𝑇
𝑐𝑜𝑠𝜃,                                                   Eq. 2-11               

where: 

 p is the saturated vapor pressure inside the capillary, 

 p0 is the saturated vapor pressure when the liquid surface is flat, 

 𝛾 is the surface tension of the liquid, 

 r is the radius of the capillary, 

 Vm is the liquid molar volume, 

 R is the gas constant, 

 T is the temperature. 

θ 

r 

Fig 2-8. Parameters of Kelvin equation. 
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According to Eq. 2-11, the saturated vapor pressure p inside the capillary is lower than p0 on a flat 

surface, causing the capillary condensation phenomenon inside mesopores and macropores. In 

an ink bottle pore model in Fig 2-9, the adsorption first happens at the bottle with a radius of Rb, 

and the desorption first happens at the neck with a radius of Rn. Due to the difference in Rh and 

Rb, the desorption pressure is going to be smaller than the adsorption pressure, creating the 

hysteresis in the isotherm curve.  

 

A type V isotherm is generally the same as a type IV except at low pressure, where the adsorbate 

has a low affinity towards the adsorbent, and a type VI isotherm is a very rear step-wise 

adsorption curve which is seen when a non-polar molecule adsorbs on a non-porous solid link 

nitrogen on graphitized carbon.  

In order to interpret information about the surface area, pore size, and pore distribution of 

mesoporous materials, a variety of theoretical models have been developed. Among which, 

Langmuir and BET theories are the most widely used models to calculate the surface area of 

Fig 2-9. Ink-bottle pore model. 
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porous materials. Langmuir derived an equation to describe the relationship between adsorption 

capacity and pressure with the following assumptions: 

1） The adsorption is only monolayer, i.e., only a single layer of gas molecules covers the solid 

surface, 

2） The sorbent has a uniform surface, and there is no interaction between the sorbate 

molecules. 

Assuming the portion of the surface covered by gas molecules is θ, then the blank area is (1 - θ). 

So the speed of adsorption and desorption can be described as 

𝑟𝑎 = 𝑘𝑎𝑝(1 − 𝜃),                                                      Eq. 2-12 

𝑟𝑑 = 𝑘𝑑𝑝𝜃,                                                             Eq. 2-13 

respectively. At equilibrium, the rate of adsorption and desorption is the same, so 

θ =  
𝑘𝑎𝑝 

𝑘𝑑+ 𝑘𝑎𝑝
.                                                                  Eq. 2-14 

 

 

Fig 2-10. Langmiur plot. Ref[7] 



 

48 

The Langmuir plot is based on the assumption of monolayer adsorption and ideal gas behavior, 

which may not be valid in real applications. 

Based on the idea of Langmuir theory, Brunauer, Emmett and Teller have extended the model 

from monolayer adsorption to multilayer adsorption[7]. The first layer of gas molecules covering 

the solid surface is still driven by the interaction by the chemical potential between the gas 

molecules and solid molecules. From the second layer and onwards, the adsorption is driven by 

the interaction between the gas molecules, so the heat of adsorption is close to the heat of 

condensation of the gas molecules. At equilibrium, the adsorption capacity is the sum of all layers 

of gas molecules. Applying these modifications to Langmuir equation, the BET equation can be 

derived as the following: 

V = 𝑉𝑚
𝐶𝑝

𝑝𝑠−𝑝
 
1−(𝑛+1)(

𝑝

𝑝𝑠
)
𝑛
+𝑛(

𝑝

𝑝𝑠
)𝑛+1

1+(𝐶−1)
𝑝

𝑝𝑠
−𝐶(

𝑝

𝑝𝑠
)𝑛+1

,                                      Eq.2- 15 

where Vm is the volume of gas needed for monolayer coverage and ps is the saturated vapor 

pressure at the given temperature, n is the layer of adsorption, C is the constant associated with 

adsorption heat. 

If n = 1, the BET equation simplifies into the Langmuir equation. 

If n is infinite, then (p/ps)n is 0, the equation can be simplified into 

𝑝

𝑉(𝑝𝑠−𝑝)
= 

1

𝑉𝑚𝐶
+ 

𝐶−1

𝑉𝑚𝐶
 
𝑝

𝑝𝑠
.                                                  Eq. 2-16 

Plotting p / V(ps – p) against p/ps gives Vm, leading to the calculation of BET surface area 

S =  
𝐴𝑚𝐿𝑉𝑚

22.4 𝑑𝑚3𝑚𝑜𝑙−1
,                                                        Eq. 2-17 

where Am Is the cross section area of the gas molecule. It is noteworthy this equation only applies 

at partial pressures between 0.05 - 0.35. If the pressure is too low, then monolayer adsorption 

might not have completed yet, and if the partial pressure is higher than 0.35, capillary 
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condensation in the mesopores could already take place, breaking the multi-layer adsorption 

equilibrium.  

In addition to surface area, pore volume and pore size distribution can also be obtained from the 

gas adsorption isotherm. The pore volume can be simply calculated from the volume of gas vapor 

adsorbed at the saturated vapor pressure when p / p0 is close to 1. Since the sorbate molecules 

are condensed into liquid state inside the pores, the pore volume can be calculated accordingly.  

 The pore size distribution, however, is more complicated to calculate. A widely used method for 

calculating pore size was developed by Barrett, Joyner, and Halenda (BJH), for the evaluation of 

cylindrical shaped porous materials by simply considering the capillary condensation in the pore 

channels.   

Because the pore shape was assumed to be cylindrical, pore size can be calculated from the Kelvin 

equation: 

r =  
−2𝛾𝑉𝑚

𝑅𝑇𝑙𝑛
𝑝

𝑝0

,                                                                Eq. 2-18 

where 𝛾 is the surface tension of the sorbate molecule at the temperature T, Vm is the molar 

volume of the sorbate.  

The development of modern computers has enabled scientists to analysis the pore size by 

computational simulations. Since the interaction between gas molecules and sorbents are driven 

by potentials, the computational method aims to simulate an isotherm curve close to the 

measured curve, by changing different thermodynamic parameters like the affinity of the gas 

molecule and solid surface, the shape of the pores, isotropy and anisotropy of the molecules and 

so on. For example, Saito and Foley proposed a method for cylindrical porous materials by 

modeling 5 physical parameters to fit the adsorption curve[14]. The development of DFT theory 
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and Monte Carlo algorithm has enabled more accurate evaluation of porous structure by using 

more complicated functions and parameters[12].  

 

 

2.6 Electrochemical measurement methods 

 
Electrochemistry is an interdisciplinary subject studying chemical reactions that are subjected to 

electric voltage and current.  Electrochemical characterization methods are of practical 

importance when determining the electrochemical behaviors of the SSA systems, including the 

capacitive behaviors and energy efficiency during sweeping. The characterization of 

electrochemical systems involves a potentiostat, which controls the voltage between a working 

electrode and a counter electrode while monitoring the current flow as shown in Fig 2-11.  

 

 

Fig 2-11. Structure of potentiostat. Ref[1] 
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The electrochemical measurement in this work is done by using a Gamry Ref 3000 series 

potentiostat. The Gamry can also work in a galvanostatic mode, in which it controls the current 

input between the working electrode and counter electrode while recording the voltage between 

them.  

 

 

 

A three-electrode configuration is typically used in an electrochemical measurement, using 

working electrode, counter electrode and reference electrode such as Ag/AgCl electrode, 

saturated calomel electrode (SCE), as shown in Fig 2-12. The reference electrode can provide a 

stable electrode potential and does not charge during the measurement, so it can be used for 

providing accurate measurement of electrochemical potential. For this reason, three-electrode is 

preferred in electrochemical measurements. However, most of the work in this paper is 

completed in a two-electrode configuration where only working electrode and counter reference 

electrode is included.  This setup allows the measurement of electrochemical behaviors across 

the whole assembly, where accurate and fine measurement of potential is not critical. The two-

Fig 2-12. 2-electrode setup and 3-electrode setup. 
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electrode setup is commonly used when evaluating energy storage devices in a whole assembly, 

such as electrochemical batteries, capacitors, fuel cells, solar panels and so on.  

2.6.1 Cyclic voltammetry 

 
Voltammetry was developed first in 1922 by Heyrovsky and has become a fundamental and 

versatile analysis method used for studying various types of electrochemical systems. The basic 

technique is to measure the current response at a given potential. Usually, in a voltammetry, the 

voltage of the working electrode is ramped up in a linear pattern versus time and after the set 

potential is reached, it is swept in the opposite direction to the starting voltage, the current 

recorded during the voltage scan is then plotted against the sweeping voltage to obtain a 

voltammetry. Cyclic voltammetry(CV) is the repeated voltammetry scanning on the assembled 

electrochemical cell. 

 

 

 

 

Fig 2-13. Theoretical CV graph of an ideal EDLC with 3 Farads capacitance. Ref[1] 
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The CV plot of ideal EDLCs shown in Fig 2-13 is a near rectangular shape with constant charging 

and discharging current, the slight drop at the end of charging cycle due to equivalent series 

resistance (ESR). The current response to voltage input is almost instant since the charge is stored 

electrostatically on the electrode with no red-ox reaction happening. Since there is no kinetic 

factor in the case of ideal EDLC, the electrical double layer forms almost instantly after the voltage 

ramping begins, then current remains a straight line with a slope of 0 until the voltage goes in the 

opposite direction. The capacitance can be derived from the following way: 

C =  
𝑄

𝑉
= 

𝐼𝑡

𝑉
=  𝐼 

𝑡

𝑉
= 

𝐼

𝑠
                                                        Eq. 2-19 

where Q is the charge, V is the voltage, I is the current and s is the scanning speed. 

According to the equation, for a given EDLC with a fixed capacitance, the current is proportional 

to the scanning speed.  

However, real-world capacitors are not perfectly ideal EDLCs, and the calculated capacitance is 

dependent on the scanning speed. Generally speaking, higher scanning speed will yield a lower 

capacitance and vice versa. This is because in real-world EDLCs, the electrolyte ions have to diffuse 

from the bulk electrolyte to the electrode surface to form the double layer, which is governed by 

multiple factors, like the electrolyte viscosity, pore geometry of the electrode, surface roughness 

and so forth. With a slower charging current, the electrolyte ions will be allowed to diffuse into 

the pore surface more thoroughly, creating a higher capacitance.  So usually a series of scanning 

speed is chosen to evaluate the behavior of the EDLC versus scanning speed and an appropriate 

current density for the system, also to find a balance between capacitance and measurement time. 
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Shown in Fig 2-14 is a real-world example of commercial EDLC CV scan with a speed of 100 mV/s. 

The capacitor here shown is a 3F EDLC from Nesscap, part no ESHSR-0003C0-002R7. The CV curve 

is deviated from the ideal curve due to the diffusion resistance during the initial charging and 

double layer formation step. The same applies for the curve at the end of the charging cycle while 

the voltage goes to an opposite direction.  

In this scenario, since the charging curve and discharging curve is not completely flat, the 

capacitance can be calculated from integration of a segment from the charging curve. 

dQ = C dV, 

 ∫ 𝑑𝑄
𝑡2

𝑡1

=  𝐶 ∫ 𝑑𝑉
𝑡2

𝑡1

, 

 𝐶 =  
𝛥𝑄𝑡2 − 𝑡1

𝛥𝑉𝑡2 − 𝑡1
                                                               Eq. 2-20 

By choosing an appropriate segment, the capacitance of the Nesscap capacitor can be calculated 

to be 3.195 F by this method.  

Fig 2-14. CV curve of Nesscap ESHSR-0003C0-002R7. Ref[1] 
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In addition to capacitance measurements, cyclic voltammetry can be used to study other 

electrochemical systems as well. For example, an electrochemical red-ox reaction will generate a 

peak in the CV curve. However, such applications are beyond the scope of this work. 

 

2.6.2 Galvanostatic charge/discharge measurements 

 
 
Unlike CV, galvanostatic charge-discharge measures the voltage response of an electrochemical 

system with a constant current. In this case, pre-set current is flown into the capacitor electrodes, 

and the voltage change of the EDLC is recorded and plotted against time. After the voltage of the 

system has reached the preset voltage limit, current is then withdrawn from the capacitor until 

the voltage reaches the lowest set limit. Repeated scanning is called cyclic charge-discharge (CCD), 

which is used commonly to evaluate the cycle life, capacitance and power efficiency of an EDLC. 

The choice of charge/discharge current can also have an impact on the capacitance and energy 

efficiency, due to the diffusion kinetics mentioned above. A higher current will result in lower 

capacitance and efficiency while lower current will lead the opposite direction. 

 

 

Fig 2-15. Ideal cyclic charge discharge for an EDLC.  Ref[1] 



 

56 

Shown in Fig 2-15 is a CCD curve of a nearly ideal EDLC curve.  The lighter, horizontal curve 

represents current to the capacitor while the triangle shaped darker curve represents the voltage. 

The capacitance can be calculated from the slope of the curve as the following: 

C = I 
𝑑𝑡

𝑑𝑉
.                                                                       Eq. 2-21 

Energy efficiency can be calculated from CCD as well. In the charging cycle, energy put into the 

capacitor can be calculated by the integration area of the voltage with time and energy retrieved 

from the discharge curve in the same way.  

𝐸𝑐ℎ𝑎𝑟𝑔𝑒 = ∫ 𝑝 𝑑𝑡 =  𝐼 ∫ ∫ 𝑑𝑣 𝑑𝑡                                            Eq. 2-22 

𝐸𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 = ∫ 𝑝 𝑑𝑡 =  −𝐼 ∫ ∫𝑑𝑣 𝑑𝑡                                            Eq. 2-23 

Then the efficiency is obtained by dividing the retrieved energy by the input energy. In an ideal 

EDLC, the energy efficiency would be very close to 100%.  

In reality, the CCD behavior of EDLCs is not always ideal. Shown in a Fig is the CCD of a non-ideal 

supercapacitor that has low power efficiency. The result is obtained from a Nesscap ESHSR-

0003C0-002R7 EDLC damaged by overvoltage as an extreme example in Fig 2-16.  

 

Fig 2-16. Cyclic charge discharge curve of damaged EDLC.  Ref[1] 
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The behavior of this specific ELDC far from idea. The charging curve of the capacitor is closer to 

an exponential curve than a linear curve, which is caused by high self-discharge of the capacitor. 

There is also a noticeable voltage drop after at each half cycle, called the IR drop. This resulted 

from high equivalent series resistance (ESR) of the EDLC. The ESR is contributed from multiple 

factors, including the contact resistance between the current collector and the carbon electrode, 

and the diffusion resistance of the electrolyte. These non-ideal behaviors decrease the 

capacitance and energy efficiency of EDLCs but in reality, it is not possible to eliminate them.  
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3 Carbon dioxide capture and concept of Supercapacitive Swing Adsorption 

 

3.1 Global warming caused by carbon dioxide 

 
In the past three decades, the global surface temperature has been increasing steadily at a rate 

of 0.2 °C per decade[13].  Global warming could cause natural disasters such as glacier melting, 

desert expansion, decreased crop productivity and so forth[17]. It is one of the most serious 

environmental issues that humanity is facing today. This phenomenon is a long-term process 

associated with natural fluctuations in climate. However, human activity also has great influence 

as well. 

 

Fig 3-1. The rise of atmospheric CO2 concentration since industrial revolution. Source: [5] 
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For centuries, the volume percentage carbon dioxide concentration in the atmosphere has stayed 

at a steady 0.028% (Fig 3-1), but after the industrial revolution, it started to increase dramatically 

by 40%, reaching 0.040% in mid-2013, and the global average temperature has increased in a 

similar pattern (Fig 3-2). Carbon dioxide is believed to be the major cause of global warming since 

it absorbs energy from infrared radiation. Therefore the energy is trapped in the atmosphere， 

 

The Sun has a surface temperature at around 6000K and emits short-wave radiations in the range 

of 0.2 – 4 μm, while the earth with a surface temperature of 255K radiates in the range of 4-100 

μm. Carbon dioxide is an inefficient short wave absorbing molecule but it captures the longwave 

emitted by earth surface, then the CO2 molecules absorbs the energy emitted from the earth 

surface. Therefore the increased carbon dioxide concentration in the atmosphere can be the 

cause of global warming issue [18, 19].  

 

Fig 3-2. Global average temperature trend. Source:[5] 
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The increase in carbon dioxide concentration is tightly associated with the consumption of fossil 

fuels, including coal, petroleum, natural gas and so forth[16]. Over the past several decades, over 

three-quarters of CO2 emissions came from the combustion of fossil fuel. To reduce the carbon 

emissions, various approaches have been evaluated and adopted, including the following[20]: 

 Improving the heat efficiency of power plants; 

 Selecting fuel with low carbon contents, such as hydrogen and natural gas; 

 Build renewable energy infrastructures like solar and wind energy; 

 Carbon dioxide capture and sequestration (CCS). 

 

With the development of human society, the global energy demand is expected to increase by 

2.8 % per year (Fig 3-3). Although renewable energy is projected to grow steady over the next few 

decades, fossil fuel will still provide over 60% of generated electrical energy worldwide, due to its 

high abundance, low cost, and well-established global trading markets. Additionally, the transition 

to clean energy sources is hindered by their inherent limitations[21]. For example, solar energy 

Fig 3-3. Worldwide demand for power. Source:[3]  
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still has relatively high capital investment and low efficiency, water, and wind energy are severely 

limited by locations, and nuclear energy rose safety concerns in recent years especially since the 

Fukushima Daiichi nuclear disaster in 2011[22, 23].   

3.2 Carbon capture and sequestration techniques 

 
Due to these limitations, carbon capture and sequestration (CCS) techniques have gained 

significant attention. CCS captures CO2 emissions from fossil fuel power plants and stores it in 

compressed cylinders for further utilization. The general scheme for CCS is illustrated in Fig 3-4. 

Depending on the combustion and capture methods, it can be divided into oxy-fuel combustion, 

pre-combustion capture, and post-combustion capture.  

 

 

Fig 3-4. Overview of CCS techniques. Ref[15] 
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3.2.1 Oxy-fuel combustion 

 
Oxy-combustion uses oxygen rather than air as oxidizing agents for the combustion to obtain 

exhaust gas with high carbon dioxide concentration. In this process, oxygen is usually obtained by 

cryogenic separation of air. During the combustion, part of exhaust CO2 is mixed with fresh oxygen 

to reduce the total concentration of O2 for combustion to avoid overheating. Carbon dioxide 

capture is easily accomplished by physical absorption techniques since the flue gas contains high 

concentrations of CO2, H2O and minor concentrations of sulfur species[24].  

Due to the high combustion temperature, the heat efficiency of oxy-combustion is greater 

compared with air combustion, enabling the use of a wide range of fuels besides fossil fuel, 

including biomass and agricultural waste that has a lower heat of combustion. Since the flue gas 

does not contain nitrogen, the total emission from oxy-combustion is significantly reduced, 

eliminating the need for NOX reducing devices, as well as increasing overall heat efficiency. 

Unfortunately, the high cost of oxygen separation and high parasitic load of operation has 

prohibited the widespread usage of oxy-fuel combustion.  

3.2.2 Pre-combustion CO2 capture 

 
Pre-combustion of CO2 is the procedure of removing carbon dioxide from fossil fuels before 

combustion, and it is best suitable for Integrated Gasification Combined Cycle (IGCC)[25]. When 

gasifying a fossil fuel like coal, air (oxygen) and H2O pass through coal at high temperature to get 

syngas with high concentration of CO (40-60%) and H2 (20-35%), then through a water-gas shift 

reaction, the syngas is converted to high concentration of CO2 (up to 50%) and H2. 

The reactions can be described as the following.  

Coal 
gasification
⇒         CO + H2                                                Eq. 3-1 

CO + H2O 
water−gas shifting
⇒              CO2 + H2                                Eq. 3-2 
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CH4 + H2O
reform
⇒    CO + H2                                            Eq. 3-3 

The products of these reactions are primarily CO2 and H2, which can be easily separated by 

adsorption or membrane-based techniques[26]. Then the hydrogen gas is directly used as a clean 

fuel with only H2O generated after the combustion.   

3.2.3 Post-combustion CO2 capture 

 
Post-combustion capture refers to the process of capturing CO2 from flue gas generated by 

combustion of coal with air. Post-combustion capture does not require major modifications to the 

combustion facilities and can be used in other CO2 emission industries, for example, cement 

manufacturing, steel production and so forth[27]. Oxy-fuel combustion suffers from high oxygen 

production cost and oxygen related corrosion issues, pre-combustion requires retrofit of existing 

facilities to accommodate hydrogen combustion, therefore currently post-combustion capture is 

the economically most promising process, and the most studied technique (Fig 3-5). 

 

3.2.3.1 Chemical absorption methods 

 

Fig 3-5. Post-combustion CO2 capture techniques. Source:[8]  
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Currently, the most well-developed post-combustion CCS technique is based on chemical 

absorption of CO2. In such a process, the flue gas is passed through an absorption column 

containing a CO2-absorbing solvent. Afterwards, the CO2 saturated solvent is regenerated at a 

higher temperature and the released CO2 is then compressed for storage. The working 

temperature of chemical absorption is around 40 – 60 °C, the stripping temperature is around 80 

– 120 °C and the working pressure is at ambient pressure[16]. In addition, it can also work with 

relatively low concentrations of carbon dioxide.  

The most widely used absorbents are alkanolamines, including primary, secondary and ternary 

amines like monoethanolamine (MEA), diethanolamine (DEA) and N-methyldiethanolamine 

(MDEA). The commonly used sorbents are listed in the table 3-1. Generally speaking, primary 

amines have the highest reactivity towards CO2, while tertiary amine shows the lowest reactivity. 

On the contrary, tertiary amine has the highest CO2 loading capacity. The difference can be 

explained by the different reaction pathways for different amines. In the case of primary and 

secondary amines, a Zwitterion intermediate is formed, then it is transformed to carbamate salt, 

as shown from eq. 3-4 to eq. 3-7.  

RR′NH+ CO2 →RR
′NH+COO− (Zwitterion)                               Eq. 3-4 

RR′NH+COO− +  RR′NH →  RR′NCOO− + RR′NH2
+                         Eq. 3-5 

So the overall reaction is  

2RR′NH+ CO2  →  RR
′NCOO− +  RR′NH2

+(Secondary amine)       Eq. 3-6 

2RNH2 + CO2  →  RNHCOO
− +  RNH3

+ (Primary amine)           Eq. 3-7 

For tertiary amine, the reaction can be described by eq. 3-8.  

R3N+ CO2  →  R3N
+COO−                                            Eq. 3-8 

Afterwards, the intermediate is then hydrolyzed into the ammonia bicarbonate as the following.  

R3N
+COO− + H2O →  R3NH

+ + HCO3
−                                   Eq. 3-9 
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Sorbent MEA AEEA PZ MDEA NaOH AMP DETA 

MW (g/mol) 61.08 104.15 86.14 119.16 40 89.14 103.17 

Density 

(g/cm3) 

1.012 1.029 1.1 1.038 1.515 0.934 0.955 

Boiling 

point (K) 

443 513 420 243 1390 438 207 

Vapor 

pressure at 

273 K (kPa) 

0.0085 0.00015 0.1066 0.0013 0.4 0.1347 0.02 

Monoethanolamine (MEA) Aminoethylethanolamine (AEEA) Piperazine (PZ) 

2-Amino-2-methyl-1-propanol (AMP) Methyl diethanolamine (MDEA) 
Diethylenetriamine (DETA) 

Fig 3-6. Common amine species for CO2 absorption. Ref[16] 
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                                            Table 3-1. Physical and chemical properties of sorbents. Ref[16] 

 

Due to their advantages and disadvantages, a mixture of amines can be used to enhance capture 

efficiency and lower regeneration cost. In addition, some amines with special functions are also 

used.  

Vapor 

pressure at 

393 K (kPa) 

15.9 0.969 41.66 N/A N/A N/A N/A 

Solubility in 

water 

Soluble Soluble 14 wt% Soluble Soluble Soluble Soluble 

Pseudo first 

order rate 

constant at 

298 K 

(m3/kmol/s) 

7,000 12,100 53,700 3.5 N/A 681 49,740 

Activation 

energy 

(kJ/mol) 

46.7 N/A 35 44.3 N/A 41.7 N/A 

CO2 uptake 

(mol of 

CO2/mol of 

sorbent) 

0.5 1.0 1.0 1.0 0.5 1.0 1.0 
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For example, though AMP is a primary amine but its steric characters destabilize the carbamate 

structure, leading to the hydrolysis of carbamate as the following reaction[16]: 

RR′NCOO− + H2O →  RR
′NH+ HCO3

−                                Eq. 3-10 

Since another free amine molecule is generated, one mole of AMP can absorb one mole of carbon 

dioxide molecules. Piperazine is often used as a reaction promoter since it can form carbamate 

quickly with carbon dioxide molecules[28].   

Though it is the most mature CCS technology today, chemical absorption still suffers from several 

drawbacks. The amines can degrade during the chemical absorption process of carbon dioxide.  

At high temperatures, dissolved oxygen in the solution can cause oxidative degradation to the 

amines.  Carbamate polymerization can also cause loss of sorbent as well. For example, to capture 

a ton of carbon dioxide, 2.2 kg of MEA would be consumed in the process[16].  The absorption 

capacity of CO2 is limited (up to 1:1 molar ratio), and the amine species can be degraded by SO2 

and NO2 in the flue gas. In addition, the energy consumption during regeneration also leads to a 

high parasitic load on power plants.  

 

3.2.3.2 Membrane-based separation 
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The membrane separation technique first appeared in the 1970s and got quickly adapted by the 

market after Monsanto developed the Prism for separating H2 and N2 in 1979[29]. Nowadays this 

method also used in other gas systems such as separating O2 from N2, CO2 from CH4 and so 

forth[30].   The separation is driven by the different rate of permeation of different gases through 

the membrane (Fig 3-7). Generally, there are two types of membranes for separation, porous 

membranes, and dense membranes. In the porous membrane, the gas diffusion kinetics are 

determined by the kinetic diameter of the molecule and the pore size of the membrane, leading 

to different permeation rate for each gas component. For dense membranes, the gas diffusion 

can be described by a dissolve-diffuse model. Gas molecules are first dissolved in the membrane 

and diffuse to the other side, so the separation is determined by the solubility of the gas 

components. 

 

The flue gas is pressed against the membrane and carbon dioxide is selectively permeated. In 

order to achieve high separation efficiency, there are some desired properties of the membrane 

listed below: 

 High selectivity of CO2 over other gas molecules  

 High diffusion rate  

Fig 3-7. Membrane-based CO2 separation. Source: [1] 
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 Thermal, mechanical, and chemical stability 

 Long lifespan 

Many efforts have been devoted to finding appropriate membrane materials for CCS. Currently, 

membranes can be divided into two categories, inorganic membranes, and polymer membranes.  

Porous and dense inorganic materials are both used as separators[31]. A porous inorganic 

membrane is often supported by a porous metal or ceramic support, such as alumina materials 

(α- and β-), zirconia, porous stainless steel. Among the porous membranes, zeolite is the most 

important family of materials for separation due to their unique size selectivity, chemical, and 

physical stability[32]. More recently, metal organic frameworks (MOFs) have also been explored 

as candidate materials for gas separation applications. MOF materials have intriguing properties 

such as highly uniform nanopores, tunable pore size, and geometry. In addition, they can also be 

chemically modified to enhance their carbon dioxide affinity, therefore, MOFs are good 

candidates for CCS purposes[33]. A dense inorganic membrane is usually an electrolyte material 

through which ions are transported at elevated temperatures. For example, dense molten 

carbonate membrane is developed recently for CO2 separation at temperatures higher than 723 

K[34]. In general, inorganic membranes have excellent thermal and physical stability. However, 

their operation usually requires high pressure which makes the separation process energy 

demanding.  

Polymer membranes are also commonly used for CO2 separation. Polyethylene (PE), 

polycarbonate (PC), polysulfone (PS) as well as amino groups containing polymers like 

polyethyleneimine, are polymers used for CO2 separation frequently[35]. In these non-porous 

polymer membranes, CO2 molecules undergo a solution-diffusion mechanism. The advantage of 

polymer over inorganic membranes includes low production cost, high selectivity, ease of 
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synthesis and so on. However, they suffer from poor thermal stability and the flue gas needs to 

be cooled down to around 40-60 °C before separation.   

 

3.2.3.3 Pressure swing adsorption (PSA) 

 
Over the past few decades, pressure swing adsorption became a well-developed technique for 

gas separation industry[10].  In a PSA apparatus, a porous solid sorbent is packed into spherical 

pellets or extruded rods in a column.  The flue gas is fed through the sorbent bed in order to make 

contact with the porous solids. The gas component that has a low affinity toward the sorbent (N2 

in this case) will break through the column faster, while the more strongly adsorbed component 

(CO2) takes longer to break through. After the sorbent in the column is saturated, the feeding gas 

stream is stopped and the sorbent is regenerated to release the high concentration CO2. 

In pressure swing adsorption, regeneration of the sorbent is achieved by changing the pressure in 

the column. Sorbents with a large difference in CO2 uptake capacity at low partial pressure and 

high partial pressure are usually chosen for PSA [9]. The amount of CO2 captured by one cycle is 

then determined by the capacity difference between these two pressures.  

Δq =  𝑞𝑓𝑒𝑒𝑑 − 𝑞𝑟𝑒𝑔𝑒𝑛                                                       Eq. 3-11 

For example, in Fig 3-8, sorbent material 1 with a higher Δq is more suitable for PSA than sorbent 

material 2.  
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The state-of-art PSA apparatus contains a two-column setup designed by Charles Skastrom 

depicted in Fig 3-9. The gas feed input is between V1 and V2, the exhaust is between V7 and V8, 

the CO2 container is between V3 and V4.  The two-column setup is used to increase the working 

efficiency of PSA cycles. In a typical Skarstrom cycle, four steps are included[10].  

1) Feed. Flue gas is fed through column 1 at an elevated pressure until column 1 is saturated 

with CO2.  

2) Blow. The pressure in column 1 is reduced by venting the gas into the CO2 container.  

3) Purge. In order to additionally remove CO2, column 1 is purged from the exhaust of 

column 2 and the purging flow is driven by the pressure difference between the two 

columns.  

Fig 3-8. Working capacity  for PSA. Ref[9] 
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4) Press. After the sorbent cleaned and ready to take more carbon CO2, column 1 is 

pressurized to the adsorption pressure by the feed gas. 

 

These 4 steps are a cycle for column 1 to perform a PSA cycle. Meanwhile, column 2 performs the 

same sequence that is 2 steps apart from column 1. The combined steps from both columns give 

a complete PSA cycle with the ability to separating a continuous flue gas.   

PSA is a general gas separation technique that can be applied to other gas mixture systems besides 

CCS by varying the sorbent selection. For example, the zeolite 5A, carbon molecular sieves (CMS) 

are used for separating nitrogen from oxygen, ETS-4 titanosilicates sorbents can selectively 

separate CH4 from gases like H2S, CO2, and N2[36].  

 

 

Fig 3-9. Typical PSA operating cycle. Ref[10] 
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3.2.3.4 Temperature swing adsorption 

 
In addition to PSA, temperature swing adsorption (TSA) is also actively studied as the post-

combustion CO2 capture technique. TSA works in a similar pattern as PSA, using selective sorbent 

bed columns for the separation of CO2 and nitrogen. Compared with PSA, in TSA the sorbent 

regeneration is completed via changing the temperature of the column instead of pressure[37].  

 

In TSA, the working capacity of the sorbent material is controlled by the enthalpy of adsorption 

capacities. For the sorbent material, the adsorption capacity decreases with temperature. The 

working capacity is determined by the capacity difference between the temperatures (Fig 3-10).  

Δq = 𝑞𝑡1 − 𝑞𝑡2                                                              Eq.3-12 

The full process is comprised of two half cycles. In the adsorption half cycle, the flue gas is fed 

through the sorbent bed and carbon dioxide is selectively adsorbed. After the sorbent bed is 

Fig 3-10. Working capacity for TSA. Image source: [6] 
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saturated, it is regenerated by reflux or purging while heating the column. Like PSA, it can also 

use a two-column setup to achieve the ability of continuous operation.  

Oak Ridge National Laboratory has developed a variant of TSA called electric swing adsorption 

(ESA)[38]. Similar to TSA, ESA also uses temperature as a driving force for regeneration of sorbent 

beds. In a conventional TSA process, heating and desorption are achieved by flowing hot N2 or 

recovered CO2 through the column[39, 40]. This requires a complicated heating stage for the gas 

feed. In ESA, the sorbent bed is specifically engineered to be electrically conductive and during 

the heating, stage heat is generated through resistive heating on the sorbent material according 

to eq. 3-13 

P = I2R                                                                   Eq. 3-13 

The current flows through the conductive sorbent, so heat is generated uniformly across the 

sorbent material. This technique eliminates the need for gas heating stages before the sorbent 

column and provides much more efficient heating of the sorbent, which leads to higher energy 

efficiency and faster regeneration speed.   

In addition, TSA can also be used in conjunction with PSA to provide a system with higher working 

capacity[14]. As depicted in Fig 3-10, the flowing gas is fed through sorbent bed until saturation. 

Then the system is depressurized and heated simultaneously for the regeneration of the sorbent 

material. After the purging step, the column is actively cooled and pressurized again for another 

cycle. 
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3.2.4 Disadvantages of current carbon capture techniques 

 
Despite the efforts put into developing CCS techniques, current technology still has their inherent 

limitations. Table 3-2 is a briefly describes advantages and disadvantages for each kind of CCS 

technologies.  

 

 

 

Capture techniques Suitable application 

area 

Advantages Disadvantages 

Fig 3-11. Combined TSA and PSA cycle. [14] 
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Pre-combustion 

capture 

Coal-fired power 

plants 

Coal-gasification 

power plants 

The exhaust gas 

contains high CO2 

concentration, easily 

collected. Water-gas 

shift reaction 

apparatus is fully 

developed and used 

in industry 

Requires to retrofit 

existing plant to 

accommodate 

hydrogen 

combustion, high 

parasitic load, high 

capital investment 

and operational cost  

Oxy-fuel combustion Coal-fired and gas-

fired power plants 

High CO2 

concentration from 

exhaust gas, high 

combustion 

efficiency, versatile 

fuel choices, 

established oxygen 

separation 

technology 

High parasitic load on 

the power plant, High 

cost of cryogenic O2 

production, corrosion 

problem 

Chemical absorption  Various types of CO2 

emitting industry 

High CO2 absorption 

efficiency by forming 

chemical bonds, 

currently most 

mature CO2 capture 

technique 

Requires significant 

amount of energy for 

regeneration, 

sorbent might be 

corrosive and the 

environmental 
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impact is also a 

consideration. 

Membrane 

separation 

 
 

Various types of CO2 

emitting industry 

Simple apparatus 

setup, continuous 

operation, mature 

technology for other 

separations 

Stability and 

longevity of 

membrane, Needs 

large amount of 

energy to separate 

low CO2 partial 

pressure flue gas 

Pressure swing 

adsorption 

Various types of CO2 

emitting industry 

Fast kinetics, fully 

automated, 

continuous 

operation, 

demonstrated by 

pilot plants 

High parasitic load, 

Pressure drop in the 

column affect 

adsorption efficiency 

Temperature swing 

adsorption 

Various types of CO2 

emitting industry 

 Slow kinetics, 

heating, and cooling 

requires a lengthy gas 

pipe setup, large 

energy consumption 

for regeneration 

 

Table 3-2. Comparison of different CCS techniques 
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In order to go around the limitations that these CCS techniques have currently, we have 

developed a fundamentally new technique called the supercapaitive swing adsorption (SSA), 

whose concept is based on supercapacitors. By controlling the surface charging, SSA reversibly 

changes the adsorption capacity of activated carbon materials. The concepts and experimental 

details of SSA will be described in the following chapters.  

 

3.3 Concept of supercapacitors 

 
Since the first patent in 1957 and the initial market deployment in 1969, supercapacitors have 

gained significant interest since the oil crisis the late 20th century, due to their excellent power 

density, long cycle life, and low production cost[41]. Currently, a number of companies, including 

Maxwell, EPCOS, NEC, Ness, Panasonic, are actively investing in the development and application 

of supercapacitors.  

From a physical point of view, capacitors are devices used to store charges in an electric field. 

Capacitance describes a capacitor’s ability to hold charges and is defined in eq 3-14. 

𝐶 = 
Q

V
                                                                         Eq. 3-14                            

Where: 

 C is the capacitance of the capacitor, 

 Q is the charge stored by the capacitor, 

 V is the voltage between the capacitor plates.   

There are many types of capacitors, the most fundamental model for capacitors is a parallel plate 

capacitor (Fig 3-12). The parallel-plate model contains two parallel plates, separated from each 

other by a dielectric media with a permittivity of ε.  
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When the capacitor is charged up, opposite charge +Q and –Q is stored in the two size of the 

capacitor. The capacitance of the parallel-plate model can be calculated from the Gauss’ law as 

the following. Assuming an infinite large conductor plate with charge density +δ, the electric field 

flux is perpendicular to the plate (Fig 3-13 left) and point outwards on both sides of the plate. 

Assuming a cylinder which is intersected by the plate with an area of S (Fig 3-13 right), E is the 

electric field, according to Gauss’ Law,  

∯�⃑� 𝑑𝑠 = 2 E ∗ S =  
Q

ε
                                                          Eq. 3-15 

 

 

 

 E =  
δ

2ε
                                                                               Eq. 3-16 

Fig 3-12. Parallel plate capacitor. Ref[11] 

Fig 3-13. Electric flux and Gauss' Law. Source: [4] 
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So for two parallel plates with the same charge amount but different polarity (Fig 3-14), the 

electric field outside the plate is canceled out and the electric field between them is added as  

 𝐸 =  
𝛿

                                                                      Eq. 3-17 

Assuming a distance d between the two plates, the voltage drop between the plates is then 

calculated from  

𝑉 = 𝐸 ∗ 𝑑 =  
𝛿
∗ 𝑑                                                         Eq. 3-18 

The charge on a given area A is  

𝑄 = 𝐴𝛿                                                                 Eq. 3-19 

So the capacitance of a parallel plate capacitor is  

𝐶 = 
𝑄

𝑉
= 

𝐴𝛿
𝛿
𝑑
=  휀 

𝐴

𝑑
                                                   Eq. 3-20 

where ε is the combined dielectric constant, if there is no media in between, then it’s the 

permittivity of vacuum ε0, A is the area of the parallel plate, d is the distance between the plates. 

The energy total energy stored in the power density can be calculated from integrating the 

charging current with time until the designated charge voltage V.  

𝐸 = ∫ 𝑝 𝑑𝑡
𝑡

0
= ∫ 𝑖𝑣 𝑑𝑡

𝑡

0
= ∫

𝑑𝑞

𝑑𝑡
𝑣 𝑑𝑣

𝑡

0
=  ∫

𝐶 𝑑𝑣

𝑑𝑡
𝑣 𝑑𝑡

𝑡

0
= 𝐶 ∫ 𝑣 𝑑𝑣

𝑡

0
= 

1

2
 𝐶𝑉2    Eq. 3-21 

Fig 3-14. Electric fields between plates. Source:[2] 
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The maximum power a capacitor can output is dependent on the external load resistance. It is 

noteworthy that the internal resistance is also acting as a load. The internal resistance, which is 

often referred to as equivalent series resistance (ESR) consists of contact resistance between 

electrodes and current collectors, moving resistance of the ions, electrode resistance, etc. When 

calculating the discharging power, the usual practice is assuming a “matched impedance” model 

where the external load is equal to the internal ESR of the capacitor, with this load, half of the 

energy is used to perform electric work and the other half is transformed into heat. Therefore a 

practical power output for a capacitor can be given by eq. 3-20:  

𝑃𝑚𝑎𝑥 = 
𝑉2

4𝑅
                                                           Eq. 322 

According to eq. 3-14, the capacitance is proportional to the area of the electrode and inversely 

proportional to the distance between the plates. In order to increase the capacitance, one has to 

either increase A or reduced the distance. In 1879, Helmholtz discovered a double layer ion 

storage process based on the separation of charged ions from electrolytes and subsequently led 

to the discovery of supercapacitors, or electrochemical double layer capacitors (EDLCs). There is 

another type of supercapacitor called pseudocapacitors, which stores energy by transferring 

charge in between electrode and electrolyte in Faradaic reactions[42]. However, pseudocapacitor 

is beyond the scope of this thesis and will not be discussed here.  

Unlike conventional capacitors, supercapacitors store charges on high surface area electrode via 

a thin dielectric layer. A typical supercapacitor is comprised of three major components: high 

surface area electrode, electrolyte, and separator (optional). Electrodes are usually pressed or 

cast onto thin metal layer acting as the current collector. A separator membrane sits between 

electrodes from short-circuiting between the electrodes, if the electrodes are separated far 

enough from each other, the separator can be omitted.  The working principle of supercapacitors 
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is described in Fig 3-15. By charging the capacitor through the power supply, the electrode surface 

is accumulated with charges, then ions in the electrolyte with opposite charge are attracted to 

the electrode surface, thus forming an electric double layer. Depending on the nature of 

electrolytes, the charging voltage is limited to prevent Faradaic reactions happening. The distance 

between opposite charges ranges from a few Angstroms to a few nanometers, determined by the 

radius of the solvation shell of electrolyte ions. The combination of large surface area and short 

distance of the double layer gives supercapacitors very large capacitance, up to hundreds of 

Farads per gram.  

 

 

Current collector Current collector 

Electrode Electrode Electrolyte/ 
separator 

Electrochemical 

double layer 

Charges 
Ion

s 

Positive Ions 

Negative Ions 

Charging  Completely charged Discharging 

Double layer formation 

Fig 3-15. Charge and discharge cycle of EDLC. Source:[7]  
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Conventional capacitors have very fast charge transfer, leading to very high power densities, but 

the energy density is very low. Supercapacitors work on the same principle with supercapacitors 

with a much larger area A and much shorter dielectric distance d, which led to much larger 

capacitance. Compared with electrochemical batteries, charging and discharging of 

supercapacitors do not include Faradaic reaction, which means it has much better kinetics and 

power density (Fig 3-16). From a practical point of view, they have the following advantages over 

traditional energy storage devices, including: 

1) Fast charge/discharge speed; 

2) Long cycle life compared with battery, up to hundreds of thousands cycles of lifespan with 

no “memory effect”; 

3) Can provide large discharge current with a high energy efficiency over 90%; 

4) Electrode materials be manufactured relatively easily with less pollution; 

5) Does not need complicated protective circuit for charging and discharging, amount of 

remaining energy is directly read out by voltage; 

6) Wide range of working temperature, typically -40 ~ 70 °C. 
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Electrolyte choice is another key point for supercapacitor performance. Electrolytes affect the 

capacitance from a few perspectives. The energy stored in the capacitor is proportional with 

voltage squared. However, the voltage cannot be raised infinitely and is limited by the 

electrochemical stability window. The kinetics behavior of electrolyte has a significant impact on 

the ESR of the supercapacitor as well.  In additions, ion concentration, ionic mobility and ion sizes 

are important factors for an electrolyte[41].  

The most commonly used electrolytes fall into three categories: aqueous based solutions, organic 

compounds, and ionic liquids. Acid and base electrolytes are the usual choices for aqueous 

electrolytes, for example, low-cost KOH, and H2SO4 solutions, since K+ ion has the highest cation 

ionic conductivity after H3O+, and OH- has the highest anion conductivity. However, water-based 

solutions have a narrow stability window (up to 1.2 V). Organic electrolytes can provide a higher 

electrochemical window. For example, Nesscap manufactures supercapacitors with acetonitrile 

Fig 3-16. Ragone chart of energy storage systems. Ref[12] 
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electrolyte which can be charged up to 2.7 V. However, the volatility, flammability, and toxicity 

can be a concern for such electrolytes. In addition, ionic liquids (IL) are also being used as 

electrolytes. IL is the molten phase of salts consisting of cations and anions. The melting 

temperature of RTIL is low enough so it can stay in the liquid phase at temperatures lower than 

100 °C. ILs have practically no vapor pressure and can go up to higher voltages (6V). The major 

drawback for IL is the low ion mobility resulted from high viscosity. They are also relatively 

expensive compared with inorganic and organic electrolytes.  

The electrode of EDLC is mostly based on carbonaceous materials. Due to their high surface area, 

low cost and relatively good conductivity, activated carbons (AC) are very frequently used for as 

electrode material. ACs are primarily produced by physical and chemical activations from the 

charcoal products and more recently, renewable biomass is used to produce ACs as well, including 

wood, bamboo, fungi, nutshell and so forth, providing a more environmentally friendly source of 

EDLCs. Such activated carbons do not have a uniform pore size, but have wide pore size 

distribution from micropores to macropores, with surface areas up to 3000 m2/g. In addition to 

activated carbon, mesoporous carbon obtained from soft-templating and hard-templating routes 

are also excellent candidates as electrode materials for EDLCs, due to their large specific area, 

interconnected porous channels and tunable pore size for electrolyte entering. Hierarchical 

microporous-mesoporous carbon is usually used since the microporous portion provides a large 

surface area for electrolyte-electrode interaction, while the mesoporous portion serves as 

channels for rapid electrolyte ion diffusion and transportation for the electrochemical process[43].  

In addition, carbon nanotubes (CNT) are also widely studied as the electrode materials for EDLC. 

CNT is a group of intriguing materials based on helical tubes of sp2 hybridized carbon, and have 

attracted significant research attention since the discovery in 1991[44]. From an electrochemical 

perspective, one outstanding property of the sp2 structured carbon is the electric conductivity, 
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due to the conjugation of pi electrons. Combined with excellent mechanical and thermal stability, 

CNTs are excellent candidates for supercapacitor electrode materials. The conductivity and high 

accessible surface area of CNTs can be used to produce supercapacitors with high power density. 

However, the surface area for CNTs is relatively small (< 500 m2/g) which limits the energy density 

stored in CNT supercapacitors. Researchers have tried different methods to increase the specific 

surface area of CNTs in order to increase the energy density. For example, CNTs can be activated 

by KOH to induce porosity and increase the surface area. Also, Mohamedi and co-workers have 

synthesized a CNT/carbon aerogel composite which has a high specific surface area of 1059 m2/g 

with a high specific capacitance of 524 F/g. However, the difficulties and limitations in the 

production of CNT limit its availability as electrode materials.  

 

3.4 Concept of supercapacitive swing adsorption (SSA) 

 

3.4.1 Electric field swing adsorption 

 
From a simple chemical perspective, the carbon atom in CO2 is electron deficient. Therefore the 

molecule can act as a Lewis acid. Therefore, a number of carbon dioxide capture techniques have 

been developed with basic sorbents, such as amine solutions like monoethanolamine (MEA), 

alkaline solutions, and so forth. The concept of electric field swing adsorption (EFSA) is based on 

the hypothesis that carbon dioxide molecule is an electron poor π-system, which will be 

selectively attracted to an electron rich π-system. Therefore, EFSA proposes that by charging high 

surface area carbon with negative charges, the adsorption affinity for CO2 will be increased, and 

upon discharging, the additional adsorbed CO2 will be desorbed. In this way, reversible CO2 

adsorption can be achieved by charging/discharging. In addition, this method could provide CO2 

selectivity over N2 since nitrogen molecules do not bind to electron rich surfaces[45].  
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In a preliminary test of EFSA concept, a test device was designed and built by Dr. David Moore 

and Nina Jarrah, as illustrated in Fig 3-18, where a carbon electrode was charged against a counter 

electrode to form a parallel plate capacitor. The enclosure body and post are made of stainless 

steel and the insulating sleeves are made from alumina. The counter electrode is positioned with 

a distance to the carbon electrode so electrical breakthrough does not happen at high voltage.   

 

However, with this setup, the concept of EFSA did not work even with voltages up to 5 kV, which 

corresponds to an electric field strength of E = V/d = 5 * 106 V/m.  This indicates that the charge 

has not effectively been distributed to the pore surface of the carbon sorbent. From a physical 

standpoint, in a parallel plate type capacitor, the charge is distributed to the external surface of 

the electrode rather than the internal surface. In this scenario, the carbon pellet is made of 0.2 g 

BPL carbon with 13mm diameter. Therefore the external surface area is S =  
𝜋𝑑2

4
= 1.33 ∗

10−4 𝑚2.  Therefore, even at an extreme voltage of 5 kV, the charge on the electrode surface can 

be calculated as Q = C ∗ V =  
kεS

𝑑
 𝑉 = 2.14 ∗ 10−13 C , where k is the dielectric constant of 

Potential (V) = V

High surface area carbon

V

Potential (V) = Vo

Vo

Vo Vo

CO2

Al2O3 Al2O3

Al2O3

Al2O3Al2O3

Al2O3

Vacuum o-ring

Al2O3 Al2O3

Conducting wire

Steel post

13mm

3.1 cm

4.7cm

Fig 3-17. Cell design for EFSA. Image: Dr. David Moore, Nina Jarrah 
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carbon dioxide, ε is the permittivity, S is the area and d is the distance. Since the charge carried 

by a single electron is 1.60 * 10-19 C, the charged surface has 1.34 * 106 electron pairs. Assuming 

each electron pair attracts one carbon dioxide molecule, which means 2.16 * 10-18 mol of CO2 

molecules will be attracted to the surface. Based on the calculations, it is clear that there would 

not be an obvious adsorption effect.  

3.4.2 Supercapacitive swing adsorption. 

 
To solve this issue and effectively charge the inner surface of carbon electrodes, we have 

developed a concept called supercapacitive swing adsorption based on the operation mechanism 

of an EDLC. As introduced previously, when an EDLC is charged, the electrolyte ions enter the pore 

surface of the electrode and are balanced by opposite charges on the electrode surface, forming 

an electrical double layer. In this case, the inner surface of the carbon electrode can be effectively 

charged. In a typical activated carbon, the surface area can go up to 1000 m2/g, meaning the 

available surface area can be orders of magnitude higher that the EFSA setup. 

In the SSA hypothesis, a microporous-mesoporous activated carbon will be used since the carbon, 

as the micropore is expected to provide the surface area for CO2 adsorption, while the mesopore 

is expected to provide diffusion channel for electrolyte ion and CO2 diffusion. Another potential 

advantage of using activated carbon is that its surface can be hydrophilic or hydrophobic 

depending on the terminal group. The hydrophobic sites can provide channels for CO2 adsorption 

and diffusion while the hydrophilic part can interact with electrolyte. It is also anticipated that 

most of the electrolyte would stay in the interparticular space and mesopore region and be kept 

out of micropores, as the capillary force could keep the electrolyte inside the mesopore channels. 

When the SSA device is charged up, electrolyte ions will be pushed into the pores of the electrode 

by electrostatic force, correspondingly, the electron density on the pore surface will also change. 

It is expected that CO2 adsorption capacity can be will be increased or decreased on the pore 
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surfaces depending on the charge on the surface. The cations flow into the cathode and negative 

charge flow to the pores, while the electron flows to the pore surface. Therefore the CO2 affinity 

will be increased. On the other hand, the electron density on anode will be decreased and CO2 

affinity will be decreased accordingly. After discharging, ions will then flow back into the 

electrolyte in the mesopores, and the adsorption capacity of the porous electrode will revert to 

the original state. In addition, the electron density of non-infiltrated pores may also change due 

to electron delocalization in the conjugated π-electron systems of the carbon pore walls. 

Therefore these non-infiltrated pores could also contribute to the change of CO2 affinity.  

Potentially, SSA can have some advantages over traditional CCS technique. In SSA, there is no 

chemical reaction, and all adsorption/desorption is completed by physical reorganization of the 

electronic structure on the electrode surface. Therefore the cycle life could be very long with little 

performance degradation.  

Since SSA concept is based on supercapacitor, the energy used for charging can be recovered after 

discharging, which could lead to reduced parasitic load on power plants. The electrode material 

(activated carbon) and electrolyte (aqueous solution) are widely available with a low cost, at the 

same time, they are also environment-friendly. Therefore, SSA is expected to be a low-cost CCS 

technique.  
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4 Supercapacitive swing adsorption: Experimental results 

 

4.1 Static mode SSA experiments with ionic liquid as electrolyte 

4.1.1 Apparatus and experimental setup 

 
As described in chapter 3, the concept of SSA is derived from supercapacitor technology and 

inherits all major components from a supercapacitor. In the SSA concept, the essential 

components include high surface area electrode and electrolyte.  Therefore, the first SSA device 

was built by modifying an existing commercial supercapacitor.  

 

An ESHSR-0003C0-002R7 supercapacitor (Nesscap Corporation) was disassembled. The capacitor 

had a radial configuration, where high surface area carbon film was pressed onto aluminum 

current collectors. A separator membrane was then sandwiched by two electrodes, and the 

assembly was rolled up to form a radial configuration. The structure of the capacitor is depicted 

in Fig 4-1. 

After removing the outer shell of the capacitor, it was rinsed in acetone to thoroughly remove the 

original electrolyte of the supercapacitor. Then it was dipped into non-volatile ionic liquid 1-Ethyl-

Fig 4-1. EDLC in radial configuration. Source: [1] 
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3-methylimidazolium tris(pentafluoroethyl) trifluorophosphate (EMIM FAP, Fig 4-2) electrolyte 

(Merck Chemicals). It was assumed that – due to size arguments - the cations and the anions of 

the ionic liquid would infiltrate the mesopores, but not the micropores. The function of the 

infiltrated mesopores is to ensure the supercapacitance while the function of the empty 

micropores is to provide adsorption sites for the CO2 molecules.  

 

  

The experimental apparatus was designed so that the adsorption and desorption of CO2 can be 

indirectly by a pressure transducer. According to the ideal gas law pV = nRT, where p is the 

pressure, V is the volume, R is the gas constant, T is the temperature, and n is the moles of gas 

molecules, pressure is proportional to the amount of gas molecules in a closed cell with fixed 

volume at constant temperature. Therefore, the gas adsorption due to the SSA effect can be 

monitored by measuring the pressure of the gas phase during the charging and discharging of the 

supercapacitor electrodes, when the electrodes are located in the gas adsorption cell.  

A custom glass cell with a void volume of 108 mL was fabricated by Exeter Scientific Glass 

Company as illustrated in Fig 4-3. The cell had an opening port to serve as the gas inlet/outlet. In 

addition to the gas port, two Fe leads were fed through the glass cell The metallic leads were used 

to connect the electrodes inside the cell to external power supply. A DC power supply (Extech 

382260) was used to charge the electrodes. The cell was then attached to the sample port of the 

Autosorb-1 instrument, which was used to evacuate the cell, fill CO2 into the cell, and to record 

Fig 4-2. Molecular structure of EMIM FAP ionic liquid. 
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the pressure of the cell. Since the EMIM FAP ionic liquid does not have a significant vapor pressure 

at room temperature, it cannot contribute to the pressure change inside the glass cell. Therefore, 

the pressure change in the cell is directly related to the adsorption and desorption of CO2 

molecules.   

 

4.1.2 SSA experiment with radial type supercapacitor 

 

The cell was evacuated and pure CO2 was filled into the cell up to 760 mmHg, so the high surface 

area electrodes could be saturated with CO2. Afterwards, the system was left for 12 hours to 

allow the conventional physisorption of carbon dioxide on the electrodes to fully reach 

equilibrium[2].  

The SSA experiments were comprised of two half cycles. In the charging half-cycle, the electrodes 

were charged up to 1.5 V and kept for 10 min in the charged state, and in the following discharge 

Fig 4-3 Schematic Illustration of the glass cell fabricated or testing SSA effect.   
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cycle, the electrodes were discharged and kept for 10 min in the discharged state. The pressure 

change was recorded versus the time. Three charge/discharge cycles with 10 min half-cycle time 

were recorded as shown in Fig 4-4. In an SSA cycle, a voltage of 1.5 V was applied after a waiting 

period of 10 mins. The voltage was kept for 10 min and then removed by short-circuiting the 

capacitor. After that, the system was kept at a voltage of 0 V for another 10 min. This procedure 

was repeated for three times (Fig 4-5).  The pressure recording started 10 min before the 

electrodes were charged. As the voltage was turned on, the pressure dropped by 0.36 mmHg after 

a small initial spike. At the end of the 10 min. charging half-cycle, the capacitor was discharged by 

short-circuiting the two metal leads of the glass cell. Upon discharging, the pressure increased by 

0.27 mmHg. The effect was repeatable for three cycles. The results can be interpreted this way: 

The initial pressure spike directly after turning the voltage on/off can be explained by the heat 

generated from the current flow upon charging/discharging of the capacitor. The pressure 

decrease in the charging half-cycle indicates that CO2 was adsorbed by the electrode in the 

process. However, from this experiment, it was not possible to conclude whether the 

enhancement of adsorption happened at the cathode or the anode since both electrodes were 

equally exposed to CO2 molecules. A control experiment with helium was conducted to confirm 

that the SSA effect observed is due to adsorption since it can be assumed that helium does not 

adsorb on the electrode surface at room temperature and pressure[3]. Therefore, the pressure 

changes in the cell would solely depend on the temperature variations.  

In the control experiment, the same procedure was performed except that carbon dioxide was 

substituted with helium. The cell was evacuated, and refilled with helium, then equilibrated for 

12 hours. 10 min after the experiment started, a 1.5 V voltage was applied to the supercapacitor. 

After another 10 min, the supercapacitor was discharged by short-circuiting. Overall, three cycles 

were recorded (Fig 4-5).  
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Directly after the application of the voltage, a small pressure spike was observed. When the 

voltage was removed, the same effect occurred. The effect can be explained by the temperature 

change associated with resistive heating of the capacitor. Overall, the pressure in the sorption cell 

was generally following the temperature trend line (green line). The fact that the reversible 

pressure changes occur in the CO2 experiment but not in helium experiment strongly suggest that 

the pressure changes are due to adsorption and not due to other effects such as electrostriction. 
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Fig 4-4. SSA experiment with CO2, each point is taken in 1 min. Red dots: charging cycle, black dots: 

discharging cycle. Green line: Temperature 
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4.1.3 SSA experiments with asymmetrical electrode configurations 

 
In the previous experiment, the SSA experiment was set up in a way that both electrodes of the 

supercapacitor had equal access to the gas phase. However, an important question remaining is 

how much each electrode contributes to the enhanced adsorption capacity in the charged state. 

It is not clear whether the cathode or the anode caused the SSA effect or both.  During the 

charging half-cycle, the cathode surface was electron-rich and the anode surface was electron 

deficient. Therefore it is possible that the different surface charges direct the CO2 adsorption 

behavior.  

In order to test the hypothesis, a different experimental setup with asymmetrical electrode 

configuration was tested. A 25 Farad Nesscap ESHSR-0025C0-002R7 supercapacitor was 

disassembled and rinsed with acetone. Two electrodes with areas of 2 cm * 2 cm were cut out 
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from the original electrode. The electrode mass was measured after the SSA experiment by 

scraping the carbon material off the aluminum foil and determined to be 30 mg. One electrode 

was placed horizontally on the bottom of the sorption cell, and the other one was oriented 

vertically. EMIM FAP ionic liquid was used as the electrolyte. The amount of EMIM FAP filled into 

the sorption cell was chosen so that the flat-lying electrode was fully submerged and the 

perpendicular electrode was half-submerged as illustrated in Fig 4-6. The purpose of this setup 

was to isolate the horizontally oriented electrode from the gas phase so that only the vertically 

oriented electrode had contact with the electrolyte and access to carbon dioxide molecules at the 

same time. 

 

 

To power 
supply 

Gas inlet / pressure gauge 

Fig 4-6. SSA experiment cell with asymmetrical electrode setup. 
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In the first experiment with asymmetrical electrode setup, the horizontally oriented electrode 

was used as cathode and the vertical electrode was used as the anode. The experiment was 

performed with a 2-hour cycle time (1 hour for the charging half-cycle and 1 hour for discharge 

half-cycle).  At the start of the experiment, the pressure was recorded for 1 hour, and then a 1.5 

V voltage was applied to charge the capacitor. After 1 hour, the voltage on the capacitor was 

removed by short-circuiting the electrodes. Three cycles were recorded in this study and the 

pressure was plotted versus the time (Fig 4-7). 

 

 

The pressure-time plot showed a similar pattern compared to the experiment with symmetrical 

electrode configuration. Before the 1st charging half cycle, the pressure was relatively stable (black 

in the plot) before the experiment was started. Immediately after the voltage was applied, the 

pressure started to drop (red). At the end of the 1-hour charging half-cycle, the pressure dropped 
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by 0.59 mmHg, indicating CO2 adsorption was enhanced on the exposed electrode. Then, the 

electrodes were discharged and a pressure increase of 0.37 mmHg was observed, which could be 

contributed from CO2 desorption of the exposed electrode. The pressure did not completely climb 

back to the value before the charging cycle started. This might be an indication that the desorption 

kinetics was slower than adsorption kinetics. The 2nd and 3rd cycle followed the same pattern. The 

effect was observed in all three cycles and the average pressure drop for the charge cycle was 

0.63 mmHg. Control experiments were also performed with the exposed electrode as anode and 

submerged experiment as the cathode. However, under this configuration, the pressure did not 

show a clear dependence on the input voltage and the data could not be reproduced with 

reasonable accuracy. Therefore, it can be concluded from the SSA experiment with asymmetrical 

electrode configuration that when the exposed electrode is negatively charged (as cathode), the 

carbon dioxide adsorption capacity can be increased. This suggests that the specific changes in 

the electronic state of the carbon electrode are responsible for the SSA effect. 

The magnitude of the SSA effect for the asymmetrical setup can be calculated the following way. 

The exposed electrode contains 30 mg of carbon material, the void volume of the sorption cell is 

118 mL, and the gas constant is 62.36 ml mmHg K-1 mmol-1. According to the ideal gas law, we can 

calculate how much carbon dioxide has been adsorbed by the SSA effect: Δp * V = Δn * RT, where 

Δp is 0.63 mmHg, V is 118 mL, R is 62.36 ml mmHg K-1 mmol-1, T is 298 K, therefore Δn = Δp * V/RT 

= 0.00400 mmol. Since there was 30 mg of carbon on the exposed electrode, the SSA capacity can 

be calculated as 0.00400 mmol / 30 mg = 0.133 mmol/kg. Considering that in the charged state 

the pressure of the sorption cell did not stop dropping at the end of 1-hour charging cycle, the 

enhancement in the carbon dioxide sorption capacity in chemical equilibrium may actually be 

larger. 
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4.2 Static mode SSA experiments with aqueous electrolyte 

4.2.1 SSA experiment with carbon monoliths 

 
From the experiment with the radial capacitor and the asymmetrical electrode capacitors, it was 

clear that SSA is a novel technique that can reversibly adsorb and desorb carbon dioxide molecules 

by applying a voltage, and that there is potential for carbon capture and sequestration 

applications. However, there are some drawbacks using an ionic liquid as an electrolyte. First of 

all, the ionic liquid electrolyte has a very high viscosity which leads to slow kinetics in the system. 

This is also seen from the fact the SSA effect did not fully saturate and the pressure still had a 

decreasing trend at the end of 1-hour charging half-cycle. In addition, the cost and availability of 

the ionic liquid are also a concern. At the time of writing, the price of EMIM FAP was $3893 per 

Kg from VWR, which would undoubtedly limit its application in large-scale industrial applications. 

In order to overcome these limitations, aqueous electrolytes were considered, owing to their low 

viscosity and low cost. A pH-neutral electrolyte was chosen to minimize potential corrosion 

problems.  

To increase the pressure change between the charged state and the discharged state, carbon 

electrodes with much bigger mass were used. The glass cell was also modified. Two gas ports (one 

for inlet and one for outlet) were implemented instead of only one.  Two metal feedthroughs 

connected the electrodes to an external power supply. In addition, a thermocouple (Omega TJ36) 

was added to the cell to measure the temperature in the cell during the experiment. A pressure 

transducer (Omega MMA015C1T3C2TA5S) was used instead of using the Autosorb-1 instrument 

for pressure measurement. In order to isolate the cell from the environmental temperature 

fluctuations, the cell was immersed in a 2 L temperature-controlled beaker (Chemglass, Fig 4-8) 

connected to a Neslab RTE-110 chiller set to a constant temperature of 25 °C. The sorption cell, 
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the pressure transducer, and the temperature-controlled beaker were all placed under a custom 

made Styrofoam housing with an exterior size of 75 cm * 64 cm * 45 cm and an opening of 24 cm 

* 24 cm, as shown in Fig 4-8. The purpose of the housing was to further thermally insulate the 

system from the environment.   

 

 

The power supply was changed to a programmable Keithley 2400 SourceMeter. This unit was a 

multi-functional power source which could act as a voltage source, a current source, a voltage 

meter, a current meter and an ohmmeter. Therefore it enabled the controlling and recording of 

voltage and current during the experiments. A data acquisition (DAQ) system was implemented 

to control the power source and log the data from the pressure and power supply system. An NI-

Fig 4-8. Left: Styrofoam housing for SSA experiments, right: 2L tempered beaker.. 
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9125 (National Instruments) analog input module was used in conjunction an NI cDAQ-9171 

(National Instruments) USB chassis to serve as the acquisition device, where the voltage signal 

from the transducer was converted to pressure data and recorded. The Keithley 2400 source 

meter was plugged in via USB interface. The thermocouple was connected to a USB-TC01 

(National Instruments) adapter to monitor the temperature during the experiment. The DAQ 

software was implemented in National Instrument LabView 8 Platform. The basic software 

architecture included a controlling part, a monitoring part, and a recording part. The controlling 

part was controlling experimental parameters such as cycle time, cycle numbers, input voltage, 

voltage and current limits, while the monitoring part was responsible for displaying the 

parameters during the experiment. Simultaneously, the recording part logged the data points to 

a file on the computer.  

The electrodes were fabricated from 4 x 10 mesh BPL activated carbon (Calgon Carbon 

Corporation). The N2 adsorption isotherm of this BPL carbon is shown in Fig 4-9.  The carbon was 

crushed and ground into a powder and then mixed with the binder. The binder solution was made 

by dispersing polyvinylidene fluoride (PVDF) polymer (average Mw ~534,000 by GPC, Sigma-

Aldrich) in N-methyl-2-pyrrolidone (NMP, Alfa-Aesar) with a ratio of 1g solute:50 ml solvent. In 

the final mixture, the BPL carbon to PVDF ratio is 10 to 1 by weight. NaCl crystals (EMD Chemicals) 

were blended into the carbon electrode with a BPL: NaCl ratio of 1:1 by weight. The purpose of 

embedding the NaCl crystals was to introduce large pores into the system to enable better 

electrolyte diffusion into the carbon monoliths. After adding the BPL carbon powder, the binder, 

and the NaCl crystals together, the slurry was mixed in a mortar with a pestle. The excess of NMP 

was removed by hot air from a heat gun until the slurry became paste-like. Then a glass tube with 

1.3 cm inner diameter was used to extrude the mixture into a monolith. The remaining NMP 

solvent in the monolith was removed by drying at 120 °C for 12 hours in an oven. The NaCl crystals 
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were leached out by washing the monolith in a beaker with 60 °C warm deionized water and the 

monolith was dried in a vacuum oven at 100 °C overnight. The weight of the carbon monolith was 

determined before and after the leaching to ensure complete removal of NaCl crystals.  

 

With the method described above, two carbon monoliths with 3.7 g weight, 5 cm length, and 1.3 

cm diameter were made. The carbon monoliths were glued with a conducting glue (SPI LEIT-C 

Conductive Carbon Cement) to carbon cloth strips (AvCarb carbon fabric). Two electrodes were 

mounted inside the sorption cell. The two electrodes were oriented differently in the cell to 

achieve an asymmetrical setup. One was laid vertically so that half of the electrode was still 

exposed to the gas environment, the other one was placed horizontally and completely 

submerged in the electrolyte. 30 mL 1 M NaCl electrolyte was injected into the glass cell through 

a septum.  The setup was illustrated in Fig 4-10.  

 

Fig 4-9. N2 adsorption isotherm of BPL carbon. (inset: pore size distribution) 
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Given that it was previously established that SSA would work with pure carbon dioxide, it seemed 

logical to investigate if it would also work for a CO2/N2 mixture. In addition, the use of a gas 

mixture would provide information about the CO2/N2 selectivity of SSA. A mixture of 15% CO2 and 

85% N2 (NI-CD15K , Airgas) was used to simulate a flue gas from fossil fuel power plant[4]. In order 

to saturate the carbon monolith with carbon dioxide, the inlet of the cell was connected to the 

gas mixture and the outlet was connected to a bubbler. The gas mixture was flown through the 

cell for 4 hours. Then the cell was closed, placed into the temperature-controlled beaker, and kept 

at 25 °C. The system was let sit for overnight (12 hrs) for full equilibration (saturation of electrolyte 

with CO2 and full adsorption of CO2 to the electrodes).  

Fig 4-10. Modified SSA cell setup. 
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Since an aqueous electrolyte was used, the maximum input voltage on the electrodes was limited 

to 1.2 V to prevent the electrolysis of water[5]. A 5-cycle experiment was performed with this 

setup and the vertically oriented electrode was used as cathode and horizontally oriented 

electrode as the anode. The system responded similarly to the experiments with ionic liquid 

electrolyte and pure carbon dioxide. As shown in fig 4-11, when the voltage was applied to the 

electrodes, the pressure in the system dropped, and upon discharging the pressure of the system 

increased back to approximately the original value. For the average of all five cycles, the reversible 

pressure change was 6.65 mmHg. The SSA effect did not reach full saturation at the end of the 1-

hour cycle, which means that the effect could have been larger if the cycle time had been 

increased. Before the 1st charging half-cycle started, the pressure was 807.78 mmHg, however, 

during the experiment, the pressure was not able to increase back to this value which is likely 

because the desorption kinetics is slower than adsorption kinetics.  

Fig 4-11. SSA experiments with BPL carbon monolith. Red: charged state, black: discharged state.  
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The purpose of the 5-cycle experiment was to reproduce and verify the SSA work that was done 

by B. Kokoszka[6].  In addition to the 5-cycle experiment, the SSA experiment was also repeated 

for 100 cycles to evaluate the stability and long-term performance (only 50 cycles shwon), Fig 4-

Fig 4-12. Top: SSA experiment repeated 100 cycles (only 50 shown for clarity) Red: charged 
state, Blue: Discharged state 

Bottom: Pressure drop for each cycle plotted as a function of cycle times. 
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12. From the graph, a decline of the SSA effect was visible as the cycle number increased. At the 

100th cycle, the SSA effect had declined by 27.4% compared with the first cycle.  

To find out whether the performance decline was permanent or not, the system was left 

untouched for 48 hours after the 110-cycle experiment was finished and then tested again for 

another 20 cycles as shown in Fig 4-13. After the system was sitting for the 48 h period, the system 

showed nearly the original SSA capacity.  

 

 

The assumption that the desorption was slower than adsorption can be an explanation for the 

performance decline. For a given charge/discharge cycle, the CO2 molecules adsorbed during the 

charge half-cycle were not fully released in the discharge half-cycle. Therefore the available SSA 

capacity decreases as the cycle numbers increase. The electrolyte ion diffusion kinetics could also 

be a possible reason for the slight performance decline over the cycles. Since the sodium and 

chloride ions exist in the solution as hydrated ions with solvation shells, their size could be similar 

or even larger than the micropore sizes. Therefore, after over 100 cycles, it was possible that a 

portion of pores had electrolyte ions trapped inside the pores of carbon electrodes. 

Fig 4-13. Left: Following SSA experiment repeated 20 cycles. Red: charged state, Blue: Discharged state. 
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In the experiment with the disassembled commercial supercapacitor, it was shown that the SSA 

effect can be observed for CO2 but not for helium. In addition, it was also shown that the SSA 

effect is only very slight for nitrogen[6]. Therefore, it can be assumed that the pressure change in 

the cell was only caused by adsorption of CO2 to the electrode.   

The magnitude of the SSA effect can be calculated by the ideal gas law. The empty volume in the 

cell was 105 mL, and the pressure change from the SSA effect was 6.65 mmHg.  R is the gas 

constant 62.36 ml mmHg K-1 mmol-1. Plugging the numbers in, the amount of CO2 adsorbed for 

the charging cycle was    0.038 mmol. Since the mass of the exposed electrode 

was 3.7 g, which translated to an SSA capacity of 0.0102 mol kg-1. 

In addition, the pressure change was associated with the CO2 composition change in the cell, the 

relationship can be calculated as the following. Initially, the volume percentage of carbon dioxide 

is 15% and the pressure is 800 mmHg with a volume of 105 mLwhich means there is  𝑛 =  
𝑝𝑉

𝑅𝑇
∗

0.15 = 0.68 mmol carbon dioxide and 3.84 mmol nitrogen in the cell. After 6.65 mmHg pressure 

change, the remaining carbon dioxide is 0.68 mmol – 0.038 mmol = 0.642 mmol. This means that 

the carbon dioxide concentration after the pressure drop can be calculated as % 𝐶𝑂2 =

 
𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝐶𝑂2 

𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑁2+𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝐶𝑂2
= 

0.642 𝑚𝑚𝑜𝑙

3.84 𝑚𝑚𝑜𝑙+ 0.642 𝑚𝑚𝑜𝑙
=  14.2%, which means that 6.65 mmHg 

change in pressure corresponds to a 15%- 14.2% = 0.8% change in carbon dioxide concentration.  

In order to determine the change of gas composition associated with the pressure change, B. 

Kokoszka analyzed the gas composition with the same experimental setup[6]. At the end of each 

charge step and discharge step, the gas composition was analyzed by a Hewlett Packard 5890 

series II gas chromatograph with a thermal conductivity detector and a Supelco fused silica 

capillary column. 10 μL sample was taken from the sorption cell and injected into the GC. 

Electrodes with 3.7 g mass and 7.5 g mass were studied and the results are listed in table 4-1. 
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The results showed that the carbon dioxide composition change in accordance with the pressure. 

When the pressure in the cell dropped, so did the gas composition and vice versa. This proves the 

assumption that the pressure change was caused by the carbon dioxide molecules selectively 

adsorbed on the electrodes and further supports the SSA effect. From the test results, 6.39 mmHg 

pressure change correlates with 1.0% change in gas composition, which is lower from the 

calculated value but plausible since the change in carbon dioxide composition is larger than 

expected. In the calculation, carbon dioxide and nitrogen are both treated as an ideal gas and this  

Electrode mass 3.7 g  7.5 g  

Cycle Δp (mmHg) Δ CO2 

composition 

Δp (mmHg) Δ CO2 

composition  

1st charge -11.3 -2.1 -14.91 -2.7% 

1st discharge  +8.0 +1.1% +12.42 +1.7% 

2nd charge -7.9 -1.1% -14.86 -1.9% 

2nd discharge +7.8 +1.0% +13.93 +1.9% 

3rd charge -7.6 -1.1% -15.27 -2.1% 

3rd discharge +7.2 +1.1% +14.88 +1.8% 

4th charge -7.1 -1.4% -15.48% -2.2% 

4th discharge +7.0 +1.0% +15.40 +2.3% 

5th charge -7.0 -1.4% -15.84 -2.5% 

5th discharge +6.9 +1.3% +16.05 +2.8% 

        Table 4-1. Change in gas compositions during SSA experiment with 3.7 g and 7.5 g electrodes. 
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could be an explanation for the difference between the calculated value and experimental 

data.The electrochemical behavior of the system was characterized by the Gamry Potentiostat 

3000 system. The cyclic voltammetry was carried out with the halfway-submerged electrode with 

the counter electrode and the fully-submerged electrode as the working electrode, and the 

voltage was scanned from 0 V to 1 V.  

 

 

Comparing Fig 4-14 with a typical CV curve for supercapacitor in Fig 2-14, the CV curve did not 

have a “rectangular” shape which is representative for a typical supercapacitor.  Even with a slow 

scan rate (1 mV/s), the CV curve showed the system does not have a well-defined double-layer 

formation step, and the diffusion kinetics of electrolyte ions was far from ideal.  

Fig 4-14. Cyclic voltammetry with 3.7 g BPL electrodes and 1 mV/s scanning rate 
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The charge/discharge cycle was also performed with the halfway-submerged electrode as the 

counter and fully-submerged electrode as the working electrode. In the cyclic charge/discharge 

experiment, a constant current was used to charge the system up to 1 V and voltage was recorded 

against time as shown in Fig 4-15.  

 

5 charge cycles and 5 discharge cycles were plotted in the graph. In the charge half-cycle, the 

voltage gradually increased from 0 V to 1 V and energy flowed from the power supply to the 

device, and it can be calculated the following way: 

𝐸𝑐ℎ𝑎𝑟𝑔𝑒 = 𝐼∫ 𝑉
1𝑉

0𝑉

𝑑𝑡                                                                   𝐸𝑞. 4 − 1,  

While in the discharge half-cycle, the energy flew back could be calculated as 

𝐸𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 = 𝐼∫ 𝑉
0𝑉

1𝑉

𝑑𝑡                                                             𝐸𝑞. 4 − 2. 

Fig 4-15. Charge/Discharge curve of 3.7 g BPL monolith electrodes with 5 mA from 0 V to 1 V.  
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Where E is the energy, I is the current, V is the voltage and t is time. Therefore, the energy in the 

charge/discharge cycles could be represented by the integral area underneath the 

charge/discharge curve. The capacitance of the system could also be calculated from the cyclic 

charge/discharge curve by the following.  

𝐶 =
𝑄

𝑉
=
𝑖𝑡

𝑉
                                                             𝐸𝑞. 4 − 3. 

Where Q is the total charge stored on the capacitor at the end of a charging cycle, i is the charging 

current, V is the final voltage and t is the charging time[7]. Plug in the numbers, the capacitance 

of the system was C = it/V = 0.005 A *7198 s / 1 V = 35.9 F and the energy consumed in the charge 

step could be calculated as Echarge = 0.005 A * 6263.09 Vs = 31.32 J, while the energy recovered in 

the discharge step is Edischarge = 0.005 A * 3377.31 Vs = 16.89 J, which means the energy efficiency 

of the setup was 50.9 %.  

While it is much lower than that of a commercial supercapacitor, there is room for optimization. 

The energy efficiency of a supercapacitor is closely related to the equivalent series resistance 

(ESR). The ESR of a supercapacitor can be measured from the voltage drop between the charge 

cycle and discharge cycle. With a 5 mA charge/discharge current, the ESR was measured to be 

11.4 Ω. For comparison, commercial capacitors usually have very low ESR (< 0.6 Ω)[8]. The contact 

resistance between the electrode and current collector and non-conductive PVDF binder could 

contribute to a high ESR of the system.  

 

4.3 SSA experiments in flow-through mode 

4.3.1 Background and experimental setup 
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Previous experiments showed that SSA can separate CO2 with N2 in a closed glass cell where there 

was no gas flow. However, in order to build a functional CO2 separation device, the SSA concept 

needs to work with flowing flue gas. For example, TSA and PSA techniques allow gas to flow 

through sorption columns packed with sorbent material. As the gas mixture advances through the 

column, one gas gets adsorbed and the other passes through the column. When the sorbent is 

saturated and the adsorbate breaks through, the column is purged and regenerated.  

 

In order to make SSA a technique that is able to separate gases from a continuous gas flow, a 

custom gas separation device was constructed as shown in Fig 4-16. The separation device had 

inlet and outlet ports to allow gas flow through. The Omega pressure transducer was attached to 

the gas channels of the device by a dielectric joint (SS-6-DE-6, Swagelok) so that the applied 

voltage on the device did not interfere with the transducer electronics. Two aluminum plates 

(blue bar) with 3 cm*3 cm size were machined and served as mechanical support and current 

2 

3 
4 
5 
6 
7 

1 

Fig 4-16. Construction of SSA gas separation device, cross-sectional view. 1. Valve, 2.  Aluminum block. 3. 

Graphite plate with gas diffusion channels. 4. Carbon cloth. 5. Top electrode. 6. Separator. 7. Bottom electrode.  
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collector for the device. The thickness of the top and bottom aluminum plate are 1.27 cm (1/2 

inch) and 0.635 cm (1/4 inch), respectively. Both plates had 2 cm * 2 cm * 1 mm recess in the 

center so the graphite plates would fit inside.  Two holes with 1 mm diameter were drilled in the 

top aluminum plate to provide gas channels for the top graphite plate. The inlet and outlet from 

the plate were connected to the respective source by a 1/8-inch stainless steel tube (Swagelok 

SS-T2-S-028-20).  Two 2 cm * 2 cm * 0.635 cm (1/4 inch) sized graphite plates (grey) are in contact 

with the carbon electrodes. The top graphite had 1mm wide and 1mm deep gas diffusion channels 

as shown in Fig 4-17. At each end of the gas diffusion channel, a hole with 1 mm diameter was 

drilled matching the holes on the aluminum plate to serve as the gas inlet/outlet. The locations of 

the ports were designed so that when the top graphite plate was placed inside the top aluminum 

plate, the gas ports on the graphite plate were aligned with ports on the aluminum plate. A 1.4 

cm * 1.4 cm carbon cloth (AvCarb 1071 HCB) was added between the top electrode and the top 

graphite plate to provide additional gas diffusion pathways. Between the two graphite plates, a 

separator membrane (Whatman filter paper, grade 2) was sandwiched between two 1.4 cm * 1.4 

cm BPL carbon electrodes to form a supercapacitor. The void channel volume (the volume within 

the device between the inlet and outlet valve was calculated to be 4.6 mL. The parts and materials 

used to build the separation are listed in the table below.  
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Table 4-2 List of materials for the gas separation device assembly. 

 

This setup could potentially provide several benefits over the previous glass cell setup. In the 

previous setup, a 1 cm wide carbon cloth was used as the current collector for the carbon 

monolith which was not able to cover the whole monolith. The carbon monoliths were several 

centimeters apart, which could result in long diffusion pathways for the electrolyte ions and 

subsequently lead to slow kinetics. With the gas separation device setup, the electrodes were 

fully in contact with the graphite current collectors, and the distance between the electrodes was 

reduced to 0.2 mm (thickness of the separator paper), which could also improve the electrolyte 

diffusion kinetics. Therefore, it was expected this experimental setup could also optimize 

electrochemical performance and provide higher energy efficiency.  

Component Vendor Size/Model No.  

Pressure transducer Omega MMA015C1T3C2TA5S 

Dielectric connection  Swagelok SS-6-DE-6 

Stainless steel tube Swagelok SS-T2-S-028-20, 1/8 in 

Graphite plate McMaster-Carr 1/4 in 

Aluminum plate  McMaster-carr 1/2 in, 1/4 in 

Separator membrane Whatman Filter paper grade 2 

Rubber sealer  McMaster-Carr High-Strength 60A EPDM 

rubber, 1/8 in 

High vacuum grease Apiezon Apiezon M grease 

Carbon cloth Avcarb  1071 HCB, 20 cm * 20 cm 
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The carbon electrodes were fabricated from BPL carbon powder. In a typical procedure, 0.083 g 

60% Polytetrafluoroethylene (PTFE) dispersion (Sigma-Aldrich) was dispersed in 10 mL ethanol 

and stirred. PTFE was used as the binder instead of PVDF that was used previously because PVDF 

requires the use of high boiling point solvents such as NMP, dimethylformamide (DMF), and 

dimethylacetamide (DMA). Since PTFE preparation solution could be dispersed ethanol, it was 

much easier to dry the binder at room temperature.  In addition, PTFE was a much better film 

forming binder than PVDF.  After the PTFE was completely dissolved, 0.8 g BPL carbon, 0.1 g gluten 

(Hodgson Mill, food grade), and 0.05 g conductive carbon black (Cabot Corporation) was added 

to the solution. Gluten here serves as a co-binder which ensures the sufficient hydrophilicity of 

the binder mixture. Carbon black was added to increase the conductivity of the electrodes. The 

Fig 4-17. Gas channel of the top graphite plate. 
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final ratio of BPL: Carbon black: Gluten:PTFE was 80:5:10:5 by mass. The solution was then stirred 

at 60 °C in a vial for 2 hours. Afterwards, the vial was opened and the ethanol was evaporated at 

80 °C until the mixture became a slurry. The slurry was then transferred to a flat glass panel and 

mixed with a metal spatula for 1 hour to allow thorough contact between the binder and the rest 

components. As the ethanol gradually evaporated, the slurry became a sticky dough-like 

substance. Then, the dough was rolled against the glass panel with a glass vial having a diameter 

of 2.54 cm to form a uniform film. Two 1.4 cm * 1.4 cm sheets were cut from the film as the 

electrode. The mass of the final electrode was adjusted by the thickness of the film. The electrode 

was then dried at 100 °C for 12 hours in a vacuum oven to remove any solvent residue (the 

pressure in the oven was ~25 mmHg).  

After several trials with pure PTFE as the binder, it was discovered that gluten was a vital 

component for successful SSA experiments. Without gluten added, the SSA result showed 

unpredictable and unreproducible results. One possible reason is that PTFE is a hydrophobic 

polymer that could affect the wetting in the electrodes. By adding gluten, the overall 

hydrophilicity was increased. Another attempt was made to use only gluten as the only binder. 

However, by using gluten as the sole binder, it was difficult to obtain a flat electrode.  

In the experimental setup, it was intended to have an exposed electrode (top electrode) and a 

submerged electrode (bottom electrode) in order to mimic the previous experiments with the 

carbon monoliths. Therefore, the bottom electrode was soaked completely in 1 M NaCl for 2 hours, 

and used as the anode. The top electrode was wetted with electrolyte solution on only one side 

so that the other side remained dry and accessible by gas molecules. After the electrodes were 

properly wetted with the electrolyte, the separator with a size of 1.6 cm * 1.6 cm was cut from a 

Whatman Grade 2 filter paper (GE Healthcare Life Sciences) and placed in between the electrodes 

to prevent short-circuiting between them. Then, this sandwich structure was transferred onto the 
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bottom graphite plate, so the fully soaked electrode was in contact with this graphite plate. A 2 

cm * 2 cm rubber seal (gasket) with a 1.7 cm * 1.7 cm opening was cut from an EPDM rubber film 

(1/8 in, McMaster-Carr) and placed on top of the electrode sandwich. Then, high vacuum grease 

(Apiezon M grease) was applied to the rubber seal to prevent leaking. Then a 1.4 cm * 1.4 cm 

sized carbon cloth (AvCarb 1071 HCB) was placed on the top electrode. The top aluminum plate 

and the bottom aluminum plate was then clamped together by 8 screws. These screws were 

tightened evenly to 15 Nm by a torque wrench.  

Then, gas mixture was flown through a bubbler containing 1 M NaCl to the cell for 2 hours. The 

purpose of the bubbler was to moisturize the gas mixture so that the electrode films do not get 

dried out. Afterwards, the system was left for equilibration overnight in the Styrofoam tent. The 

electrodes were then connected to the Keithley 2400 power source through the aluminum block 

with the top electrode as the cathode and bottom electrode as the anode.  

 

4.3.2 Experimental results 

 
In order to validate whether the SSA concept could work in this configuration, a “static mode” 

experiment was performed similarly to the experiments in 4.2.1.  Two electrodes with 0.0487 g 

mass and 0.39 mm thickness were made and loaded into the gas separation device according to 

the procedure described above. A 5-cycle SSA experiment was performed with 1 h half-cycle time, 

shown in Fig 4-18. As the voltage was turned on, the pressure dropped very rapidly. For the 1st 

cycle, the pressure dropped 3.59 mmHg within 15 mins after the voltage was turned on while the 

total pressure drop of the cycle was 4.42 mmHg. Therefore, 80% percent of the pressure drop was 

completed within the first 15 min after charging. Unlike the previous SSA experiments with carbon 

monoliths, the pressure drop completely stopped at the end of a 1-hour charging half-cycle. In 
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the discharge half-cycle, the pressure increased by 4.28 mmHg in the first 15 min after discharging 

started. Over the 1-hour discharge cycle, the overall pressure increase was 5.24 mm Hg. At the 

end of the discharge cycle, the pressure was slightly higher than the pressure before the charging 

cycle started, which was probably caused by the temperature variance in the environment.  

The result also showed that the adsorption and desorption kinetics were much faster than in the 

previous SSA experiment with the carbon monoliths. For comparison, in the experiment described 

in 4.2.1, 15 min after the charging started, the pressure dropped by 0.92 mmHg, and at the end 

of the 1-hour charging half-cycle the pressure drop was 6.65 mmHg, therefore after 15 mins, only 

14% of the final pressure drop was reached. The improvement of faster pressure drops/increases 

may be explained by the gas diffusion kinetics as well as electrolyte ion diffusion kinetics. In the 

experiments with cylindrical carbon monoliths, CO2 molecules have to diffuse through the 

monoliths with 5 cm length, and 2.54 cm in diameter. Also, the two electrodes were separated 

apart by several centimeters, which can lead to a long travel time for the electrolyte ions. In the 

gas separation device setup, the electrode films were only 0.29 mm thin, therefore the diffusion 

pathway for CO2 into the electrodes was much shorter. In addition, the two films were only 

separated by a fraction of a millimeter. Therefore, the kinetics of ion transport was improved as 

well.  
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In order to investigate the gas composition change during the cycles, at the end of each 

charge/discharge step, 10 μL gas was taken and injected into the GC for composition analysis. The 

average change in CO2 concentration is 1.01% demonstrating that gas separation occurred in the 

constructed device.  
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Fig 4-18. SSA experiment with electrodes having a 0.0487 g mass. Red: Charged state, black: discharged state. 
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The next aim was to show that the SSA device can be operated in flow-through mode. The working 

capacity of SSA can be described as the CO2 adsorption capacity difference between the charging 

half-cycle and discharging half-cycle. When doing a flow-through SSA experiment it is important 

to distinguish between the native CO2 adsorption capacity due to conventional physisorption and 

the adsorption capacity change from the SSA effect. Because the flow-through experiments were 

operated at atmospheric pressure the pressure transducer is unnecessary in the experiment and 

Electrode 

mass 

0.0487 g  

Cycle Δp (mmHg) CO2 concentration (%) 

1st charge -4.46  15.02 

1st discharge +5.44 15.97 

2nd charge -4.96 14.72 

2nd discharge +4.72 15.11 

3rd charge -4.45 14.00 

3rd discharge +4.73 15.73 

4th charge -4.08 15.19 

4th discharge +4.61 16.22 

5th charge -3.89 15.12 

5th discharge   

                                           Table 4-3. CO2 composition after each charge and discharge cycle.  
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was removed from the apparatus. After pressure transducer and dielectric connection were 

removed, the dead volume of the device was reduced to 0.9 mL (Fig 4-19). 

 

 

The experiments were performed the following way. Two 1.4 cm * 1.4 cm electrodes with 0.197 

g and 0.189 g mass and 1.53 mm thickness were prepared. The 0.189 g electrode was soaked in 1 

M NaCl for 2 hours and used as the bottom electrode. The other electrode was in contact with 

the electrode on one side and used as the top electrode, so the other side would remain dry and 

accessible for gas diffusion.  The top electrode and bottom electrode were assembled into the gas 

separation device using the method described above. After the assembly, the gas mixture was 

flown through a bubbler with 1 M NaCl solution, and then through the gas separation device for 

2 hours. The device was then let sit overnight to allow equilibration. Before the experiment, the 

residual mixture gas in the separation device was purged with a flow of 10 cc/min for 1 min with 

N2. The high flow of 10 cc/min was to ensure rapid removal of residual gas but not to significantly 

Fig 4-19. Gas separation device with pressure transducer removed.  1: Aluminum block. 2. Graphite plate with gas diffusion 

channels. 3. Carbon cloth. 4. Exposed electrode. 5. Separator. 6. Submerged electrode. 
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affect the CO2 adsorption equilibrium on the BPL carbon electrodes. Afterwards, the electrodes 

were charged up to 1V to put the system into adsorption mode with the valves of the device 

closed. The power source used was the same Keithley 2400 source meter and the current was 

limited to 10 mA.  After 10 minutes, the gas mixture was passed through the gas separation device 

at a rate of 0.3 cc/min, and the effluent gas composition was analyzed every two minutes by GC 

(Table 4-4).  

   

 
 
 
 
 
 
 
 

 

Time (min) CO2 concentration (%) 

Before N2 purge 15.23 

0 (10 mins after charging) 0 

2 0 

4 0 

6 1.95 

8 12.26 

10 14.69 

12 15.36 

 
                                                Table 4-4. CO2 concentration in the effluent gas at vs time.  
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As Fig 4-20 suggests, up to 4 min after the experiment started, no CO2 was detected by GC in the 

effluent gas. This means that during this period, the device was absorbing CO2. Carbon dioxide 

starts to breakthrough at 6 min. At 12 min, the SSA effect was completely saturated and the CO2 

concentration in effluent gas reached that of the influent gas.  

It is worth considering that the 0.9 mL void volume of the separation device affects the 

breakthrough time. In a control experiment, after the device was purged with 10 cc/min N2 flow 

for 1min, the gas mixture was flown directly through the separation device without turning on the 

voltage, and the effluent gas was analyzed by GC. The result is listed in Table 4-4. It can be 
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Fig 4-20. CO2 breakthrough curve of 0.197g electrode.  
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concluded that it took up less than 4 mins to fill up the void space of the gas separation device, 

which was expected considering the void volume (0.9 mL) and the gas flow rate (0.3 cc/min).  

 

 

 

 

 

 

 

 

 

In order to get to get a more precise measurement of the breakthrough curve, electrodes with 

larger mass were used and a lower gas flow rate was used. Two electrodes with a mass of 0.290 

g and 0.287 g with 2.31 mm thickness were used as the top and bottom electrode, respectively, 

and a low flow rate of 0.1 cc/min was chosen. All the other experimental procedures were the 

same as previously described. After the device was flushed with the moisturized gas mixture, it 

was allowed to sit overnight. Then, the system was purged with 10 cc/min N2 flow for 1 min. 

Before the SSA experiment, a control experiment was performed to determine the carbon dioxide 

breakthrough time at a flow rate of 0.1 cc/min without the SSA effect.  

Time (mins) CO2 concentration (%) 

Before purging 15.39 

0 0 

2 8.87 

4 15.45 

 

         Table 4-5. CO2 concentration in effluent gas without SSA effect. 
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Time (min) CO2 concentration (%) 

0 0 

2 1.72 

4 6.24 

6 11.57 

8 15.26 

10 15.41 

Table 4-6. CO2 breakthrough data from experiment without applied voltage.  
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Fig 4-21. Carbon dioxide breakthrough without SSA 
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According to the GC measurements in table 4-6 and Fig 4-21, it took up to 10 mins for the gas 

mixture to flow through the void volume, which is expected for a dead volume of 0.9 mL. In the 

following actual SSA experiment, after the system was purged with 10 cc/min N2 for 1min, the 

device was closed and the voltage was turned on for 10 mins. Then, the device was opened and 

the gas mixture was flown through at a rate of 0.1 cc/min, and effluent gas composition was 

analyzed by GC. From the breakthrough curve in Fig 4-22, carbon dioxide was not detected until 

at 22 min, and the effect reached full saturation at 32 min. Considering that the void volume in 

the gas separation device took 10 mins to be filled by 0.1 cc/min mixture gas flow, the actual 

breakthrough by SSA effect happened between 12 min and 22 min. 
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Fig 4-22. Breakthrough curve with 0.1 cc/min mixture flow. 
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In the discharging half-cycle, the device was discharged with the inlet and outlet gas valves closed 

for 30 mins for carbon dioxide to fully desorb. After that, pure nitrogen was used to purge carbon 

dioxide out of the device. To avoid the desorption of conventionally adsorbed CO2, a fast purge 

rate of 1 cc/min was used, and the exhaust gas was analyzed in Table 4-7.After the discharge, the 

carbon dioxide concentration in the cell had increased dramatically to 46.61% and was purged 

out at an N2 flow rate of 1 cc/min in less than 4 mins.  

Following the first cycle, another cycle was performed to investigate the reproducibility of the SSA 

effect under this configuration. The CO2 concentration in the effluent gas was plotted versus time 

in Fig 4-23. The breakthrough curve for the 2nd cycle was very similar to the 1st cycle. For the first 

20 min, no carbon dioxide was detected, and 10 min afterwards, the SSA effect was saturated.  

        

Time (min) CO2 concentration (%) 

0 46.61 

2 1.72 

4 0 

 

                               Table 4-7. CO2 concentration in the desorption cycle.  
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After the carbon dioxide got saturated, the desorption half-cycle was also performed. The inlet 

and outlet valves were closed and the device was discharged for 30 mins, and then the valves 

were opened and the device was purged by pure N2 gas at 1 cc/min, and the GC result is shown 

in Table 4-8.  

 

 

 

 

 

 

 

Time (min) CO2 concentration (%) 

0 45.95 

2 0.98 

4 0 

                                        Table 4-8. CO2 concentration in 2nd desorption cycle. 
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Fig 4-23. 2nd adsorption cycle with 0.1 cc/min gas flow. 
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From the analysis of the two cycles, the separation performance of SSA is repeatable over more 

than one cycle. Carbon dioxide was detected 12 min after the gas mixture was flown through the 

device and reached saturation at 22 min. The breakthrough point is defined as the point in time 

at which the effluent gas concentration reaches 50% of the influent gas concentration[9, 10], 

According to that the breakthrough time in our experiment is 18 min. In the desorption cycle, the 

CO2 concentration increased to an average of 46.28%, which means that after the desorption cycle, 

46.28% of the dead volume was carbon dioxide. Compared to the SSA experiments with the 

carbon monoliths the change in carbon dioxide concentration was significantly higher because 

the gas separation device had a much smaller dead volume.  

In the adsorption half-cycle, the amount of carbon dioxide adsorbed by the SSA effect can be 

calculated as 0.1 cc/min * 18 min * 15%= 0.27 cc (mL). In the desorption half-cycle, the amount 

desorbed by SSA effect caused the CO2 concentration to rise from 15% to 46.28%. Therefore the 

amount desorbed can be calculated as 0.9 mL * (46.28% - 15%) = 0.281 mL. The small difference 

between adsorption amount and desorption amount could be caused by the measurement 

inaccuracy. Due to GC instrument limitations, the sample can only be taken every 2 minutes. 

Therefore the breakthrough time might not be completely accurate. However, this data can 

confirm that the adsorbed amount can be released completely during the desorption step. During 

the adsorption cycle, the amount of carbon dioxide was n = pV/RT = 0.011 mmol, where R is 62.36 

ml mmHg K-1 mmol-1, T is 298K, p is 760 mmHg and V is 0.27ml.  Since 0.290 g carbon material was 

used in the top electrode, the SSA sorption capacity can be calculated by 0.011 mmol / 0.290 g = 

0.038 mol/kg, which means for every kilogram of sorbent material, the SSA capacity is 0.038 mol 

of carbon dioxide molecules.  
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The electrochemical performance was also characterized by electrochemical measurements. In 

these measurements, the top electrode with 0.290 g mass was connected to the counter 

electrode of the potentiostat, while the bottom electrode was connected to the working 

electrode. The CV curve was plotted in Fig 4-24. Compared to Fig 4-14, the rectangular shape of 

the curve was much more defined, which was a sign for improved kinetics compared to the 

monolithic BPL electrodes.  

The charge/discharge curve was measured with the same electrode setup, the charging current 

was 1 mA and the voltage was from 0 V to 1 V. The curve is shown in Fig 4-25.   

 

 

Fig 4-24. CV curve of the thin film electrodes with 1 mV/s scanning 

rate.   
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The triangular shape of the curve means the thin film electrodes had a higher charge/discharge 

efficiency compared to the 3.7 g BPL carbon monolith electrodes. The capacitance of the system 

could be calculated as C = it/V = 0.001 A * 5688 s / 1 V = 5.68 F. On average, in the charge cycle, 

the energy flown into the device was Echarge = 0.001 A * 2842.27 Vs = 2.842 J, the energy recovered 

on the discharge cycle was Edischarge = 0.001 A * 2218.72 Vs = 2.221 J, therefore the energy 

efficiency was Edischarge/Echarge = 78 %. This was higher than the energy efficiency obtained from BPL 

electrodes setup in 4.2, indicating the setup with thin film electrodes was a more energy efficient 

setup.  

 

 

Fig 4-25. Charge/discharge curve for thin film carbon electrodes with a constant current of 1mA. 
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4.4 Possible SSA mechanism and optimizations 

 
 In chapter 3, it was shown that earlier SSA attempts without using ionic electrolyte did not 

produce any CO2 adsorption effect. Therefore, the formation of the electrical double layer 

between the electrolyte ions and electrode surface is critical to the SSA effect. This indicates that 

the enhancement of CO2 adsorption capacity resulted from the interaction between CO2 

molecules and charges. Generally speaking, there are two routes for this interaction: 1) CO2 

molecules can diffuse to the electrode pores through the macropores and mesopores directly, 2) 

CO2molecules can diffuse to the pores through the electrolyte. In the SSA experiment with carbon 

monoliths, the SSA effect could not fully saturate within a 1-hour charging half-cycle. It is well 

known that physisorption is a very fast process, therefore the mechanism behind the SSA effect 

seems more complicated than that of simple physisorption. This leads to the conclusion that the 

SSA effect is more likely happening at the liquid-solid interface, rather than the gas-solid interface. 

Given that activated carbon surface could be hydrophobic due to the nature of C-C bonds, it is 

possible that part of carbon dioxide molecules diffused to pores through the electrode material 

itself, and part of the carbon dioxide molecules diffused to the pores through the electrolyte.  

SSA is a promising concept of carbon dioxide capture, yet it is facing some technological and 

engineering challenges. Although the mechanism of SSA in the above hypothesis sounds plausible, 

it is not directly observed. In the future, in-situ spectroscopy SSA experiments could help to 

understand the mechanism of SSA, specifically how CO2 molecules are preferably adsorbed when 

the carbon surface is electron rich. In addition, in the current setup, the gas mixture does not flow 

through but flows above the sorbent and the SSA effect depends on the carbon dioxide molecules 

diffusing to the sorbent. This could have a negative impact on the efficiency of the SSA effect.  
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The energy consumed in the carbon capture process is also an important factor to consider. In the 

gas separation devices with 0.290 g carbon electrodes, 3.158 J of energy was consumed in the 

charging step and 2.465 J of energy was recovered by the discharging step. Therefore, the net 

energy consumption was 0.624 J. Assuming 0.011 mmol carbon dioxide was captured in the cycle, 

we can calculate the energy cost per ton of CO2 as 𝐸 =  
0.624𝐽

0.011 𝑚𝑚𝑜𝑙
= 

0.624𝐽

0.011∗44 𝑚𝑔
= 1.28 𝐺𝐽/𝑡𝑜𝑛. 

In general, coal-fired powerplants generate 3.6 GJ of energy per ton of CO2 emission[11], leading 

to a parasitic load of 35.7%, which was on par with amine scrubbing technology[12]. The 0.624 J 

consumption was measured during charge/discharge experiments, therefore the energy 

consumption in actual SSA cycles could be higher than 0.624 J and the parasitic load could be 

higher than 35.7%. The high parasitic load is mainly associated with the low charge/discharge 

energy efficiency. Commercial supercapacitors have over 95% efficiency compared to 78% 

efficiency of the gas separation device. Several factors could contribute to the low efficiency of 

the current system. The carbon electrode contains 10% gluten to increase its hydrophilicity, 

however, gluten is not a conductive material and could increase the internal resistance of the 

system. The 5% PTFE binder could further add to the internal resistance as well.  In addition, the 

separator membrane used was lab grade filter paper which is not specifically engineered 

supercapacitors, which could add kinetic barrier for electrolyte diffusion. With proper 

optimizations in the future, it Is foreseeable that the parasitic load of the SSA process could be 

lowered by a large margin.  
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5 High pressure chemistry of nanoporous materials 

 

5.1 Introduction to the high pressure chemistry of mesoporous materials 

 
Since the successful synthesis of the M41S family molecular sieves, researchers have extensively 

studied and explored nanoporous materials for application in gas storage and separation[4], drug 

delivery[5], catalytic support[6] and so forth. For industrial applications, the structural stability of 

these materials is an important factor to consider. Generally speaking, the stability of nanoporous 

materials includes the thermal, chemical, and mechanical stability. Thermal stability of those 

materials has been studied extensively over the past two decades. It is well demonstrated that 

MCM-41 series of mesoporous silica can be stable up to 800 °C with the mesostructure retained. 

It was also reported for SBA-15 type mesoporous silica that even though there is thermally 

induced contraction of the pores upon heating, the pore structure can be stable up to 1200 °C[7]. 

Also, Dai et, al. has found ORNL-1 type mesoporous carbon can be heated to 2600 °C for 

graphitization with considerable porosity maintained[8].   

On the other hand, compared with the research efforts put into the study of the thermal behavior 

of mesoporous materials, reports about the behavior of mesoporous materials under pressure 

are rather limited. For large-scale industrial applications, there is a need for porous materials with 

high mechanical stability. There are some scenarios where porosity is desired in a pressurized 

environment, for example, in high pressure gas adsorption beds that have to be packed in a 

confined space, in porous carbon coatings that fit inside a tiny column for gas chromatography 

and so forth. The first study about the structural stability of mesoporous materials under pressure 

was conducted by O’Brien at 1996 when MCM-41 mesoporous silica was pressurized up to 1.2 

GPa by mechanical compression. It was found from N2 adsorption and SAXS that the 

mesostructure started to degrade at 86 MPa and was damaged at 224 MPa[9].  In 1999, Nakata 
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performed similar studies on MCM-48 mesoporous material, where the material is stable up to 

400 MPa. The increased mechanical stability is attributed to the interconnected three-

dimensional gyroid structure of the MCM-48 material[10]. Hartmann et al. investigated the 

mechanical stability of SBA-1 mesoporous silica with three-dimensional globular cages forming a 

continuous porous network. It was found SBA-1 exhibits higher stability than MCM-41 at 217MPa. 

This further proves that pore structure has an impact on the mechanical stability[11]. 

 

Hartmann also investigated the mechanical stability of SBA-15 silica and found that the pore 

structure was stable up to 260 MPa[12], which is higher than that of the MCM-41 material. Since 

SBA-15 and MCM-41 shares a similar hexagonal mesostructure, the difference in mechanical 

stability is likely to be a result of increased pore wall thickness of SBA-15.  

In addition to pure mesoporous silica, the mechanical stability of mesoporous silica with 

heteroatoms is also investigated by researchers. Carrot et al. has found that inclusion of transition 

metal ions increases the structural stability of mesoporous silica significantly. For example, Ti-

modified mesoporous silica SBA-15 can stand up to 518 MPa before the pores started to collapse, 

and the porous structure did not get destroyed till 814 MPa[13].  

 

      Fig 5-1. Structures of mesoporous silica: a) hexagonal, b) gyroid, c) lamellar 
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It is noteworthy that the efforts mentioned above were achieved using a piston-cylinder press 

which generates uniaxial pressure by applying pressure from two directions 180° apart from each 

other. When hydrostatic pressure was applied, the same mesoporous silica can withstand 

pressures in the gigapascal range. In 2000, the Tolbert group compressed an MCM-41 type 

silica/surfactant composite (as-synthesized silica without calcination) in a diamond anvil cell, 

using liquid/solid argon as a pressure media to ensure a hydrostatic pressure[14]. The composite 

material was able to resist pressure up to 12 GPa. In-situ XRD showed an elastic distortion of 

mesoporous lattice up to 4 GPa, and the distortion was recovered when the pressure was released. 

Even with surfactant removed the MCM-41 mesoporous silica was stable up to 8 GPa in an 

isostatic pressure environment. This increase can be explained by the hydrostatic pressure due to 

the pressure media (Argon). In a solid form, Argon can penetrate into the pores, therefore acting 

as a support for the porous framework, leading to a much higher stability of MCM-41 materials.   

From the research efforts mentioned above, one can preliminarily conclude that the stability of a 

porous structure is associated following parameters: 1) the pore structure and pore geometry – 

interconnected three-dimensional pore structure reinforce the framework against pressure, 2) 

pore wall thickness – thicker pore walls provide higher strength, 3) inclusion of heteroatoms can 

increase the strength as well, though the mechanism is unknown yet, 4) the support inside the 

pores can also increase the stability of the material. However, the study and understanding of the 

mechanical stability of mesoporous materials are rather limited until now, and some research 

showed contradicting results. For example, the Cassier group studied the thermal, hydrothermal 

and mechanical stability of a wide range of mesoporous silica, including MCM-48, KIT-1, MCM-41, 

SBA-15, FSM-16, PCH and HMS silicas. While they found that thermal stability is related to pore 

wall thickness and precursor choice and hydrothermal stability is related to wall thickness and 

degree of polymerization, they concluded the mechanical stability is little influenced by the 
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different nature of these mesoporous silicas and all of them collapsed at a maximum pressure of 

450 MPa[7].   

The research efforts mentioned above primarily focused on the stability of mesoporous materials 

under pressure, and they were limited to ambient temperature as well. It was not until recent 

years that researchers realized pressure could be utilized to induce crystallization of porous 

materials. In fact, pressure is an important thermodynamic driving force to induce crystallization 

of materials  

However, high pressure synthetic chemistry on porous materials was limited mostly to 

hydrothermal conditions with pressure in the sub-GPa region. For example, Ghobarkar has 

synthesized a variety of natural zeolites at the pressure range from 0.05 GPa to 0.4 GPa[15]. No 

gigapascal level high pressure synthetic chemistry about mesoporous materials reported 

previously.  

In recent years, the Landskron group here at Lehigh have synthesized a series of novel high 

pressure nanostructures from mesoporous precursors, some of which exhibit a porous structure 

after HPHT treatment. This endeavor has opened up a new field on the synthesis of high pressure 

phase materials. The use of mesoporous structure as starting materials can bring advantages over 

their bulk counterparts as the high surface area could lead to increased reaction activity during 

phase transition. It is worthwhile to investigate how the product structure will be affected by the 

porosity as well.  

 

5.2 Introduction to high-pressure apparatus 

 
The modern research of high pressure began after P.W. Bridgeman improved the high pressure 

apparatus to create pressures greater than 10 GPa[16], and Bridgeman later won the Nobel prize 

“for the invention of an apparatus to produce extremely high pressures, and for the discoveries 
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he made therewith in the field of high pressure physics” in 1946.  The high pressure apparatus by 

Bridgeman later led to a series of man-made high pressure phase materials including diamond[17], 

stishovite[18], cubic boron nitride[19], etc. A number of functional materials such as superhard 

materials[20], metal oxide superconductors[21] have been synthesized from HPHT as well.  

 

Currently, the state-of-art high pressure apparatus usually include three types of high pressure 

apparatus commonly used for HPHT experiments: diamond anvil cell (DAC), piston-cylinder press 

and multi-anvil apparatus (MAA).  In a piston cylinder apparatus, pressure is applied from two 

opposite sides from the piston cylinder, and uniaxial pressure up to 4 GPa is applied on the sample.  

It can also provide a relatively large sample volume (up to 500 mm3) as well as fast heating and 

cooling rates[1]. In a DAC setup, two single crystal diamonds are pressed against each other as 

illustrated in Fig 5-2. The tip of diamond crystals are small facets with a diameter in the 

micrometer range, therefore the setup can generate extreme pressures up to 550 GPa[22]. The 

Fig 5-2. Left: Piston-cylinder press. Right: Diamond anvil cell. Ref[1] 
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main drawback for diamond anvil cell is the sample volume, which is usually limited to a cylindrical 

shape with 50-100 μm in diameter and 10-50 μm in height.   

Most of the experiments in this thesis were done with the multi-anvil apparatus, which provides 

a balance between the maximum pressure and sample volume. With tungsten carbide anvils, the 

pressure can go up to 28 GPa. The MAA setup provides quasi-hydrostatic pressure by applying 

force from multiple directions as illustrated in Fig 5-3.  

 

Fig 5-3. Sample assembly in a multi-anvil apparatus. Ref[3] 

Fig 5-4. Illustration of multi-anvil assembly. Ref[2] 
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In a typical synthesis, the HPHT experiment was carried out in a multi-anvil assembly with a 1500-

ton press. The sample was first sealed in a platinum foil, then the capsule was put into an alumina 

sleeve and inserted into a cylindrical rhenium heater surrounded by LaCrO3 shell. A thermocouple 

was put on top of the assembly to monitor the temperature during the experiment, and zirconia 

oxide was used as heat insulating material.  

The assembly was then transferred into a Cr2O3 doped magnesium oxide octahedron with an edge 

length of 14 mm. The octahedron was then placed in between 8 truncated tungsten carbide cubes 

with an edge length of 32 mm and a truncation length of 8 mm. To prevent direct contact between 

the cubes pyrophyllite gaskets were placed in between the cubes. Afterwards the assembly was 

pressurized to the designated pressure and heated up to reaction temperature.  

 

 

 

Fig 5-5. Multi-anvil press at Geophysical Labs 
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5.3 Synthesis of high-pressure phases from mesoporous precursors 

 

5.3.1 Synthesis of stishovite nanocrystals from mesoporous silica 

 
Stishovite is a high pressure polymorph of silica with a rutile structure (Fig 5-6). Unlike other types 

of silica, the silicon atom in stishovite has a coordination number of 6. It is rarely found in nature. 

In fact, the first stishovite was synthesized by Stishov and co-workers at HPHT conditions and was 

named after him in 1961[18]. Later, stishovite was found in a coesite-bearing Meteor Crater in 

the state of Arizona, suggesting only extreme temperature and pressure generated by meteors 

hitting earth could produce such crystals[23]. Stishovite is the hardest oxide materials discovered 

and has a hardness value of 33 GPa. Due to its superior hardness, stishovite could be used as a 

substitute for diamond abrasive under certain chemical environments, for example, when 

diamond abrasive forms alloy with ferrous metal or get oxidized in air at elevated temperature. 

However, the cost of manufacturing currently prevents widespread application of stishovite. 

 

Traditionally, stishovite was synthesized from bulk siliceous species, pyrophyllite, silica gel, and 

vitreous silica as well. Wentorf from GE laboratory in New York successfully synthesized stishovite 

Fig 5-6. Crystal structure of Stishovite. Grey: Silicon, Red: oxygen. 
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crystals at a pressure of 13 GPa and temperature from 1000 to 1600 °C[23]. However, the high 

temperature associated with the production limits the production. By using mesoporous SBA-16 

as a starting material, our group has found that stishovite nanocrystals can be obtained at HTHP 

conditions with a pressure ramping rate of 2 GPa/h to 12 GPa and temperature ramping rate of 

100 °C/min to 400 °C[24].  

 

 

Fig 5-7. Images of stishovite nanoparticles. Left: SEM, Right: TEM 

Fig 5-8. XRD spectra of stishovite nanocrystals. 
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Characterization data shows that the mesoporous starting material has transformed into 

stishovite nanocrystals at 12 GPa and 400 °C. The phase purity was confirmed with the XRD 

patterns (Fig5-8), which was indexed to the tetragonal crystal structure of stishovite (JCPDS 45-

1374). These non-agglomerated stishovite nanocrystals have well faceted polygonal morphology 

with diameters from 200 – 400 nm under the electron microscope (Fig 5-7). Dynamic light 

scattering (DLS) analysis further showed the nanoparticles could be dispersed as individual 

particles in solution without aggregation and the hydrodynamic radius matched with the crystal 

radius obtained by electron microscopy.  

Besides SBA-16, KIT-6 and SBA-15 type mesoporous silica were also investigated under the same 

conditions. The former had a gyroid type pore geometry and yielded stishovite nanocrystals with 

a similar morphology to those from SBA-16, but the diameter of the nanocrystals was larger, 

ranging from 400 to 800 nm (Fig 5-9 and Fig 5-10).  

 

 

 

Fig 5-9. XRD of stishovite nanocrystals from KIT-6 
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However, when the precursor is substituted by SBA-15 type mesoporous silica, at 12 GPa and 

400 °C the product was coesite without well-defined morphology (Fig 5-11 and Fig 5-12).  

 

 

 

 

 

Fig 5-10. SEM(left) and TEM (right) of stishovite nanocrystals from KIT-6. 

Fig 5-11. TEM(left) and SEM(right) of coesite from SBA-15. 
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The result was not anticipated because from a chemical perspective, SBA-16, KIT-6 and SBA-15 

are all silicon dioxide and according to the phase diagram of SiO2 in Fig 5-10, stishovite is the stable 

phase at 12 GPa and 400 °C. These results indicate that these porous silicas have different reaction 

pathways to crystallization. A plausible explanation is that SBA-15 is first transformed to the 

intermediate coesite, however, since the temperature is only 400 °C, the intermediate cannot 

overcome the energy barrier between coesite and stishovite. This is in accordance with the 

Ostwald’s step rule, which states that the least stable polymorph crystallizes first rather than the 

most stable one. In the case of SBA-16 and KIT-6, the interconnected cubic mesostructure helps 

directly crystalline the product in the stishovite structure without the formation of a coesite 

intermediate.  

Fig 5-12. XRD spectra of coesite from SBA-15. 
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By using mesoporous silica as starting material, the temperature and pressure conditions required 

for stishovite synthesis can be as low as 12 GPa and 400 °C, indicating the unique structure and 

high reactivity can facilitate phase transition at milder temperature conditions compared with 

bulk starting materials.  

 

5.3.2 Synthesis of mesoporous coesite form mesoporous silica 

 
Coesite is another high-pressure polymorph of silicon dioxide first synthesized by Coes under 

HPHT conditions[25]. Coesite can be synthesized from mesoporous silica SBA-15 at 12 GPa and 

Fig 5-13. Phase diagram of silicon dioxide. 
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300°C for 5 minutes. Surprisingly, the coesite obtained by such method is mesoporous as seen by 

electron microscopy in Fig 5-14 and Fig 5-15.   

   

 

Fig 5-15. TEM (a-c) and SAED (d) of mesoporous coesite nanocrystals 

Fig 5-14. SEM images of mesoporous coesite nanocrystals 



 

153 

There was no clear defined particle morphology under electron microscopy investigation, 

however, a mesoporous structure was clearly revealed from the electronic contrast in the images. 

The pores were elliptical shaped with size from 2 – 50 nm. The well-defined SAED spots indicate 

these nanoparticles are single crystals, indicating the particle size is much larger than pore size. 

Due to limited sample amount, gas adsorption measurements could not be performed to analyze 

the pore volume and pore size, but depth-sectioned electron microscopy was used to investigate 

the porosity of the coesite crystals.  

 

Fig 5-16. Depth sectioned TEM image (a) and pore size distribution of 

coesite nanocrystals 
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One specific particle with a total volume of 14.301×10−14 cm3 was chosen to perform a through-

focal series images, and the pore size was estimated to be 6.994×10−14 cm3, which translates to a 

porosity of ca 49% and the surface area according to the particle was calculated to be 53 m2/g. 

The low surface area can be explained by crystallization-induced surface smoothing and 

micropore collapsing during the HPHT reaction. A control experiment was performed at 12 GPa 

at 200 °C for the same starting material, and a glassy substance was obtained with no porosity 

nor crystallinity present.  

  

 

The absence of porosity from the product produced at 200 °C indicates that the mesopores in the 

coesite were not due to pores that did not collapse from the starting material. This suggests that 

phase transformation happened at the temperature between 200 and 300 °C and the pores were 

generated during the crystallization process. A possible mechanism for porosity can be proposed 

from the perspective of elastic behavior of the mesoporous silicas. It is possible that the elastic 

distortion of mesoporous silica plays an important role of pore reformation above 200 °C. As the 

Fig 5-17. TEM (left) and XRD (right) experiment of SBA-16 treated under 12 GPa and 200 °C. 
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pressure increases to 12 GPa, the SBA-16 will first undergo elastic distortion and finally the pores 

collapse under pressure, and transforms into a glassy intermediate state. However, the elastic 

strain in the intermediate is not released, as a result, pores are generated during the 

crystallization upon heating to 300 °C to release the strain. After the formation of coesite, the 

pores remain metastable without collapsing, possibly due to two reasons: 1) the crystalline 

coesite channel walls have higher strength than amorphous silica, 2) short reaction time of 5 mins 

was able to produce a metastable mesoporous coesite without collapsing. The hypothesis is 

further supported by the polarized microscopy image of the intermediate at 200 °C, which shows 

an anisotropic structure.   

 

 

It is worth noting that 12 GPa and 300 °C is the thermodynamic stable region of stishovite in the 

silica phase diagram, which means that coesite is a metastable phase under this condition. This 

further supports the Ostwald’s step rule where the least stable phase crystallizes first. The coesite 

formed under cannot overcome the free energy barrier at 300 °C, possibly due to the high energy 

barrier associated with changing the coordination number of silicon atoms.   

 

Fig 5-18. Pore collapse and reformation mechanism. 
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5.3.3 Synthesis of nanopolycrystalline diamond from mesoporous carbon 

 
Diamond is a high pressure polymorph of carbon with excellent physical properties such as high 

hardness, excellent thermal conductivity, and high refractive index. In an analogous effort to the 

studies of mesoporous silica under HPHT, the behavior of mesoporous carbon under HPHT is also 

investigated to find out whether the mesostructure can facilitate the phase transformation from 

carbon to diamond and generate new diamond nanostructures.  

CMK-8 mesoporous carbon was used as the carbon precursor and placed into a multi-anvil 

assembly inside a magnesium oxide capsule. Mesoporous CMK-8 was pressurized to 21 GPa and 

Fig 5-19. Microscopy(A) and XRD (B) of diamond nanocrystals from CMK-8. 
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heated to a series of temperature from 1100 to 1600 °C. Diamond formation was observed from 

the sample heated at 1300 °C. The as-synthesized diamond crystal is an optically transparent 

brown monolith under a microscope. The phase purity of the product is confirmed by XRD, where 

111, 200 and 311 reflections of cubic diamond structure are clearly visible[26], as shown in Fig 5-

19. 

The monolithic and transparent nature suggested the sample was polycrystalline, which was 

further confirmed by the diffraction rings in the SAED. TEM images showed the product was a 

mesostructured material, comprised from interconnected diamond nanograins (Fig 5-20). The size 

of the nanograins is on the scale of ~10 nm, which is in accordance with the polycrystalline nature 

of the diamond. The nanograin structure was also seen from SEM image. The strong electronic 

contrast from the TEM image suggests the presence of porosity. Krypton adsorption experiment 

was performed to investigate porosity of the diamond. The BET area calculated to be 33 m2/g 

from the data. The relatively low surface area of the porous structure can be explained by the low 

surface roughness of the crystalline pore walls and lack of micropores from CMK-8 carbon, which 

was also observed previously on mesoporous coesite nanocrystals.  It is noteworthy that the 

surface area measurement may not be accurate due to the limited sample amount (0.6 mg).  

 

Fig 5-20. TEM (A), SAED (B) and SEM (E) of mesoporous diamond nanocrystals 
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The pore formation could be explained by the collapse-reformation mechanism from that 

proposed for the mesoporous coesite formation. Upon the pressurizing of CMK-8 carbon, the 

pores collapse gradually but the elastic strain is created in the intermediate, and when the 

temperature rises above the crystallization temperature, the strain is released during the 

crystallization by creating pores. The sintered polycrystalline nature of the product provided very 

high mechanical strength so the pores did not collapse at extreme pressures. Also, under the 

reaction temperature of 1300 °C, the porous diamond may not transform to a sintered high-

density phase at a significant rate.  

Another interesting property of diamond synthesized via this route is the polycrystalline nature. 

Though diamond is the hardest material known, single crystalline diamond has a low toughness 

due to the existence of a cleavage plane, presumably the {111} plane[4]. Polycrystalline diamond 

can eliminate this issue owing to the absence of a well-defined cleavage plane. Previously Irifune 

and co-workers have successfully synthesized polycrystalline diamond by treating pure 

polycrystalline graphite rod under pressures from 12 – 25 GPa and temperature from 2300 – 

2500 °C[27], where the temperature is extremely high for a high-pressure synthesis.  By starting 

with a CMK-8 mesoporous carbon, the temperature required to obtain a polycrystalline product 

is lowered by 1000 °C, therefore reducing the energy consumption of the HPHT process by a 

significant margin.  

 

5.4 Synthesis of high pressure phase with periodic mesostructures via nanocasting at high 

pressure 

 
Mesoporous silica was first synthesized by Mobile Oil in 1992 with the intention to replace zeolite 

materials as catalyst for petroleum cracking purposes, as their large pore channels can provide 

better diffusion kinetics for long-chain hydrocarbon molecules. However, this never happened 
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due to the lack of hydrothermal stability of the silica materials under harsh reaction environments. 

The problems rise from the amorphous pore walls of mesoporous silica. Unfortunately, silicate 

materials are extremely difficult to crystallize by temperature alone. In order to go around this 

issue, a concept of “nanocasting at high pressure” was developed. In this technique, 

mesostructured composites are used instead of mesoporous compounds. Pressure and 

temperature are applied to the composite materials to induce phase transformation of one or 

more phases of the composite material. The synthetic scheme is listed in Fig 5-21.  

 

Because the starting material is a dense material with practically no porosity there is no pore 

collapse during the HPHT treatment and the mesostructured is retained during the 

transformation. By following this route, periodic mesoporous coesite and quartz were synthesized.  

 

5.4.1 Synthesis of periodic mesoporous coesite 

 
The first demonstration of high pressure nanocasting was in 2009, where SBA-16/carbon 

composite was used as starting material[28]. The composite was made by impregnation of 

mesophase pitch into mesoporous SBA-16 silica by a melt-infiltration technique. The pitch was 

later carbonized at 900 °C under nitrogen flow to create a non-porous SBA/C composite, which is 

then moisturized to provide water as a mineralizer. After treating the composite at 12 GPa and 

                            Fig 5-21. Nanocasting at high pressure. 
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350 °C, the silica was converted into the coesite phase, while carbon in the composite acted as 

support for the mesostructure and prevented pore collapse. After the HPHT treatment, carbon 

was removed by oxidation in air to obtain a mesoporous coesite.  

 

 

The periodic mesostructure was clearly seen by TEM and the inset fast Fourier transform (FFT) 

pattern. The sharp peak in the SAXS pattern also indicated a highly ordered mesostructure. The 

phase purity was confirmed by XRD and SAED pattern as well (Fig 5-22). The SAED further confirms 

Fig 5-22. SAXS(A), XRD(B), TEM with FFT inset(C) and SAED(D) of ordered mesoporous coesite 
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that the coesite is single-crystalline despite having a periodic mesoporous structure. Nitrogen 

adsorption isotherm exhibited a type IV isotherm which is a direct indication of mesoporosity. The 

inset showed pore size calculated from DFT was ~ 4 nm. The pore size of the coesite material 

decreased slightly compared to that of the starting material (4.0 nm vs 5.0 nm), and the BET 

surface area was decreased as well, from 833 m2/g to 278 m2/g (Fig 5-23). Since the density of 

coesite is higher than amorphous silica, the pores could shrink during the HPHT procedure, leading 

to a smaller pore size. The surface area decreasing could be attributed to the collapse of 

micropores under pressure and the smoothing of the crystalline channel walls.  

 

 

 

Fig 5-23. Nitrogen adsorption isotherm of mesoporous coesite(inset: pore size distribution). 
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5.4.2 Synthesis of periodic mesoporous quartz 

 
Though a periodic mesoporous coesite was obtained via HPHT process, the high pressure of 12 

GPa prohibits the production of such materials at large scale, so efforts were put into studying 

whether lower pressure can still induce the crystallization of mesoporous silica/carbon 

composites. In the silica phase diagram, α- and β- quartz are the stable crystalline phases below 

coesite, therefore an effort was made to obtain periodic mesoporous quartz via high pressure 

nanocasting.  

Large pore FDU-12 was used for this study and was also infiltrated with mesophase pitch as 

support. FDU-12/carbon composite was treated at 4 GPa, 2 GPa, and 1 GPa respectively at a 

reaction temperature of 750 °C[29].  After the HPHT experiments, carbon was removed by 

oxidizing the product in air. The composite treated at 4 GPa successfully converted to quartz with 

the mesostructured retained, as seen from SAXS and XRD in Fig 5-26. The phase purity is also 

confirmed from the clear diffraction spots in the SAED in TEM images and the FFT pattern also 

shows pore ordering on the mesoscale (Fig 5-24). The porous structure is seen from SEM images 

as well. The formation of quartz rather than thermodynamic stable phase coesite can be explained 

by the same Ostwald’s step rule mentioned above.  

The porous structure is also confirmed by N2 adsorption isotherm (Fig 5-25), from which the BET 

surface area, pore volume, and pore size distribution is calculated. The surface area decreased 

Fig 5-24. TEM (a) and SEM (b,c) of mesoporous quartz produced at 4 GPa. 
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from 350 m2/g to 238 m2/g, and the pore volume decreased from 0.79 cc/g to 0.7 cc/g. These can 

be attributed to the smoothing of the pore surface by crystallization.  

Fig 5-25. SAXS(a) and XRD(b) of mesoporous quartz. 

Fig 5-26. Nitrogen adsorption isotherm of mesoporous quartz (inset: pore size distribution). 
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At pressures of 2 GPa and 1 GPa, the lowering of pressure allows a much simpler piston-cylinder 

apparatus compared with the multi-anvil apparatus. The composite treated at 1 GPa remained 

amorphous while the 2 GPa sample was transformed into quartz phase as seen in Fig 5-28, 

indicating the phase transition pressure lies between 1 GPa and 2 GPa. The mesoscale order on 

the 2 GPa sample was lower than that of 4 GPa sample (), due to the piston-cylinder setup which 

provides uniaxial pressure instead of a hydrostatic pressure from the multi-anvil setup. Despite 

this, the sample prepared at 2 GPa still showed a typical type IV isotherm (Fig 5-27). The pore size 

calculated by DFT for spherical pore models was 18 nm with a pore entrance of 8 nm, the BET 

surface area is 234 m2/g, which are in agreement with the sample prepared at 4 GPa. 

 

 

 

 

Fig 5-27. Nitrogen isotherm of mesoporous quartz produced under 2 GPa 
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Fig 5-28. TEM (top left and right) and SEM of mesoporous quartz produced at 2 GPa 

Fig 5-29. XRD products produced at 2 GPa(left) and 1 GPa(right). 
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Due to the crystalline channel walls, the hydrothermal stability of mesoporous quartz is greatly 

improved over amorphous mesoporous silica precursor. Both samples were subjected to H2O 

steam with a vapor pressure of 1 atm at 800 °C for 2 h. Electron microscopy in Fig 5-27 results 

shows that the sample prepared at 2 GPa retained the porosity and mesoscale ordering during 

the hydrothermal treatment (Fig 5-30). The precursor material, however, had decomposed and 

volatilized with the water steam, leaving practically nothing in the alumina boat.  

 

 

Compared to zeolites which are the traditional catalyst for petroleum cracking, mesoporous 

quartz still requires a relatively high pressure (gigapascals) to synthesis. However, materials 

produced by this method have much larger pores to provide larger transport channels for long 

hydrocarbon molecules, and solid hydrothermal stability as well. These excellent properties may 

justify the high cost of production associated with HPHT synthesis, and it may be possible to lower 

the required pressure and temperature by further optimizations.  

 

 

Fig 5-30. SEM(left) and TEM(right) of quartz obtained at 2 GPa after hydrothermal treatment. 
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5.5 Summary 

 
By using a mesoporous material as starting materials, a series of novel nanostructures was 

synthesized. Monodisperse stishovite nanocrystals may be used as abrasive materials under 

certain chemical environments not suitable for diamond. Mesoporous nanopolycrystalline 

diamond was obtained from CMK-8 carbon which might be used as carriers for drug delivery due 

to their porosity and biocompatibility. Mesoporous coesite was obtained directly from 

mesoporous silica, which is the first known mesoporous material formed under extreme pressure.  

The results mentioned above have shown that by starting with a mesoporous precursor the 

temperature required for low pressure phase to transform into high pressure phase is greatly 

reduced, in some case the required pressure is reduced as well. The increased reaction activity 

can be attributed to the high porosity of these nanoporous materials. In addition, different pore 

geometry (cubic, gyroid, hexagonal) are likely to provide reaction pathways along the free energy 

surface that are not available in bulk precursors, which leads the creation of new nanostructures 

that have not been observed previously. Nanocasting at high pressure offers a synthetic scheme 

for the synthesis of mesostructured high pressure phase materials that are otherwise difficult to 

produce. This concept may be extended to a variety of mesostructured material as well.  

High pressure phase P/T required from 

nanoporous precursor 

P/T required from traditional 

precursors 

Stishovite 12 GPa, 400 °C 13 GPa, 1000-1600 °C 

Coesite 12 GPa, 300 °C (mesoporous) 3.5 GPa, 700 °C 

Polycrystalline diamond 

nancrystals 

21 GPa, 1300 °C 12-25 GPa, 2300-2500 °C 

Table 5-1. Comparison of bulk precursor and nanoporous precursor for HPHT synthesis.  
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Following the work of this chapter, cubic boron nitride nanocrystals were synthesized from 

mesoporous cubic boron nitride, and diamond mesowires were made by the nanocasting process, 

details will be discussed in the following chapters.  
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6 Synthesis of cubic BN from nanoporous precursors  

 

6.1 Introduction to boron nitride materials. 

 
Materials with superior hardness are widely used for engineering applications, such as drilling, 

abrasives, cutting and grinding. Therefore, superhard materials are sought by scientists which 

have led to significant scientific discoveries[2]. The most commonly used superhard material is 

diamond. It is still the hardest material known[4], despite many experimental and theoretical 

efforts to find harder ones[5]. However, diamond has its own inherent limitations with regard to 

its chemical stability, listed as the following: 

 Diamond is the unstable phase of carbon under ambient pressure and starts to convert 

back to graphite at starting at 900 °C[3].Diamond is prone to oxidation in air at 600 °C 

owing to the chemical nature of carbon.  

 Diamond tends to dissolve in ferrous metal (Fe, Co, Ni) and their alloys at temperatures 

above 700 °C by carbide formation[6] 

Due to these limitations, it is not possible to use diamond as grinding materials for certain 

applications, for example, grinding hardened steel. In light of this, alternatives for diamond are 

explored and a common alternative used today is cubic boron nitride[3].  

Boron nitride (BN) is a chemical compound containing an equal number of boron and nitrogen 

atoms. BN is isoelectronic to carbon and it has polymorphs that are similar to carbon allotropes 

structurally - hexagonal boron nitride (hBN) and cubic boron nitride (cBN). Like graphite, h-BN is 

comprised of stacks of hexagonal rings made of alternating boron and nitrogen atoms with sp2 

hybridization. On the other hand, cubic boron nitride shares the same structure with diamond 

with sp3 hybridized atoms with a coordination number of four. In other words, one can view hBN 

and cBN as graphite and diamond crystals with half atoms substituted by nitrogen and the other 



 

172 

half substituted by boron. More interestingly, some of their properties and applications are also 

similar. For example, similar to graphite, hBN is also a good lubricant and is often used as a 

substitute for graphite under oxidative conditions. On the other hand, cBN is one of the hardest 

materials known today like diamond. There are also similar phase transition behaviors between 

boron nitride and carbon. Shown in Fig 6-1 is the phase transition of graphite to diamond (top) 

and hBN to cBN (bottom), both of them go from a hexagonal lattice to a cubic lattice.  

 

Different from diamond, cBN is first discovered by HPHT synthesis and later found in nature[7]. In 

1957, Wentorf Jr. from GE laboratory made the first cBN from mixtures containing boron and 

nitrogen at 8.6 GPa and 1800 °C[8]. Since then, cBN has been prepared from various BN precursors, 

like amorphous boron nitride[9], high purity hBN[10], pyrolytic graphite-like boron nitride[11] and 

so forth.  

Fig 6-1. Phase transition schematics. Top: from graphite to diamond, Bottom: from hBN to cBN (white: 

boron, black: nitrogen). Ref[3] 
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Therefore, from both scientific curiosity and a practical point of view, the investigation of 

nanoporous boron nitride under HPHT conditions is of significant interest. First of all, given the 

similarity of boron nitride and carbon in many ways, it is worthwhile to study the phase transition 

behavior of mesoporous boron nitride under similar conditions compared with mesoporous 

carbon. Secondly, since single-crystalline diamond nanoparticles and nanopolycrystalline 

diamond crystals have been produced from mesoporous carbon, and the same morphology may 

be formed from boron nitride as well. It is also worthwhile to investigate whether mesoporous 

boron nitride is more active in HPHT reactions than its bulk counterpart.  This effort was a 

collaborative project between me and Dr. Manik Mandal in which we both contributed to the 

synthesis of the precursors and I performed most of the characterization. Dr. Mandal performed 

the high-pressure high-temperature syntheses at the Carnegie Institution of Washington. 

 

6.2 Experimental setup and procedures: 

 
The nanoporous hBN precursor was made by the nanocasting scheme described in Chapter 1. 

Firstly, SBA-15 type mesoporous carbon (mC) was prepared by a soft assembly route reported by 

Dai. Then borazane (BH3·NH3) was infiltrated into the pore channels of the carbon template. The 

amount of borazane was chosen according to the pore volume of the carbon so it can fill the pores 

completely. After the infiltration, the composite was heated in N2 to convert borazane to boron 

nitride. Finally, the carbon template was removed by heating in NH3 flow to obtain a mesoporous 

boron nitride (mBN). Then, the pure mBN was transformed into cubic boron nitride under HPHT 

conditions.  
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6.2.1 Synthesis of C-ORNL-1 mesoporous carbon template 

 
The synthesis of mesoporous carbon templated was reported by Dai and co-workers[12]. 

Resorcinol (Sigma-Aldrich), formaldehyde (Sigma-Aldrich), F127 surfactant (BASF) and HCl (EMD 

Chemicals, Inc.) was obtained without further purification. In the synthesis procedure, 2.2 g F127 

was dissolved in a mixture of 9.0 ml 3 M HCl and 9.0 ml EtOH under stirring, then 2.2 g resorcinol 

was added to the solution for dissolution. After continuous stirring for ~ 11 min, the solution 

turned into a cloudy mixture. After 40 min, the gel phase was separated by centrifuging at 3000 

rpm and transferred onto a Petri dish for subsequent drying at 80 °C and 120 °C for 24 h 

respectively. The dried gel was scrubbed from the Petri dish, transferred into an alumina crucible 

and heated to 350 °C for 2 h at 1 °C/min for decomposition of F127 and subsequently to 850 °C 

for 2h for the carbonization of the resorcinol-formaldehyde polymer. The as-obtained carbon 

template was denoted as C-ORNL-1 and characterized by SEM, TEM, gas adsorption, and SAXS.  

 

6.2.2 Synthesis of mesoporous carbon / borazane composite 

 
BH3·NH3 was used as the source for boron nitride. To infiltrate BN complex into the template, 0.5 

g BH3·NH3 was taken and stirred in 2.0 g tetrahydrofuran (THF) to obtain a borazane suspension. 

To this mixture, 1.4 g mesoporous carbon was added and sonicated for 30 min. Then the mixture 

was left at 40 °C overnight for the evaporation of THF. A borazane/ carbon composite was 

obtained afterward. The borazane / carbon complex was heated up to 1000 °C with a heating rate 

of 5 °C/min under nitrogen flow to form hBN.  
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6.2.3 Removal of the carbon template 

 
Ammonia was used to remove carbon from the composite material. The composite material was 

heated up in nitrogen atmosphere at 10 °C/min. When the temperature reached 1000 °C, the 

flowing gas was switched to ammonia to etch the carbon from the composite for 24h. Afterwards, 

the sample was cooled down in a nitrogen flow. The scheme is shown in Fig 6-2. After the 

treatment, mesoporous boron nitride was obtained and used as the precursor for HPHT 

experiments.  

 

6.2.4 HPHT experiments 

 
The precursor was pressurized to the designated pressure at a ramp of 2 GPa/h at room 

temperature and subsequently heated up to the final temperature at a rate of 50 C°/min. Then 

the pressure and temperature were kept for 3 h during experiments. After the experiment, the 

pressure was gradually released at 2 GPa/h. The sample was extracted from the assembly at 

ambient pressure and temperature for characterization. Several pressure/temperature 

combinations were chosen to investigate the effect of pressure and temperature on the phase 

transition of mesoporous BN precursors.  

 

 

6.3 Product characterization and analysis: 

 

Room temperature 

N
2 
10 °C/min 

1000 °C 
Ammonia, 24 hours 

1000 °C 

Room temperature 

N
2
 

Fig 6-2. Removal of carbon by ammonia etching 
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Gas adsorption measurements were taken with Quantachrome AS-1 Surface Area and Pore Size 

Analyzer. The sample was degassed at 200 °C prior to measurement. XRD pattern was acquired 

on an imaging plate using Bruker D8 Discover in Geophysical Laboratory instrument with Cu Kα as 

X-ray source. The sample was mounted inside a 0.5 mm diameter capillary tube. TEM images were 

taken with JEOL 2000FX microscope with lanthanum hexaboride filament as electron source 

operating at 200 kV. The samples were ground and dispersed in acetone, then drop cast onto 

copper grid supported carbon film (SPI supplies). SEM was performed with Hitachi S4200 and Zeiss 

1550 with field emission electron source, operated at the voltage of 2-5 kV. The sample was 

coated with iridium with ~ 5nm thickness to increase electrical conductivity on sample surfaces. 

Three-dimensional TEM was performed by the Arslan Group at Pacific Northwest National 

Laboratory to analyze the pore size distribution of the cubic boron nitride products. Three-

dimensional TEM is a technique where a tilt-series of 2D TEM images are collected and later used 

to reconstruct a 3D image of the sample[13].  

 

The nanocrystal size and particle size distribution was analyzed by the Liu group at the University 

of Akron using dynamic light scattering (DLS) techniques. A BI-9000 AT digital time correlator was 

used to monitor the intensity-intensity time correlation function. The constrained regularized 

CONTIN method was used to analyze the field correlation function G() to get the characteristic 

line width . The hydrodynamic radius Rh of the nanocrystals was calculated with Stokes-Einstein 

equation: 

 𝑅ℎ = 𝑘𝑇/(6𝜋𝜂𝐷), 

where: 

     k is the Boltzmann constant, 

     η is the viscosity of the solvent at temperature T, 
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     D is translational diffusion coefficient.  

With D calculated by the following equation: 

 D =  


𝑞2
, 

 q =  
4𝜋𝑛

𝜆
sin (θ 2⁄ ), 

where: 

n is the refractive index of the sample, 

λ is the incident laser wavelength, 

θ is the scattering angle.  

The particle size distribution is then obtained by plotting G() against Rh. 

 

6.3.1 Characterization of the mesoporous carbon template C-ORNL-1 

 
The as-synthesized mesoporous carbon (mC) template was examined by TEM, SEM, and gas 

adsorption techniques. Electron microscopy showed the mesoporous structure was successfully 

synthesized by the soft-templating route. The as-synthesized mesoporous carbon template has 

one-dimensional pore channels packed hexagonally with a diameter of ~7 nm. N2 isotherm 

showed a typical type IV isotherm with capillary condensation. From the adsorption isotherm, the 

BET surface area was calculated to be 780 m2/g, and NLDFT gave a pore size estimation of 6.5 nm.  
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Fig 6-3. TEM images of the mesoporous carbon template with FFT inset.  

Fig 6-4. SEM of mesoporous carbon template 
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Fig 6-5. Nitrogen adsorption isotherm of mesoporous carbon template. (Inset: pore size 

distribution) 

 

6.3.2 Characterization of mC/mBN composite 

 
After infiltration of borazane into the template, the mC/mBN was inspected by gas adsorption 

measurements to ensure the pore volume of the carbon template was effectively filled with boron 

nitride.  

The BET surface area of mC/mBN composite was calculated from the adsorption isotherm in Fig 

6-7 was 43.8 m2/g, which is only 5.6% compared with that of the carbon template, showing the 

successful infiltration process. The rather small electronic contrast from TEM images in Fig 6-6 

indicates the same as well.  
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Fig 6-7. Nitrogen adsorption isotherm of mC/mBN composite 

 

Fig 6-6. TEM image of mC/mBN nanocomposite 
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6.3.3 Characterization of mesoporous boron nitride precursor 

 
After the removal of carbon template by ammonia, a pure mesoporous boron nitride was 

obtained. Its porous structure was confirmed by TEM microscopy in Fig 6-8 and nitrogen 

adsorption isotherm in Fig 6-9. The BET surface area of mBN was 610 m2/g with a pore size of 5.2 

nm calculated from NLDFT.  

Fig 6-8. TEM image of mBN precursor 
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6.3.4 Single-crystalline mBN nanoparticles obtained at 14 GPa and 1300 °C 

 
The precursor treated at 14 GPa, 1300 °C for 3h transformed to cBN successfully, as indicated by 

the XRD pattern in Fig 6-10 showing the 111, 200, 220 and 311 reflections of cubic lattice of boron 

nitride, with a lattice constant of 3.6154 Å. The product morphology was characterized by TEM in 

and SEM in Fig 6-11 and Fig 6-12. TEM revealed the as-synthesized cBN are faceted nanocrystals 

with a particle size of ~50 nm. The same was observed with SEM as well.  

Fig 6-9. Nitrogen adsorption isotherm for mBN precursor. (Inset: pore size distribution) 
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Fig 6-10. XRD of mBN treated at 14 GPa and 1300 °C 

Fig 6-11. TEM of mBN treated at 14 GPa and 1300 °C (inset: SAED). 
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To find whether these nanoparticles are free standing, the cBN were dispersed in acetone and 

analyzed with DLS. The measurement was performed at different scattering angles from 45° to 

120°. The hydrodynamic radius Rh of the dispersed nanoparticles was determined by CONTIN 

algorithm. The average nanoparticle was found to be ~70 nm, which is slightly larger than the 

observation from TEM and SEM. Slight aggregation and the solvation shell of these particles could 

be a possible explanation for this discrepancy. In DLS, the particles can be surrounded by solvent 

molecules, therefore the solvation shell could lead to the hydrodynamic radius. The DLS 

measurement indicates the cBN nanoparticles in the solvent is slightly aggregated but still solution 

processable (Fig 6-13).  

 

 

Fig 6-12. SEM of mBN treated at 14 GPa and 1300 °C 
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6.3.5 Nanopolycrystalline cBN obtained at 10 GPa and 1000 °C 

 
In another experiment, the mBN precursor was treated at 10 GPa and 1000 °C for 30 min to 

investigate if the phase transition can still happen at lower temperature and pressure. The XRD 

pattern in Fig 6-16 confirmed that cBN formed under this condition. The crystal morphology was 

investigated by TEM and SEM. The results show the cBN formed at 10 GPa and 1000 °C is in 

aggregated form. According to TEM images in Fig 6-14, the product is aggregated from cBN 

nanoparticles of ~20 nm diameter, making the product a nanopolycrystalline material. This is 

confirmed by SEM images as well, as seen in Fig 6-15. This sample was also investigated by DLS in 

Fig 6-17, and the hydrodynamic radius calculated from CONTIN algorithm is ~500 nm, which 

shows that the nanograins are aggregated to form a polycrystalline material.  
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Fig 6-13 DLS particle size of cBN obtained at 14 GPa and 1300 °C 



 

186  

Fig 6-14. TEM images of mBN treated at 10 GPa and 1000 °C 

 

Fig 6-15. SEM image of mBN treated at 10 GPa and 1000 °C 
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Fig 6-16. XRD spectra of mBN treated at 10 GPa and 1000 °C 
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Fig 6-17. DLS CONTIN of mBN treated at 10 GPa and 1000 °C 
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It was ambiguous if the electronic contrast from TEM images would come from porosity or from 

grain boundaries. The bright areas around a nanocrystal can be interpreted as grain boundary, 

and the bright area between the particles may indicate porosity. Therefore, N2 adsorption 

isotherm and three-dimensional TEM investigation were performed. From the nitrogen 

adsorption isotherm shown in Fig 6-18, the BET surface area was calculated to be 44.9 m2/g. The 

adsorption hysteresis occurs over a wide pressure range, indicating a relatively broad pore size 

distribution. The pore size distribution ranged from 3 to 8 nm and the pore volume was 0.05 cc/g 

calculated from NLDFT. The AS-1 instrument provides several adsorbate/adsorbent models for 

NLDFT calculation, but there is no option for boron nitride adsorbent. Therefore, only a N2 

adsorption on carbon with slit pores model could be used which may not have given accurate 

results.   

 

The schematics of 3D TEM investigation can be illustrated by Fig 6-19. A series of images were 

collected at different tilting angles, and the images were later combined to construct a 3D 
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Fig 6-18. Nitrogen adsorption isotherm of mBN treated at 10 GPa and 1000 °C 
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representation of the sample. Shown in Fig 6-20 is one slice of the images obtained from the 

sample treated at 10 GPa and 1000 °C. The black area surrounded by white area represents the 

pores in the sample. By measuring the pore size from multiple images, a statistical pore size 

distribution was obtained in Fig 6-21. 

 

 

 

 

Fig 6-20. One slice from 3D TEM images. (No scale bar shown) 

Fig 6-19. The principle of 3D TEM by tilting. Ref[1] 



 

190 

 

According to calculations from 3D TEM, the sample surface area is 122 m2/g, with 10.2% porosity 

and 0.0331 cc/g pore volume. The surface area here is larger than the surface area calculated 

from gas adsorption isotherm, indicating a large portion of pores is closed pores that are not 

accessible for gas molecules.  

 

6.3.6 Mesoporous boron nitride treated at 8 GPa and 1000 °C 

 
In order to find the lower pressure boundary for the phase transition, another HPHT experiment 

was carried out at the 8 GPa and 1000 °C for 30 min. Under this condition, the mBN precursor 

transformed to hexagonal boron nitride as indicated by the XRD pattern in Fig 6-22. According to 

Fig 6-21. Pore size distribution of mBN treated at 10 GPa and 1000 °C 
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TEM and SEM in Fig 6-23, the product is vesicular shaped nanoparticle with an average size of 

~0.5-1 μm. DLS analysis showed the average particle size is 1μm (Fig 6-24), which is in accordance 

with TEM and SEM observations. These results indicate that the minimal phase transition pressure 

for mBN precursor is between 8 and 10 GPa.  
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Fig 6-23. XRD of mBN treated at 8 GPa and 1000 °C 

Fig 6-22. TEM (left) and SEM (right) of mBN treated at 8 GPa and 1000 °C 
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6.4 Discussion and conclusion: 

 
Similar to single crystalline diamond nanoparticles produced from mesoporous carbon[14], single 

crystalline cBN nanoparticles can also be obtained from mesoporous boron nitride precursor 

without the aid of catalysts. The cBN products obtained from 14 GPa and 1300 °C experiment are 

isotropic nanoparticles with ~50 nm grain size and have well-defined crystal edges and facets. In 

addition, these nanoparticles are solution processable since they can be dispersed in acetone.  

On the other hand, the mesoporous nanopolycrystalline cBN produced from 10 GPa and 1000 °C 

experiment is similar to the report of mesoporous nanopolycrystalline diamond obtained from 

CMK-8 carbon[15]. The as-synthesized cBN is made of sintered nanoparticles with ~20 nm grain 

size. Measured by DLS, the average hydrodynamic radius of the particles is ~500 nm. The as-

synthesized has a surface area of 122 m2/g, which is significant for high-pressure phase materials, 

though some portion of the surface area is not accessible. High pressure and porosity seem to 
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Fig 6-24. DLS CONTIN analysis of mBN treated at 8 GPa and 1000 °C 
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contradict to each other, but the presence of porosity might be explained by the collapse-

reformation mechanism described in Chapter 6. It is well studied that mesoporous silica exhibits 

elastic behavior under pressure[16], the same might apply for mBN as well. Upon pressurization, 

the mesopores are elastically distorted, ultimately leading to partial or complete pore 

deformation in the intermediate. Upon crystallization as cBN, the strain can be released by pore 

creation. At a relatively mild temperature (1000 °C), the strength of cBN might be well enough to 

support the porous structure against the pressure of 10 GPa. Additionally, the volume shrinkage 

during crystallization can also induce porosity.   

From a practical standpoint, the use of mBN precursor brings several of benefits to the production 

of cBN materials. Firstly, according to the Hall-Petch effect (also called grain-boundary 

strengthening), grain boundaries can impede dislocations within the material. Therefore, the 

mechanical strength of the cBN is reversely related to the grain size. Previously, Irifune has 

reported this effect for nanopolycrystalline diamonds[17]. Due to nanopolycrystalline nature of 

the product produced at 10 GPa and 1000 °C, the materials could be much stronger than 

conventional cBN with micron meter sized grains. However, it needs to be considered that 

porosity tends to decrease mechanical strength and that the grain boundaries may be weak due 

to the mild temperature applied. 

Secondly, the temperature and pressure conditions required for mBN to convert to cBN is much 

lower compared with conventional precursors. For example, the Solozenko group reported the 

synthesis of nanopolycrystalline cBN from a BN precursor which has a similar structure to 

polycrystalline graphite at 20 GPa and ~1500 °C[18] and the Ogi group obtained similar products 

from high purity hBN and pyrolytic BN at pressures between 9–20 GPa and temperatures between 

1500-2300 °C[19], while our method only required 10 GPa and 1000 °C, lowering the energy 
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consumption and cost during the synthesis, therefore making the whole process potentially more 

scalable.  

The high reactivity of nanoporous precursor in HPHT reactions have also been observed in the 

synthesis of diamond materials[14, 15, 20] and silicon dioxide materials as well[21, 22]. From the 

perspective of thermodynamics, it is likely the high surface area and ordered porous structures 

can provide reaction pathways with low activation barrier that are not available for bulk materials, 

therefore the pressure and temperature conditions are lowered and novel cBN nanostructures 

are obtained from the precursor. For example, the high surface area may provide more active 

sites and the pore volume may provide extra space for contraction/expansion during the phase 

transformation, which is not applicable for conventional bulk precursors.  

However, it is not clear how the porosity can exactly facilitate the phase transformation and how 

the product morphology is governed by the reaction conditions. Based on the results reported in 

this chapter, one can design further experiments, for example, in-situ HPHT experiments with 

XRD/SAXS measurements in a diamond anvil cell to study intermediate states and reaction 

pathways. Also, computational modeling of phase transformation might help as well. Hopefully, 

these future experiments can provide detailed mechanistic information to help us design and 

optimize the synthesis of high pressure phases from nanoporous precursors.  
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7 Synthesis of diamond nanowires by nanocasting at high pressure with a hard template 

 
 

7.1 Introduction and background  

 
Low-dimensional materials have a long history in physics, chemistry, and material science. They 

can be defined as materials that are finite in at least one dimension, for example, zero-

dimensional quantum dots[6], one-dimensional nanowires[7, 8], and two-dimensional (2D) sheet 

structures[9]. The past few decades have witnessed the progress on low-dimensional carbon 

materials with sp2 hybridization, namely the discovery of 0D fullerene[10, 11], 1D carbon 

nanotube[12] and 2D graphene[13], as shown in Fig 7-1. 

 

These low-dimensional carbon structures have remarkable chemical and physical properties, for 

example, carbon nanotubes have a very high Young’s modulus and high tensile strength. In 

addition, depending on their structure, they can be tuned to be metallic conductors or 

semiconductors [14]. Therefore, large amounts of effort have been devoted to producing them 

and fabricating new devices from these materials.  

Fig 7-1. Low-dimensional sp2 carbon structure. Fullerene (a), carbon nanotube (b), graphene (c). 

Ref[5] 
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On the other hand, low dimensional sp3 carbon structures are much less studied. For example, 

the sp3 analogue of the carbon nanotube, the diamond nanowire, also holds promises for several 

important applications, as it also possesses interesting properties like high strength, 

biocompatibility, and high thermal conductivity[2]. The unique physiochemical features suggest 

applications as reinforcements in nanocomposites, heat dissipation materials, as well as 

electronic devices. Recently, the Badding group at Penn State University has synthesized one-

dimensional diamond nanothreads made of a strand of zig-zag shaped “cyclohexane” rings of six 

atoms with sp3-hybridization[15]. Theoretical calculations have shown that this structure is 

remarkably strong yet light[1], which makes it potentially suitable for building “space elevators” 

(Fig 7-2). 

 

 

However, current synthesis methodologies for this type of one-dimensional structure are 

relatively limited. The production of diamond nanowires can be categorized into two approaches: 

top-down and bottom-up. The top-down approach is the common technique in nanomaterials 

synthesis, especially for semiconductor devices. The basic concept of top-down is to reduce the 

Fig 7-2. One dimensional sp3 carbon structure, blue: carbon, white: hydrogen. Ref[1] 
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initial structure from a macroscopic level to the nanoscopic level by externally controlled forces 

like etching through mask and milling.  

 

One of the early efforts to make diamond nanowires by etching was reported by the Shiomi group, 

where reactive ion etching (RIE) by oxygen plasma was used to produce diamond rod structures 

with 300 nm length and 10 nm diameter[16]. Masuda proposed a general route for producing 

diamond nanowires from the etching of chemical vapor deposition (CVD) diamond film by oxygen 

plasma through anodic aluminum oxide (AAO) mask, as in Fig 7-3. Since the etching rate of the 

AAO template is negligible, the plasma is able to selectively remove carbon content by oxidation, 

producing one-dimensional diamond nanopillars with high aspect ratio[4].  

Fig 7-3. Production of diamond nanowire by masked etching. Ref[4] 
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On the other hand, the bottom-up approach builds nanostructures on the foundation of atoms 

and molecules, for example, molecular self-assembly, atomic layer deposition, epitaxy, and so 

forth. The Masuda group also studied the bottom-up approach diamond nanowire synthesis with 

AAO template. Diamond nanoparticles with ~50 nm size were used as seeds, and the product is 

deposited through the channels of the template (Fig 7-4).  

 

 

However, these methods have their inherent drawbacks. For example, in a top-down approach, 

the mask has to be perfectly aligned with the substrate and lithographic equipment can be costly. 

The bottom-up CVD approach also requires complex setup and rises a cost concern as well. In 

addition, both of them are surface techniques that are difficult to scale up.  

Fig 7-4. Mask deposition of diamond nanowires. Left: scheme, right: SEM image. Ref[3] 
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In order to go around these limitations, we proposed a novel route using the high pressure 

nanocasting concept to provide an efficient and scalable method for producing individual free 

standing diamond nanowires. The concept of high-pressure nanocasting was introduced in 

chapter 5 where a mesostructured nanocomposite is used as the precursor in an HPHT 

experiment to obtain a high-pressure phase material with periodically ordered structures.  In such 

a process, one phase remains stable to act as the supporting material while the other phase is 

transformed into a high pressure phase. Up to date, this concept has been applied only to the 

synthesis of high pressure SiO2 materials, such as periodic mesoporous stishovite[17], periodic 

mesoporous coesite[18], periodic mesoporous quartz[19], and periodic mesoporous 

alumosilica[20]. It is worthwhile to investigate whether this concept can be extended to one-

dimensional carbon structures.  

  

 

 

 

 

 

Herein, a simple synthetic scheme to produce one-dimensional diamond nanostructures by the 

high-pressure nanocasting concept as illustrated in Fig 7-5 is presented. First, a template with 

cylindrical channels is chosen and filled with a carbon precursor. Afterwards, the template/carbon 

composite is treated at HPHT conditions, where carbon is transformed into diamond and the 

template remains unchanged. Finally, the template is etched from the template/diamond 

Infiltration HPHT Template removal 

Template Template/Carbon  Template/Diamond  One dimensional diamond 

Fig 7-5. Proposed synthetic scheme for 1D diamond nanostructures. 
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composite to obtain pure one-dimensional diamond nanowires. Anodized aluminum oxide (AAO) 

is chosen as the template as it has well-defined hexagonal, non-interconnected, porous channels 

that would be optimal for producing diamond nanowires. Before HPHT treatment, AAO can be 

converted to the most stable alpha-alumina phase to ensure the one-dimensional structure does 

not undergo phase transformations during the high pressure experiment. Polyaromatic 

mesophase pitch is chosen as the carbon source as it can yield dense, non-microporous carbon, 

so that there is minimal morphological change during the phase transition reaction.  

 

7.2 Materials and experimental procedures 

 
The ACSAAO50 template was purchased from ACS Materials and used without further treatment. 

The as-obtained AAO membranes are transparent circular disks with 1.2 cm diameter and a 

thickness of 50 μm. Inspected by SEM, the one-dimensional pore channels are packed in a 

hexagonal order and the pore diameter is 50 nm as shown in Fig 7-6 and 7-7. 

 

Fig 7-6. The Double-Pass AAO Templates obtained from ACS materials.  
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Mesophase AR pitch from Mitsubishi Gas Chemical, Inc. was used as the carbon source. 0.2g of   

AAO template was crushed into a powder, then mixed with0.052 g mesophase pitch and ground. 

Then, the mixture was transferred into a vial with 10 mL ethanol added. The vial was sonicated 

for 30 mins and stirred at 40 °C overnight to evaporate the ethanol. The mass of mesophase pitch 

was chosen according to the pore volume of AAO template, so it can infiltrate the pore channels 

effectively. The composite was then heated up to 302 °C under nitrogen atmosphere with a 

heating rate of 1 °C/min and kept for 3 hours to allow the mesophase pitch to melt and infiltrate 

into the template pores. The composite was further heated up to 850 °C at a rate of 5 °C/min and 

kept for 2 hours for the carbonization of mesophase pitch.  

The AAO/C composite was then investigated by SEM and gas adsorption isotherm for pore filling. 

The nitrogen adsorption isotherm result is plotted in Fig 7-9. According to the isotherm, the BET 

surface area of the AAO template was 320 m2/g, and the surface area dropped to 3.9 m2/g after 

carbon precursor was filled to the template, which indicates that the infiltration process was 

Fig 7-7. SEM image of top (left) and cross-sectional (right) view of ACSAAO50 template.  
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effective. In addition, the SEM images in Fig 7-8 also show that the carbon precursor had 

infiltrated into the pore structure of the AAO templates.  
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Fig 7-9. N2 adsorption isotherm of the AAO template before and after the infiltration of mesophase pitch. 

Fig 7-8. SEM image of AAO/C composite 
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Afterwards, the composite was heated up 1300°C for 2h under argon atmosphere to convert 

aluminum oxide in the composite into the alpha phase. Since α-alumina is thermodynamically 

stable at high-pressure and does not make phase transformations, it is expected that the template 

will remain stable during the HPHT reaction. The XRD of the materials in Fig 7-10 confirmed the 

α-alumina and the morphology of the composite remained unchanged after the treatment, as 

suggested by SEM images in Fig 7-11. 
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Fig 7-10. XRD of AAO/C composite before HPHT. The diffraction peaks correspond to alpha-alumina (PDF 

46-1212).  

Fig 7-11. AAO/C composite after heat treatment at 1300 °C. 
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After characterization, the AAO/C composite was then used as the precursor for HPHT studies. 

The experiments were carried out in a multi-anvil apparatus as described in chapter 5. The 

pressure was ramped up to the designated pressure with a ramping rate of 2 GPa/h at room 

temperature and was then heated to the designated temperature at a heating rate of 50 °C/min. 

The samples were treated for 3h at the final temperature. After the experiment, the sample was 

quenched and the pressure released at a rate of 2 GPa/h. Then, the sample was extracted from 

the capsule. These experiments were done in a collaborative effort with Dr. Manik Mandal, 

whereby I prepared the precursor material and characterized the product, while Dr. Mandal 

performed the high pressure experiments at Carnegie Intuition of Washington.  

 

7.3 Product characterization and analysis 

 
The gas adsorption isotherm in this project was measured with Quantachrome AS-1 surface area 

and pore size analyzer, with the sample heated to 200 °C for 2 hours under vacuum before 

measurement. XRD pattern was acquired on an imaging plate usingRigaku Miniflex benchtop XRD. 

The sample was crushed into powders and loaded onto a zero background sample holder made 

of single-crystalline silicon. Copper Kα radiation was used.  The SEM images were recorded with 

a Zeiss LEO 1550 with a Schottky field emission electron source. For the best dispersion, the 

sample was ground in acetone and drop cast onto a copper grid supported carbon film, and later 

coated with a 5 nm Iridium layer for conductivity.  

 

7.3.1 Treatment of sample at 14GPa and 1300°C 

 
In the first attempt, the AAO/C composite was treated at the pressure of 14 GPa and 1300°C for 

3 hours since diamond nanocrystals have been obtained at similar conditions previously[21, 22]. 
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After the experiment, the product investigated by XRD to check for diamond formation during the 

HPHT process. According to the diffraction pattern in Fig 7-12, diamond is absent, which suggests 

that diamond did not form under such pressure and temperature conditions. All the peaks in the 

spectrum could be assigned to alpha alumina peaks (2θ equals 25°, 34°, 37°, 43°, 52°, 57°, 66°, 68°, 

76° ). 

 

7.3.2 Treatment of composite at 14 GPa and 1600 °C 

 
In another attempt, the temperature of the HPHT experiment was increased to 1600°C while 

other conditions were kept the same. The aim of the temperature increase was to promote the 

reactivity of the diamond precursor during the high pressure conditions. According to the XRD 

pattern in Fig 7-13, the AAO/C had transformed into an AAO/Diamond composite at the condition 

of 1600°C and 14 GPa. Due to instrument limitations, the scan was limited up to 2 theta = 60°, but 

Fig 7-12. AAO/C composite after 14 GPa and 1300 °C. 
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the (111) reflection around 44° is clearly visible. In addition, Raman spectroscopy in Fig 7-14 also 

shows a strong peak at 1335 cm-1, which is indicative of diamond formation.  
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Fig 7-13. XRD of the AAO/diamond composite. D refers to diamond, Pt refers to Platinum, all 

other peaks can be assigned to alpha alumina (PDF 46-1212). 
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Fig 7-14. Raman spectra of AAO/Diamond after HPHT. 
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The removal of the AAO template was accomplished by base etching. 100 mg of sample was mixed 

with 2 g NaOH and transferred into a glassy carbon crucible.  The crucible was put into a tube 

furnace and heated at 550 °C for 3 days under argon flow. Afterwards, the product was taken out, 

washed with deionized water, and filtered through a fritted glass funnel. The residue from the 

glass filter was collected. Due to the limited sample amount, only electron microscopy images 

were taken. As shown in the image in Fig 7-15, the product is monodispersed diamond nanowires 

with 43 nm diameter. The slight reduction in diameter is expected since diamond has the highest 

density among carbon polymorphs, therefore the volume could shrink during the phase 

transformation.  

Fig 7-15. SEM of AAO/Diamond composite. 
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7.4 Discussion and conclusions: 

 

It is well demonstrated that ordered mesoporous materials exhibit high activity in many chemical 

reactions[23-26], as well as in HPHT reactions as introduced in chapter 5. This can be explained 

by the high surface to volume ratio of the mesoporous materials since the high surface area can 

lead to a large number of unsaturated surface atoms and active sites.  

Fig 7-16. SEM image of AAO/Diamond after etching.  
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Unlike the previous discovery that mesoporous carbon can be transformed into diamond at the 

condition of 14 GPa and 1300 °C, the carbon in the AAO/C composite did not form diamond under 

the same conditions. As indicated by the phase diagram of carbon in Fig 7-17, such condition is in 

the stability region of diamond, which indicates the reactivity of AAO/C is lower than mesoporous 

carbon-like CMK-8[21]. One possible explanation for the reduction of activity could be the lack of 

surface area from the precursor. Though the AAO and carbon rods have high surface area 

themselves, the AAO/C composite had a minimal surface area, therefore the reactivity is less than 

Fig 7-17. Carbon phase diagram. Source: [2] 
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a pure mesoporous carbon precursor. Upon raising the reaction condition to 14 GPa and 1600 °C, 

the carbon content in the composite transformed into diamond, which further indicates the lack 

of surface area has decreased the reactivity.  

However, the possibility of synthesizing diamond nanowires at lower temperatures should not be 

ruled out completely. A similar study was conducted by Peter Pauzauskie et, al. at Lawrence 

Livermore National labs, where carbon aerogel was pressurized in a diamond anvil cell (DAC) 

apparatus to obtain diamond aerogels. As a commonly used pressure transmitting medium, neon 

was filled into the DAC and under such high pressure conditions, neon can flow and infiltrate into 

the pore system[27], effectively forming a Neon/Carbon composite system. Upon heating to a 

temperature of 1307 ± 30 °C and pressure greater than 21 GPa, the carbon transformed to 

diamond with the aerogel morphology maintained. This indicates it is feasible to achieve 

amorphous to diamond transformation around 1300 °C, though the authors did not explore 

lowest possible pressure conditions.  

In summary, the concept of high pressure nanocasting enables the production of monodisperse 

diamond nanowires in bulk with the help of a template. Novel scientific and industrial applications 

are expected of the diamond nanowires due to their high strength and thermal conductivity.  

Compared with the surface techniques like CVD and masked etching, the nanocasting route can 

be scale up more easily. If the pressure and temperature conditions can be lowered by 

optimization, this method could be potentially useful for synthesizing the diamond wires in larger 

quantities. This method could be extended to a general and flexible technique to obtain diamond 

nanostructures that are otherwise hard to achieve. For example, the diameter of the diamond 

nanowires can be easily adjusted by choosing AAO template with different pore diameters. In 

addition, by using mesoporous alumina with different pore geometry[28], this method can 

potentially lead to a corresponding diamond nanostructure.     
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