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#### Abstract

We consider model order reduction of a cable-mass system modeled by a one dimensional wave equation with interior damping and dynamic boundary conditions. The system is driven by a time dependent forcing input to a linear mass-spring system at the left boundary of the cable. A mass-spring model at the right end of the cable includes a nonlinear stiffening force. The goal of the model reduction is to produce a low order model that produces an accurate approximation to the displacement and velocity of the mass in the nonlinear mass-spring system at the right boundary. We believe the nonlinear cable-mass model considered here has not been explored elsewhere; therefore, we prove the well-posedness and exponential stability of the unforced linear and nonlinear models under certain conditions on the damping parameters, and then consider a balanced truncation method to generate the reduced order model (ROM) of the nonlinear input-output system. Little is understood about model reduction of nonlinear input-output systems. Therefore, we present detailed numerical experiments concerning the performance of the nonlinear ROM; we find that the ROM is accurate for many different combinations of model parameters. We also prove the well-posedness and exponential stability of other cable-mass problems with unbounded input and output operators, and numerically investigate the behavior of the ROMs for these systems.


## ACKNOWLEDGMENTS

It is with profound gratitude I recall the guidance, encouragement and advice offered to me by my adviser Dr. John R. Singler in no small measure, thus providing me with a conducive atmosphere enabling me to engage with the research. Compiling this dissertation would have been beyond my capability if it was not for the generous motivation I received from him.

Also, I wish to convey my heartfelt thanks to those committee members namely-Dr.Yanzhi Zhang, Dr.Xiaoming He, Dr.Nan Jiang and Dr.Belinda A.Batten whose valuable contribution certainly made a great impact to pursue my research in mathematics with determination and enthusiasm.

Let me also, gratefully remember my beloved parents- Gunasena and Swarna, affectionate sibling-Ranga and his family and all my dear friends and finally my loving spouse Pasan and sweet little son, Daham.

## TABLE OF CONTENTS

## Page

ABSTRACT ..... iiii
ACKNOWLEDGMENTS ..... iv
LIST OF ILLUSTRATIONS ..... viii
LIST OF TABLES ..... xi
SECTION

1. INTRODUCTION ..... 1
2. NONLINEAR CABLE-MASS PROBLEM WITH BOUNDED INPUT AND OUTPUT OPERATORS ..... 4
2.1. THE MODEL ..... 4
2.2. THE ENERGY FUNCTION ..... 5
2.3. VARIATIONAL FORM ..... 8
2.4. ABSTRACT FORM ..... 10
2.5. THE LINEAR PROBLEM ..... 11
2.5.1. Function Spaces ..... 12
2.5.2. Well-Posedness and Exponential Stability ..... 15
2.6. THE NONLINEAR PROBLEM ..... 19
2.7. BALANCED TRUNCATION MODEL REDUCTION ..... 24
2.7.1. Finite Dimensional Balanced Truncation ..... 24]
2.7.2. Infinite Dimensional Balanced Truncation ..... 26
2.7.3. Formulating the Finite Difference Approximation ..... 28
2.7.4. Implementation of Balanced Truncation Method ..... 32
2.8. NUMERICAL RESULTS ..... 33
2.8.1. Exponential Stability ..... 35
2.8.2. Model Reduction Results ..... 37
3. NONLINEAR CABLE-MASS PDE SYSTEM WITH UNBOUNDED INPUT OPERATOR ..... 47
3.1. THE MODEL ..... 47
3.2. THE ENERGY FUNCTION ..... 48
3.3. VARIATIONAL FORM ..... 50
3.4. ABSTRACT FORM ..... 52
3.5. THE LINEAR PROBLEM ..... 53
3.5.1. Function Spaces ..... 53
3.5.2. Well-Posedness and Exponential Stability ..... 57
3.6. THE NONLINEAR PROBLEM ..... 60
3.7. BALANCED TRUNCATION MODEL REDUCTION ..... 60
3.8. FORMULATING THE FINITE DIFFERENCE APPROXIMATION OF THE ENERGY FUNCTION ..... 63
3.9. NUMERICAL RESULTS ..... 65
3.9.1. Exponential Stability ..... 66
3.9.2. Model Reduction Results ..... 67
4. NONLINEAR CABLE-MASS PDE SYSTEM WITH UNBOUNDED OUT- PUT OPERATOR ..... 79
4.1. THE MODEL ..... 79
4.2. ABSTRACT FORM ..... 79
4.3. NUMERICAL EXPERIMENTS ..... 80
4.3.1. Formulating the Finite Difference Approximation ..... 81
4.3.2. Model Reduction Results ..... 81
5. NONLINEAR EXPONENTIAL STABILITY OF ANOTHER NONLINEAR CABLE-MASS PDE SYSTEM ..... 89
5.1. THE MODEL ..... 89
5.2. THE ENERGY FUNCTION ..... 90
5.3. VARIATIONAL FORM ..... 92
5.4. ABSTRACT FORM ..... 93
5.5. THE LINEAR PROBLEM ..... 94
5.5.1. Function Spaces ..... 94
5.5.2. Well-Posedness and Exponential Stability ..... 97
5.6. THE NONLINEAR PROBLEM ..... 100
5.6.1. Formulating the Finite Difference Approximation ..... 100
5.6.2. Formulating the Finite Difference Approximation of the Energy Function ..... 102
5.6.3. Numerical Results ..... 104
6. CONCLUSION ..... 107
BIBLIOGRAPHY ..... 110
VITA ..... 115

## LIST OF ILLUSTRATIONS

Figure
Page
2.1. The cable-mass system . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2. Eigenvalues and the energy decay for $\gamma=\alpha_{l}=0.1, k_{0}=k_{l}=1$ and $\alpha_{0}=\alpha=0$
2.3. Eigenvalues and the energy decay for $\gamma=0$ and $\alpha=\alpha_{0}=\alpha_{l}=k_{0}=$ $k_{l}=0.01$ 36

> 2.4. Example 1, Input 2: Output of the ROM and FOM for $\alpha_{0}=\alpha=0$, $\alpha_{l}=k_{0}=k_{l}=0.1$ and $\gamma=0.001$

2.5. Example 2, Input 2: Output of the ROM and FOM for $\gamma=0, k_{0}=$
$k_{l}=0.1, \alpha_{0}=\alpha_{l}=0.01, \alpha=0.001$

2.6. Example 5, Input 4: Output of the ROM and FOM for $\alpha=\alpha_{0}=\alpha_{l}=$
$0, \gamma=0.001$ and $k_{0}=k_{l}=0.1$
2.7. Example 1, Input 1: Output of the ROM and FOM for $k_{0}=k_{l}=0.001$, $\alpha=\alpha_{0}=0$, and $\gamma=\alpha_{l}=0.1$
2.8. Example 4, Input 3: Output of the ROM and FOM for $\alpha=0.1, \gamma=0$, $\alpha_{0}=\alpha_{l}=0$ and $k_{0}=0.001, k_{l}=0.01$ 41

> 2.9. Example 1, Input 4: Output of the ROM and FOM for $\alpha=\alpha_{0}=0$, $\gamma=\alpha_{l}=0.1$, and $k_{0}=k_{l}=0.001$

2.10. Example 5, Input 4: Output of the ROM and FOM for $\gamma=0.1$,
$\alpha=\alpha_{0}=\alpha_{l}=0$ and $k_{0}=k_{l}=0.001$

2.11. Example 3, Input 4: Output of the nonlinear ROM and FOM for
$\alpha_{0}=\alpha_{l}=0, \alpha=\gamma=0.1$ ..... 43
2.12. Output of the nonlinear ROM and FOM ..... 45
2.13. Example 2, Input 3: Output of the ROM and FOM for $\gamma=0, \alpha=$ $\alpha_{0}=\alpha_{l}=k_{0}=k_{l}=0.001$ ..... 45
2.14. Example 1, Input 4: Output of the ROM and FOM for $\alpha=\alpha_{0}=0$, $\gamma=\alpha_{l}=k_{0}=k_{l}=0.001$ ..... 46
3.1. Eigenvalues and energy decay for $\gamma=\alpha_{l}=0.1, k_{l}=0.1$ and $\alpha=0$ ..... 66
3.2. Eigenvalues and energy decay for $\gamma=0$ and $\alpha=\alpha_{l}=k_{l}=0.01$ ..... 67
3.3. Example 3, Input 1: Output of the ROM and FOM for $\gamma=\alpha=0.001$, $k_{l}=0.1$ and $\alpha_{l}=0$ ..... 69
3.4. Example 4, Input 2: Output of the ROM and FOM for $\gamma=0.001$, $k_{l}=0.1, \alpha_{l}=\alpha=0$ ..... 70
3.5. Example 1, Input 4: Output of the ROM and FOM for $\alpha=0, \gamma=$ 0.001 and $\alpha_{l}=k_{l}=0.1$. ..... 70
3.6. Example 4, Input 4: Output of the ROM and FOM for $\alpha=\alpha_{l}=0$, $\gamma=0.001$ and $k_{l}=0.1$. ..... 71
3.7. Example 5, Input 3: Output of the ROM and FOM for $\gamma=\alpha_{l}=0$, $\alpha=0.001$ and $k_{l}=0.1$ ..... 72
3.8. Example 1, Input 1: Output of the ROM and FOM for $\alpha=0, \gamma=$ $k_{l}=0.1$ and $\alpha_{l}=0.001$ ..... 73
3.9. Example 1, Input 4: Output of the ROM and FOM for $\alpha=0, \gamma=$ $k_{l}=0.1$ and $\alpha_{l}=0.001$ ..... 73
3.10. Example 3, Input 2: Output of the ROM and FOM for $\alpha_{l}=0, \alpha=$ $\gamma=0.1$ and $k_{l}=0.001$ ..... 74
3.11. Example 2, Input 3: Output of the ROM and FOM for $\gamma=0, \alpha=$ $\alpha_{l}=0.1$ and $k_{l}=0.001$ ..... 75
3.12. Example 4, Input 4: Output of the ROM and FOM for $\gamma=0.1$, $\alpha=\alpha_{l}=0$ and $k_{l}=0.001$ ..... 76
3.13. Output of the nonlinear ROM and FOM ..... 77
3.14. Example 3, Input 3: Output of the ROM and FOM for $\alpha_{l}=0, \gamma=$ $\alpha=k_{l}=0.001$ ..... 78
3.15. Example 1, Input 4: Output of the ROM and FOM for $\alpha=0, \gamma=$ $\alpha_{l}=k_{l}=0.001$ ..... 78
4.1. Example 5, Input 1: Output of the ROM and FOM for $\gamma=0.001$, $k_{0}=k_{l}=0.1, \alpha=\alpha_{0}=\alpha_{l}=0$ when $r=4$ ..... 82
4.2. Example 1, Input 1: Output of the ROM and FOM for $\alpha_{0}=\alpha=0$, $\alpha_{l}=k_{0}=k_{l}=0.1$ and $\gamma=0.001$ when $r=4$ ..... 83
4.3. Example 1, Input 4: Output of the ROM and FOM for $\alpha_{0}=\alpha=0$, $\alpha_{l}=k_{0}=k_{l}=0.1$ and $\gamma=0.001$ when $r=4$ ..... 84
4.4. Example 1, Input 4: Output of the ROM and FOM for $\alpha_{0}=\alpha=0$, $\alpha_{l}=k_{0}=k_{l}=0.1$ and $\gamma=0.001$ when $r=10$ ..... 85
4.5. Example 3, Input 3: Output of the ROM and FOM for $\alpha_{0}=\alpha_{l}=0$, $k_{0}=k_{l}=0.1$ and $\alpha=\gamma=0.001$ when $r=4$
4.6. Example 3, Input3: Output of the ROM and FOM for $\alpha_{0}=\alpha_{l}=0$, $k_{0}=k_{l}=0.1$ and $\alpha=\gamma=0.001$ when $r=6$
4.7. Example 3, Input 3: Output of the ROM and FOM for $\alpha_{0}=\alpha_{l}=0$ and $\alpha=\gamma=k_{0}=k_{l}=0.001$ when $r=4$
4.8. Example 1, Input 2: Output of the ROM and FOM for $\alpha_{0}=\alpha=0$ and $k_{0}=k_{l}=\alpha_{l}=\gamma=0.001$ when $r=4$.
5.1. Eigenvalues of the linear system and energy decay of the nonlinear system with $\gamma=\alpha_{l}=0.01, k_{l}=0.01$ and $\alpha=0$
5.2. Eigenvalues of the linear system and energy decay of the nonlinear system with $\alpha=\alpha_{l}=0.01, k_{l}=0.01$ and $\gamma=0$

## LIST OF TABLES

Table
Page
2.1. Fixed Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . 34
2.2. Eigenvalues of the linear system for number of spatial nodes with $\gamma=$ $\alpha_{l}=0.1, k_{0}=k_{l}=1$ and $\alpha=\alpha_{0}=0$ 37

3.1. Fixed Simulation Parameters 65
3.2. Eigenvalue with largest $\operatorname{Re}(\lambda)$ for the linear system with $N$ spatial
nodes, $\gamma=\alpha_{l}=0.1, k_{l}=0.1$ and $\alpha=0 \ldots \ldots \ldots$
3.3. Eigenvalue with largest $\operatorname{Re}(\lambda)$ for the linear system with $N$ spatial nodes, $\gamma=0$, and $\alpha=\alpha_{l}=k_{l}=0.1$
4.1. Fixed Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . 80
5.1. Eigenvalues of the linear system for number of spatial nodes with $\gamma=$ $\alpha_{l}=0.01, k_{l}=0.01$ and $\alpha=0$
5.2. Eigenvalues of the linear system for number of spatial nodes with $\alpha=$ $\alpha_{l}=0.01, k_{l}=0.01$ and $\gamma=0$

## 1. INTRODUCTION

Model order reduction (MOR) is currently a very active field of research in many disciplines with many potential applications including numerical simulation, optimization, uncertainty quantification, feedback control and data assimilation (see, e.g., [1, 2, 3, 4, 5, 6, 7]). Many types of MOR for linear problems are well established but remain challenging for nonlinear PDE systems with inputs and outputs.

One main objective of this work is to understand the numerical performance of a type of balanced truncation model order reduction approach for a specific nonlinear PDE system with inputs and outputs and also with unbounded input/output operators. Balanced truncation for linear input-output systems was first introduced by Moore in 1981 [8, and is now a very popular model reduction approach [9, 10]. The theory of balanced truncation model reduction for nonlinear input-output systems was introduced later by Scherpen [11], but this method is not computationally feasible for large-scale systems. We consider another type of nonlinear balanced truncation model reduction that is closely related to balanced truncation for linear systems; specifically, the modes obtained from linear balanced truncation are used to reduce the nonlinear system via a Petrov-Galerkin projection. This approach is computationally tractable and therefore has potential for various applications; however, there is no existing theoretical foundation for this MOR approach. Further, we can find methods of model reduction for nonlinear systems by modifing the balanced truncation method [12, 13, 14, 15, 16, 17.

In the absence of required theory, numerical studies are necessitated to test the performance of this MOR approach. We are aware of only one detailed numerical study: in [18], the authors numerically show that this nonlinear balanced truncation MOR approach is very effective for a 1D complex Ginzburg-Landau equation.

In this work, we consider the same model reduction approach for three different nonlinear input-output cable-mass systems that are represented by a one dimensional damped wave equation with dynamic boundary conditions. One model, which is introduced in Section 2, was originally considered as heuristic model for a wave tank with an energy converter [19]. In this model, the input is a force to a mass-spring system in the left boundary. In Section 3, we consider a different boundary condition in the left end: the input is the force applied to the left end of the cable.

In Section 4, we consider the model from Section 2, but with different output: the force of the cable on the right mass. The importance of doing Sections 3 and 4 is the input and output operators are unbounded in each system, respectively. So we need to study the performance of balanced truncation model reduction numerically. We note that verifying the balanced truncation theory for PDE systems with inputs and/or outputs on the boundary of the special domain can often be very challenging [20, 21, 22] since the input/output operators $\mathcal{B}$ and/or $\mathcal{C}$ are no longer bounded. The theory of balanced truncation for infinite dimensional systems with unbounded input and output operators can be found from [20, 21]. Further, in the literature some authors present numerical investigations for MOR of nonlinear systems using different techniques (see, e.g., [23, 24, 25, 26, 27, 28, 29, 30, 31, 32, (33, 34, 35]).

In Section 5, we also consider a cable-mass system where the cable is fixed at the left end. An analysis of this PDE system was originally performed in [36], and nonlinear exponential stability was shown for small enough initial data. The main purpose of doing Section 5 is to substantiate with theoretical proof the exponential stability of the original cable-mass nonlinear system in [36] for any initial condition.

We believe the nonlinear cable-mass model considered here has not been explored elsewhere; therefore, we prove the well-posedness and exponential stability of the unforced linear and nonlinear models in Sections 2, 3, and 5. The well-posedness
and exponential stability of many types of wave equation models with dynamic boundary conditions have been explored in the literature; see, e.g., [36, 37, 38, 39, 40] and the references therein. The primary difference in the models considered here with most of the models considered else where is that dynamic boundary conditions hold on all boundaries or non-dynamic boundary conditions are specified that are slightly unusual. The paper [37] also considered a 1D wave equation with dynamic boundary conditions on all boundaries; however, the physical system considered in that work leads to different boundary conditions than the one we considered.

MOR for wave equations has been discussed in the literature (see, e.g., [29, 41, 42, 43, 44, 45, 46]); however, many existing works do not consider input-output model reduction as we do here. The work [42] also considers input-output types of model reduction for a different cable-mass model; however, that work explores the effectiveness of the model reduction for a feedback control application. Feedback control of PDE models with input in dynamic boundary conditions has also been explored in other work (see, e.g., [47, 48, 49, [50]); however we do not believe model reduction has been explored in depth for such systems.

## 2. NONLINEAR CABLE-MASS PROBLEM WITH BOUNDED INPUT AND OUTPUT OPERATORS

### 2.1. THE MODEL

We consider a flexible cable with mass-spring systems attached to each end. Figure 2.1 illustrate the cable-mass system of interest. Each mass-spring system is connected to a rigid horizontal support. The dotted line represents the equilibrium position of the system. Let

- $w_{0}(t)$ denote the position below equilibrium of the left mass at location $x=0$ and time $t$,
- $w(t, x)$ denote the position of the cable at location $x$ and time $t$, and
- $w_{l}(t)$ denote the position above equilibrium of the right mass at location $x=l$ and time $t$.

The left mass is located at position $x=0$, and the right mass is located at $x=l$. We assume the system is driven by an external force acting on the left mass-spring system, and that there are no other external forces.

We model the motion of the flexible cable with a damped 1D wave equation on $0<x<l$. We include both Kelvin-Voigt and viscous damping in the model. We


Figure 2.1. The cable-mass system
model the mass-spring system with damped second order oscillators. The left massspring system includes a time dependent external force input $u(t)$, and the right mass-spring system includes a nonlinear stiffening force. This gives a wave equation with dynamic boundary conditions:

$$
\begin{align*}
w_{t t}(t, x)+\alpha w_{t}(t, x) & =\gamma w_{t x x}(t, x)+\beta^{2} w_{x x}(t, x),  \tag{2.1}\\
m_{0} \ddot{w}_{0}(t)+\alpha_{0} \dot{w}_{0}(t)+k_{0} w_{0}(t) & =\left(\gamma w_{t x}(t, 0)+\beta^{2} w_{x}(t, 0)\right)+u(t),  \tag{2.2}\\
m_{l} \ddot{w}_{l}(t)+\alpha_{l} \dot{w}_{l}(t)+k_{l} w_{l}(t) & =\left(-\gamma w_{t x}(t, l)-\beta^{2} w_{x}(t, l)\right)-k_{3}\left[w_{l}(t)\right]^{3} . \tag{2.3}
\end{align*}
$$

Each term in the parenthesis in the dynamic boundary conditions is the force of the cable acting on the mass. Here, $\gamma$ is the Kelvin-Voigt damping parameter, $\alpha, \alpha_{0}, \alpha_{l}$ are viscous damping parameters, $m_{0}$ and $m_{l}$ are the masses, and $k_{0}, k_{l}$, and $k_{3}$ are the stiffness parameters. In the model the damping parameters are nonnegative, and the wave equation parameter $\beta$ as well as the mass and stiffness parameters are all positive. Finally, the position of the cable at each boundary must equal the position of each mass; therefore, we have displacement compatibility condition

$$
\begin{equation*}
w(t, 0)=w_{0}(t), \quad w(t, l)=w_{l}(t) \tag{2.4}
\end{equation*}
$$

For the model reduction problem, we assume we have two system outputs: the position and the velocity of the right mass, i.e.,

$$
y_{1}(t)=w_{l}(t), \quad y_{2}(t)=\dot{w}_{l}(t)
$$

### 2.2. THE ENERGY FUNCTION

Next, we give a preliminary investigation of the change in energy of the unforced system, i.e., the system with $u(t)=0$. This will help us to obtain the correct
inner products for an abstract formulation of the system. Later we prove the energy decays to zero exponentially fast under certain assumptions on the system parameters. We assume the solution for the above system is sufficiently smooth. We define the total kinetic energy of the cable by

$$
E_{T, K}=\frac{1}{2} \int_{0}^{l} w_{t}^{2} d x
$$

Differentiating with respect to time and using the wave equation (2.1) gives

$$
\begin{aligned}
\frac{d E_{T, K}}{d t} & =\frac{1}{2} \int_{0}^{l} 2 w_{t} w_{t t} d x \\
& =\frac{1}{2} \int_{0}^{l} 2 w_{t}(t, x)\left(\gamma w_{t x x}(t, x)+\beta^{2} w_{x x}(t, x)-\alpha w_{t}(t, x)\right) d x .
\end{aligned}
$$

Integrate by parts to obtain

$$
\begin{aligned}
\frac{d E_{T, K}}{d t}= & -\gamma \int_{0}^{l}\left(w_{t x}(t, x)\right)^{2} d x-\beta^{2} \int_{0}^{l} w_{x}(t, x) w_{t x}(t, x) d x-\alpha \int_{0}^{l}\left(w_{t}(t, x)\right)^{2} d x \\
& +w_{t}(t, l)\left[\gamma w_{t x}(t, l)+\beta^{2} w_{x}(t, l)\right]-w_{t}(t, 0)\left[\gamma w_{t x}(t, 0)+\beta^{2} w_{x}(t, 0)\right]
\end{aligned}
$$

Using the boundary conditions of our cable-mass model $(2.2),(2.3)$ and the displacement compatibility condition (2.4) gives

$$
\begin{aligned}
\frac{d E_{T, K}}{d t}= & -\gamma \int_{0}^{l}\left(w_{t x}(t, x)\right)^{2} d x-\beta^{2} \int_{0}^{l} w_{x}(t, x) w_{t x}(t, x) d x-\alpha \int_{0}^{l}\left(w_{t}(t, x)\right)^{2} d x \\
& -\dot{w}_{l}(t)\left[m_{l} \ddot{w}_{l}(t)+\alpha_{l} \dot{w}_{l}(t)+k_{l} w_{l}(t)+k_{3}\left[w_{l}(t)\right]^{3}\right] \\
& -\dot{w}_{0}(t)\left[m_{0} \ddot{w}_{0}(t)+\alpha_{0} \dot{w}_{0}(t)+k_{0} w_{0}(t)\right]
\end{aligned}
$$

This can be written as

$$
\begin{aligned}
& \frac{d}{d t}\left(\frac{1}{2} \int_{0}^{l} w_{t}^{2} d x+\right. \\
& +\frac{m_{l}}{2}\left(\dot{w}_{l}(t)\right)^{2}+\frac{m_{0}}{2}\left(\dot{w}_{0}(t)\right)^{2}+\frac{\beta^{2}}{2} \int_{0}^{l} w_{x}^{2} d x \\
& \left.\quad+\frac{k_{l}}{2}\left(w_{l}(t)\right)^{2}+\frac{k_{0}}{2}\left(w_{0}(t)\right)^{2}+\frac{k_{3}}{4}\left(w_{l}(t)\right)^{4}\right)= \\
& \quad-\gamma \int_{0}^{l}\left(w_{t x}(t, x)\right)^{2} d x-\alpha \int_{0}^{l}\left(w_{t}(t, x)\right)^{2} d x-\alpha_{0}\left(\dot{w}_{0}(t)\right)^{2}-\alpha_{l}\left(\dot{w}_{l}(t)\right)^{2}
\end{aligned}
$$

This suggests defining the system kinetic energy and potential energy as

$$
\begin{aligned}
E_{K} & =\int_{0}^{l} \frac{1}{2} w_{t}^{2} d x+\frac{m_{l}}{2}\left(\dot{w}_{l}(t)\right)^{2}+\frac{m_{0}}{2}\left(\dot{w}_{0}(t)\right)^{2}, \\
E_{P} & =\int_{0}^{l} \frac{\beta^{2}}{2} w_{x}^{2} d x+\frac{k_{l}}{2}\left(w_{l}(t)\right)^{2}+\frac{k_{0}}{2}\left(w_{0}(t)\right)^{2}+\frac{k_{3}}{4}\left(w_{l}(t)\right)^{4} .
\end{aligned}
$$

This energy expression can also be obtained by considering the kinetic energy and potential energy of each component of the system. The above energy equation gives

$$
\begin{aligned}
\frac{d}{d t} E & =\frac{d}{d t}\left(E_{K}+E_{P}\right) \\
& =-\left[\gamma \int_{0}^{l}\left(w_{t x}(t, x)\right)^{2} d x+\alpha \int_{0}^{l}\left(w_{t}(t, x)\right)^{2} d x+\alpha_{0}\left(\dot{w}_{0}(t)\right)^{2}+\alpha_{l}\left(\dot{w}_{l}(t)\right)^{2}\right]
\end{aligned}
$$

and therefore $\dot{E}(t) \leq 0$.
This result matches physical intuition and gives the correct energy inner products for the system. Later on, we prove the energy decays exponentially fast to zero under certain assumptions.

### 2.3. VARIATIONAL FORM

In this subsection, we introduce the variational form (weak form) of the system. Later, we use this form to analyze the model. We assume the solution $\left[w, w_{0}, w_{l}\right]$ is smooth and satisfies the displacement compatibility condition $w(t, 0)=w_{0}(t)$ and $w(t, l)=w_{l}(t)$. Multiply the wave equation 2.1) by a smooth test function $h=h(x)$ satisfying $h(0)=h_{0}$ and $h(l)=h_{l}$ and integrate:

$$
\int_{0}^{l} w_{t t}(t, x) h d x+\alpha \int_{0}^{l} w_{t}(t, x) h d x-\gamma \int_{0}^{l} w_{t x x}(t, x) h d x-\beta^{2} \int_{0}^{l} w_{x x}(t, x) h d x=0 .
$$

Now integrate by parts:

$$
\begin{aligned}
& \int_{0}^{l} w_{t t}(t, x) h d x+\alpha \int_{0}^{l} w_{t}(t, x) h d x-h_{l}\left[\gamma w_{t x}(t, l)+\beta^{2} w_{x}(t, l)\right] \\
& \quad+h_{0}\left[\gamma w_{t x}(t, 0)+\beta^{2} w_{x}(t, 0)\right]+\gamma \int_{0}^{l} w_{t x}(t, x) h_{x} d x+\beta^{2} \int_{0}^{l} w_{x}(t, x) h_{x} d x=0 .
\end{aligned}
$$

As in the above energy argument, we use the boundary conditions to give the variational form:

$$
\begin{align*}
0= & \int_{0}^{l} w_{t t}(t, x) h d x+m_{l} \ddot{w}_{l}(t) h_{l}+m_{0} \ddot{w}_{0}(t) h_{0} \\
& +\beta^{2} \int_{0}^{l} w_{x}(t, x) h_{x} d x+k_{l} w_{l}(t) h_{l}+k_{0} w_{0}(t) h_{0} \\
& +\int_{0}^{l}\left[\alpha w_{t}(t, x) h+\gamma w_{t x}(t, x) h_{x}\right] d x+h_{l} \alpha_{l} \dot{w}_{l}(t)+h_{0} \alpha_{0} \dot{w}_{0}(t)+k_{3}\left[w_{l}(t)\right]^{3} \tag{2.5}
\end{align*}
$$

Now we give details about the function spaces to make the formulation precise. Let $H$ be the real Hilbert space $H=L^{2}(0, l) \times \mathbb{R}^{2}$ with the inner product of $z=$
$\left[w, w_{0}, w_{l}\right] \in H$ and $\psi=\left[p, p_{0}, p_{l}\right] \in H$ defined by

$$
\begin{equation*}
(z, \psi)_{H}=\int_{0}^{l} w p d x+m_{0} w_{0} p_{0}+m_{l} w_{l} p_{l} \tag{2.6}
\end{equation*}
$$

Let $V \subset H$ be the set of elements $z=\left[w, w_{0}, w_{l}\right] \in H^{1}(0, l) \times \mathbb{R}^{2}$ satisfying the displacement compatibility condition $w(0)=w_{0}$ and $w(l)=w_{l}$. For $z \in V$ as above and $\psi=\left[p, p_{0}, p_{l}\right] \in V$ define the $V$ inner product of $z$ with $\psi$ by

$$
\begin{equation*}
(z, \psi)_{V}=\int_{0}^{l} \beta^{2} w_{x} p_{x} d x+k_{0} w_{0} p_{0}+k_{l} w_{l} p_{l} \tag{2.7}
\end{equation*}
$$

We also use the notation $\sigma_{1}(z, \psi)=(z, \psi)_{V}$. The $H$ and $V$ inner products, 2.6) and (2.7), can be derived from the energy function; the $H$ and $V$ norms are directly related to the system kinetic and potential energies, respectively. Specifically,

$$
E_{K}=\frac{1}{2}\left(z_{t}, z_{t}\right)_{H}=\frac{1}{2}\left\|z_{t}\right\|_{H}^{2}, \quad E_{P}=\frac{1}{2}(z, z)_{V}+\frac{k_{3}}{4} w_{l}^{4}=\frac{1}{2}\|z\|_{V}^{2}+\frac{k_{3}}{4} w_{l}^{4} .
$$

Furthermore, both inner products appear in the variational form (2.5).
The Gelfand triple is $V \hookrightarrow H \hookrightarrow V^{\prime}$ with pivot space $H$ and the algebraic dual of $V$ is $V^{\prime}$. We define $\langle g, v\rangle$ for $g \in V^{\prime}, v \in V$ by $\langle g, v\rangle=g(v)$. Also, we define the damping bilinear form $\sigma_{2}: V \times V \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\sigma_{2}(z, \psi)=\int_{0}^{l}\left(\gamma w_{x} p_{x}+\alpha w p\right) d x+\alpha_{0} w_{0} p_{0}+\alpha_{l} w_{l} p_{l} \tag{2.8}
\end{equation*}
$$

Note that this bilinear form occurs in the variational form 2.5 as a damping term with all first order time derivatives.

The spaces and inner products are motivated by the above variational form (2.5). Further we can rewrite the above variational form (2.5) as

$$
\begin{equation*}
\left(z_{t t}, \psi\right)_{H}+\sigma_{1}(z(t), \psi)+\sigma_{2}\left(z_{t}(t), \psi\right)+(f(z), \psi)_{H}=0 \tag{2.9}
\end{equation*}
$$

where $f(z)=\left[0,0, k_{3} m_{l}^{-1} w_{l}^{3}\right]$ is the nonlinear term.

### 2.4. ABSTRACT FORM

The partial differential equation (PDE) model for the physical cable-mass system can be written in an infinite dimensional abstract form as

$$
\begin{align*}
& \dot{x}(t)=\mathcal{A} x(t)+\mathcal{B} u(t)+\mathcal{F}(x(t)), \quad x(0)=x_{0}  \tag{2.10}\\
& y(t)=\mathcal{C} x(t) \tag{2.11}
\end{align*}
$$

where $x(t)$ is the state of the system in the Hilbert space $\mathcal{H}=V \times H$, and $u(t)$ is the input of the system. The operator $\mathcal{A}: \mathcal{D}(\mathcal{A}) \subset \mathcal{H} \rightarrow \mathcal{H}$ contains the dynamics of the physical system. Similar to Burns \& King's work [36], the PDE system suggests that the domain of the operator $\mathcal{A}$ and the operator $\mathcal{A}$ can be formally defined as

$$
\begin{aligned}
D(\mathcal{A})= & \left\{x=\left[w, w_{0}, w_{l}, v, v_{0}, v_{l}\right]^{T} \in \mathcal{H}: w \in H^{1}(0, l), v \in H^{1}(0, l)\right. \\
& {\left.\left[\beta^{2} \frac{d}{d \xi} w+\gamma \frac{d}{d \xi} v\right] \in H^{1}(0, l), w(0)=w_{0}, w(l)=w_{l}, v(0)=v_{0}, v(l)=v_{l}\right\} }
\end{aligned}
$$

and

$$
\mathcal{A} x=\mathcal{A}\left[\begin{array}{c}
w \\
w_{0} \\
w_{l} \\
v \\
v_{0} \\
v_{l}
\end{array}\right]=\left[\begin{array}{c}
v \\
v_{0} \\
v_{l} \\
\frac{d}{d \xi}\left[\beta^{2} \frac{d}{d \xi} w+\gamma \frac{d}{d \xi} v\right]-\alpha v \\
-\delta_{0}\left[\frac{\beta^{2}}{m_{0}} \frac{d}{d \xi} w+\frac{\gamma}{m_{0}} \frac{d}{d \xi} v\right]-\frac{k_{0}}{m_{0}} w_{0}-\frac{\alpha_{0}}{m_{0}} v_{0} \\
-\delta_{l}\left[\frac{\beta^{2}}{m_{l}} \frac{d}{d \xi} w+\frac{\gamma}{m_{l}} \frac{d}{d \xi} v\right]-\frac{k_{l}}{m_{l}} w_{l}-\frac{\alpha_{l}}{m_{l}} v_{l}
\end{array}\right]
$$

where $\delta_{0}$ and $\delta_{l}$ denote the evaluation operator defined as $\delta_{l}(\phi(\cdot))=\phi(l)$ and $\delta_{0}(\phi(\cdot))=$ $\phi(0)$ in $H^{1}(0, l)$. Also, we define the input/output operators and nonlinear term $(\mathcal{A}$, $\mathcal{B}$ and $\mathcal{F}$ ) by

$$
\begin{aligned}
\mathcal{B} & =\left[\begin{array}{llllll}
0 & 0 & 0 & 0 & \frac{1}{m_{0}} & 0
\end{array}\right]^{T}, C=\left[\begin{array}{cccccc}
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right] \\
\mathcal{F}(x) & =\left[\begin{array}{llllll}
0 & 0 & 0 & 0 & 0 & m_{l}^{-1} k_{3} w_{l}^{3}
\end{array}\right]^{T} .
\end{aligned}
$$

In our analysis, we do not use the formal definition of the operator $\mathcal{A}$ given above. Instead, we use theory from Banks [51] to rigorously define the operator $\mathcal{A}$ using the bilinear forms $\sigma_{1}$ and $\sigma_{2}$. We use this rigorous definition for the analysis. We prove the operator $\mathcal{A}$ generates an exponentially stable $C_{0}$-semigroup in the following section.

### 2.5. THE LINEAR PROBLEM

We begin by analyzing the variational form for the linear problem

$$
\begin{equation*}
\left(z_{t t}, \psi\right)_{H}+\sigma_{1}(z(t), \psi)+\sigma_{2}\left(z_{t}, \psi\right)=0 . \tag{2.12}
\end{equation*}
$$

We prove the linear problem is well-posed, and also exponentially stable under certain assumptions on the damping parameters. The exponential stability is necessary for the application of the balanced truncation model reduction technique considered later.
2.5.1. Function Spaces. We first present basic results about the function spaces that we frequently use in this work.

Lemma 2.1. The space $V$ with the above inner product (2.7) is a real Hilbert space, and $V$ is dense in $H$.

Proof. First, if $(z, z)_{V}=0$, where $z=\left[w, w_{0}, w_{l}\right]$, then $w(x)$ is a constant function and $w_{0}=w_{l}=0$. The compatibility condition implies $w(x)=0$ for all $x$, and so $z=0$. It is clear that $(\cdot, \cdot)_{V}$ satisfies the remaining properties of an inner product.

Next, let $\left\{z^{n}\right\} \subset V$ be a Cauchy sequence, where $z^{n}=\left[w^{n}, w_{0}^{n}, w_{l}^{n}\right]$. Therefore, $\left[w_{x}^{n}, w_{0}^{n}, w_{l}^{n}\right]$ is a Cauchy sequence in $L^{2}(0, l) \times \mathbb{R}^{2}$, and so there exists $\left[q, w_{0}, w_{l}\right] \in$ $L^{2}(0, l) \times \mathbb{R}^{2}$ such that

$$
w_{x}^{n} \rightarrow q \text { in } L^{2}(0, l), \quad w_{0}^{n} \rightarrow w_{0}, \quad w_{l}^{n} \rightarrow w_{l} .
$$

Define $w$ by $w(x)=w_{0}+\int_{0}^{x} q(\eta) d \eta$. Then $w \in H^{1}(0, l), w_{x}=q$, and $w(0)=w_{0}$. Also, we have $w(l)=w_{l}$ since

$$
w(l)=\lim _{n \rightarrow \infty} w_{0}^{n}+\int_{0}^{l} w_{x}^{n}(\eta) d \eta=\lim _{n \rightarrow \infty} w_{l}^{n}=w_{l} .
$$

Therefore $z=\left[w, w_{0}, w_{l}\right]$ satisfies the displacement compatibility condition and $z^{n}$ converges in $V$ to $z \in V$. This shows $V$ is a Hilbert space. To show $V$ is dense in $H$, let $z=\left[w, w_{0}, w_{l}\right] \in H$ and define

$$
g(x)=w_{0}+l^{-1}\left(w_{l}-w_{0}\right) x
$$

Note that $g(0)=w_{0}$ and $g(l)=w_{l}$. Since $H_{0}^{1}(0, l)$ is dense in $L^{2}(0, l)$, there exists a sequence $q_{n} \in H_{0}^{1}(0, l)$ such that $q_{n} \rightarrow w-g$ in $L^{2}$. Define

$$
z_{n}=\left[q_{n}+g, w_{0}, w_{l}\right]
$$

Due to the properties of $q_{n}$ and $g$, we have $z_{n} \in V$ for all $n$ and also $z_{n} \rightarrow z$ in $H$ as $n \rightarrow \infty$. This proves $V$ is dense in $H$.

We use the inequalities in the following lemma to prove the well-posedness and exponential stability of the system.

Lemma 2.2. If $z=\left[w, w_{0}, w_{l}\right] \in V$, then

$$
\begin{align*}
|w(x)|^{2} & \leq 2\left|w_{0}\right|^{2}+2 l\left\|w_{x}\right\|_{L^{2}(0, l)}^{2}  \tag{2.13}\\
\|w\|_{L^{2}(0, l)}^{2} & \leq 2 l\left[\left|w_{0}\right|^{2}+l\left\|w_{x}\right\|_{L^{2}(0, l)}^{2}\right]  \tag{2.14}\\
w_{l}^{2} & \leq 2 w_{0}^{2}+2 l\left\|w_{x}\right\|_{L^{2}(0, l)}^{2}  \tag{2.15}\\
|w(x)|^{2} & \leq 2\left|w_{l}\right|^{2}+2 l\left\|w_{x}\right\|_{L^{2}(0, l)}^{2},  \tag{2.16}\\
w_{0}^{2} & \leq 2 w_{l}^{2}+2 l\left\|w_{x}\right\|_{L^{2}(0, l)}^{2}  \tag{2.17}\\
\|w\|_{L^{2}(0, l)}^{2} & \leq 2 l\left[\left|w_{l}\right|^{2}+l\left\|w_{x}\right\|_{L^{2}(0, l)}^{2}\right] . \tag{2.18}
\end{align*}
$$

Proof. Since $w \in H^{1}(0, l)$ and $w(0)=w_{0}$, we have

$$
w(x)=w_{0}+\int_{0}^{x} w_{\xi}(\xi) d \xi
$$

Taking absolute values and using the triangle inequality gives

$$
|w(x)| \leq\left|w_{0}\right|+\int_{0}^{x}\left|w_{\xi}(\xi)\right| d \xi
$$

Then applying Hölder's inequality $\left(\left|w_{\xi}(\xi)\right|=1 .\left|w_{\xi}(\xi)\right|\right)$ gives

$$
\begin{aligned}
|w(x)| & \leq\left|w_{0}\right|+\left(\int_{0}^{l} 1^{2} d \xi\right)^{\frac{1}{2}} \cdot\left(\int_{0}^{l}\left|w_{x}(x)\right|^{2} d x\right)^{\frac{1}{2}} \\
& \leq\left|w_{0}\right|+l^{\frac{1}{2}}\left\|w_{x}\right\|_{L^{2}(0, l)}
\end{aligned}
$$

Squaring this inequality and using Young's inequality gives (2.13); integrating (2.13) from $x=0$ to $x=l$ gives (2.14); and evaluating equation (2.13) at $x=l$ yields (2.15).

Further note that beginning from $w(x)=w_{l}-\int_{x}^{l} w_{\xi}(\xi) d \xi$ and applying similar ideas gives (2.16), 2.17) and (2.18).

Lemma 2.3. $V$ is continuously embedded in $H$.

Proof. Let $z=\left[w, w_{0}, w_{l}\right] \in V$. We use the $H$ and $V$ inner products and the inequality (2.14) from Lemma 2.2 to obtain

$$
\begin{aligned}
\|z\|_{H}^{2} & =\int_{0}^{l} w^{2} d x+m_{0} w_{0}^{2}+m_{l} w_{l}^{2} \\
& =\|w\|_{L^{2}(0, l)}^{2}+m_{0} w_{0}^{2}+m_{l} w_{l}^{2} \\
& \leq 2 l\left[\left|w_{0}\right|^{2}+l\left\|w_{x}\right\|_{L^{2}(0, l)}^{2}\right]+m_{0} w_{0}^{2}+m_{l} w_{l}^{2} \\
& \leq 2 l^{2} \int_{0}^{l} w_{x}^{2} d x+\left(2 l+m_{0}\right) w_{0}^{2}+m_{l} w_{l}^{2} \\
& \leq\left(\frac{2 l^{2}}{\beta^{2}}\right) \beta^{2} \int_{0}^{l} w_{x}^{2} d x+\left(\frac{2 l+m_{0}}{k_{0}}\right) k_{0} w_{0}^{2}+\left(\frac{m_{l}}{k_{l}}\right) k_{l} w_{l}^{2} \\
& \leq C_{1}\left[k_{0} w_{0}^{2}+k_{l} w_{l}^{2}+\beta^{2} \int_{0}^{l} w_{x}^{2} d x\right] .
\end{aligned}
$$

where $C_{1}=\max \left\{\frac{2 l+m_{0}}{k_{0}}, \frac{m_{l}}{k_{l}}, \frac{2 l^{2}}{\beta^{2}}\right\}$. This gives $C_{1}^{-1}\|z\|_{H}^{2} \leq\|z\|_{V}^{2}$ and therefore $V$ is continuously embedded in $H$.
2.5.2. Well-Posedness and Exponential Stability. To show the linear problem is well-posed, we rewrite the problem as $\dot{x}=\mathcal{A} x$ and show $\mathcal{A}$ generates a $C_{0}$-semigroup on $\mathcal{H}=V \times H$. We need the following basic concepts concerning bilinear forms acting on $V$.

## Definition 2.1.

- A bilinear form $\sigma: V \times V \rightarrow \mathbb{R}$ is $V$-continuous if $|\sigma(\varphi, \psi)| \leq c_{1}\|\varphi\|_{V}\|\psi\|_{V}$ for all $\varphi$ and $\psi$ in $V$.
- A bilinear form $\sigma: V \times V \rightarrow \mathbb{R}$ is $V$-elliptic if there exists a constant $c_{2}>0$ such that $\sigma(\varphi, \varphi) \geq c_{2}\|\varphi\|_{V}^{2}$ for all $\varphi$ in $V$.
- A bilinear form $\sigma: V \times V \rightarrow \mathbb{R}$ is $H$-semielliptic if there exists a constant $c_{3} \geq 0$ such that $\sigma(\varphi, \varphi) \geq c_{3}\|\varphi\|_{H}^{2}$ for all $\varphi$ in $V$. Also, $\sigma$ is $H$-elliptic if $c_{3}>0$.

Lemma 2.4. $\sigma_{2}$ is $V$-continuous.
Proof. Let $\Phi=\left[\varphi, \varphi_{0}, \varphi_{l}\right]$ and $\Psi=\left[\psi, \psi_{0}, \psi_{l}\right]$ and recall

$$
\sigma_{2}(\Phi, \Psi)=\int_{0}^{l}\left[\alpha \varphi \psi+\gamma \varphi_{x} \psi_{x}\right] d x+\alpha_{0} \varphi_{0} \psi_{0}+\alpha_{l} \varphi_{l} \psi_{l}
$$

Applying Hölder's inequality and using the result (2.14) proves the lemma.
We follow the presentation in [51], Section 8.1, in order to find the linear operator $\mathcal{A}$. First, $\sigma_{2}$ is $V$-continuous. Since $\sigma_{1}$ and $\sigma_{2}$ are $V$-continuous we have that there exists operators $A_{i} \in \mathcal{L}\left(V, V^{\prime}\right)$ for $i=1,2$ such that

$$
\sigma_{i}(\varphi, \psi)=\left\langle A_{i} \varphi, \psi\right\rangle \quad \text { for all } \quad \varphi, \psi \in V .
$$

Define the operator $\mathcal{A}: D(\mathcal{A}) \subset \mathcal{H} \rightarrow \mathcal{H}$, where $\mathcal{H}=V \times H$, by

$$
D(\mathcal{A})=\left\{x=[\varphi, \psi] \in \mathcal{H}: \psi \in V, A_{1} \varphi+A_{2} \psi \in H\right\}
$$

and

$$
\mathcal{A}=\left[\begin{array}{cc}
0 & I  \tag{2.19}\\
-A_{1} & -A_{2}
\end{array}\right]
$$

Theorem 2.5. The operator $\mathcal{A}$ defined above generates a $C_{0}$-semigroup on $\mathcal{H}=$ $V \times H$.

Proof. Due to the properties of the spaces $H$ and $V$, the result follows directly from Theorem 8.2 in [51] since $\sigma_{1}$ is the V inner product and $\sigma_{2}$ is $H$-semielliptic.

Since $\mathcal{A}$ generates a $C_{0}$-semigroup $T(t)$ on $\mathcal{H}=V \times H$, then $T(t) x_{0}$ is the unique solution of $\dot{x}=\mathcal{A} x$ where $x(0)=x_{0}$.

For the exponential stability of the problem, we restrict our attention to the model with interior damping, i.e., the Kelvin-Voigt damping parameter $\gamma$ is positive or the viscous damping parameter $\alpha$ is positive. In this case, the easiest way to prove exponential stability is to show $\sigma_{2}$ is $H$-elliptic or $V$-elliptic. Note that since $V$ is continuously embedded in $H$, if $\sigma_{2}$ is $V$-elliptic then it must also be $H$-elliptic; additionally, if $\sigma_{2}$ is $V$-elliptic then the semigroup is also analytic.

Theorem 2.6. If $\sigma_{2}$ is $H$-elliptic, then the operator $\mathcal{A}$ defined in (2.19) is the infinitesimal generator of an exponentially stable $C_{0}$-semigroup $T(t)$ on $\mathcal{H}=V \times H$. Furthermore, if $\sigma_{2}$ is $V$-elliptic, then $T(t)$ is exponentially stable and also analytic.

Proof. This follows directly from Theorems 8.1 and 8.3 in 51 .

In this work, we restrict our analysis to the cases where the damping bilinear form $\sigma_{2}$ is $H$-elliptic or $V$-elliptic. The analysis of exponential stability for the model when this condition is not satisfied is more involved. We prove exponential stability for the linear system for three main examples of damping parameter sets. We also consider model reduction computations for two other examples in the numerical results.

Example 1: $\gamma, \alpha_{l}>0$ and $\alpha_{0}=\alpha=0$. We first consider the case of KelvinVoigt damping $(\gamma>0)$ and viscous damping in the right mass-spring system $\left(\alpha_{l}>0\right)$. We prove $\sigma_{2}$ is $V$-elliptic. Let $z=\left[w, w_{0}, w_{l}\right] \in V$, and recall the bilinear form $\sigma_{2}$ and the $V$ inner product are given by

$$
\begin{aligned}
\sigma_{2}(z, z) & =\int_{0}^{l} \gamma w_{x}^{2} d x+\alpha_{l} w_{l}^{2} \\
\|z\|_{V}^{2} & =\int_{0}^{l} \beta^{2} w_{x}^{2} d x+k_{0} w_{0}^{2}+k_{l} w_{l}^{2}
\end{aligned}
$$

Use the inequality (2.17) to obtain

$$
\begin{aligned}
\|z\|_{V}^{2} & \leq\left(\beta^{2}+2 l k_{0}\right) \int_{0}^{l} w_{x}^{2} d x+\left(k_{l}+2 k_{0}\right) w_{l}^{2} \\
& \leq\left(\frac{\beta^{2}+2 l k_{0}}{\gamma}\right) \int_{0}^{l} \gamma w_{x}^{2} d x+\left(\frac{k_{l}+2 k_{0}}{\alpha_{l}}\right) \alpha_{l} w_{l}^{2} \\
& \leq C_{2}\left(\int_{0}^{l} \gamma w_{x}^{2} d x+\alpha_{l} w_{l}^{2}\right) \\
& \leq C_{2} \sigma_{2}(z, z)
\end{aligned}
$$

where $C_{2}=\max \left\{\frac{\beta^{2}+2 l k_{0}}{\gamma}, \frac{k_{l}+2 k_{0}}{\alpha_{l}}\right\}$. This proves that $\sigma_{2}$ is $V$-elliptic. It can also be shown that $\sigma_{2}$ is $V$-elliptic in the similar case when $\gamma, \alpha_{0}>0$ and $\alpha, \alpha_{l}=0$.

Example 2: $\gamma=0$ and $\alpha, \alpha_{0}, \alpha_{l}>0$. Next, we consider the case of viscous damping in the wave equation and both mass-spring systems $\left(\alpha, \alpha_{0}, \alpha_{l}>0\right)$. We prove $\sigma_{2}$ is $H$-elliptic. Let $z=\left[w, w_{0}, w_{l}\right] \in V$. Recall

$$
\begin{aligned}
\sigma_{2}(z, z) & =\int_{0}^{l} \alpha w^{2} d x+\alpha_{0} w_{0}^{2}+\alpha_{l} w_{l}^{2} \\
\|z\|_{H}^{2} & =\int_{0}^{l} w^{2} d x+m_{0} w_{0}^{2}+m_{l} w_{l}^{2}
\end{aligned}
$$

Then

$$
\begin{aligned}
\|z\|_{H}^{2} & =\int_{0}^{l}\left(\frac{1}{\alpha}\right) \alpha w^{2} d x+\left(\frac{m_{0}}{\alpha_{0}}\right) \alpha_{0} w_{0}^{2}+\left(\frac{m_{l}}{\alpha_{l}}\right) \alpha_{l} w_{l}^{2} \\
& \leq C_{3}\left[\int_{0}^{l} \alpha w^{2} d x+\alpha_{0} w_{0}^{2}+\alpha_{l} w_{l}^{2}\right] \\
& \leq C_{3} \sigma_{2}(z, z)
\end{aligned}
$$

where $C_{3}=\max \left\{\frac{1}{\alpha}, \frac{m_{0}}{\alpha_{0}}, \frac{m_{l}}{\alpha_{l}}\right\}$, This proves that $\sigma_{2}$ is $H$-elliptic.
Example 3: $\gamma, \alpha>0$ and $\alpha_{0}, \alpha_{l}=0$. In this last case, we consider KelvinVoigt damping $(\gamma>0)$ and interior viscous damping $(\alpha>0)$ but no other boundary viscous damping. We prove $\sigma_{2}$ is $V$-elliptic. We rewrite the bilinear form of $\sigma_{2}$ and the $V$ inner products according to the above parameters:

$$
\begin{aligned}
\sigma_{2}(z, z) & =\int_{0}^{l}\left(\gamma w_{x}^{2}+\alpha w^{2}\right) d x \\
\|z\|_{V}^{2} & =\int_{0}^{l} \beta^{2} w_{x}^{2} d x+k_{0} w_{0}^{2}+k_{l} w_{l}^{2}
\end{aligned}
$$

Recall the Sobolev inequality for the $H^{1}$ norm and $L^{\infty}$ norm:

$$
\begin{gathered}
\|u\|_{\infty} \leq C\|u\|_{H^{1}(a, b)} \\
\|u\|_{H^{1}(a, b)}^{2}=\int_{a}^{b}\left(u^{2}+u_{x}^{2}\right) d x \\
\|u\|_{\infty}=\underset{x \in(a, b)}{\operatorname{ess} \sup }|u(x)|
\end{gathered}
$$

Apply the $L^{\infty}$ norm for $w_{0}^{2}$ and $w_{l}^{2}$, then use the Sobolev inequality to obtain

$$
\begin{aligned}
\|z\|_{V}^{2} & \leq \int_{0}^{l} \beta^{2} w_{x}^{2} d x+k_{0}\|w\|_{\infty}^{2}+k_{l}\|w\|_{\infty}^{2} \\
& =\int_{0}^{l} \beta^{2} w_{x}^{2} d x+\left(k_{0}+k_{l}\right)\|w\|_{\infty}^{2} \\
& \leq \int_{0}^{l} \beta^{2} w_{x}^{2} d x+\left(k_{0}+k_{l}\right) C\|w\|_{H^{1}(0, l)}^{2} \\
& =\int_{0}^{l} \beta^{2} w_{x}^{2} d x+\left(k_{0}+k_{l}\right) C \int_{0}^{l}\left(w^{2}+w_{x}^{2}\right) d x \\
& =\int_{0}^{l}\left(\left(\beta^{2}+\left(k_{0}+k_{l}\right) C\right) w_{x}^{2}+\left(k_{0}+k_{l}\right) C w^{2}\right) d x \\
& =C_{4} \sigma_{2}(z, z)
\end{aligned}
$$

and therefore $C_{4}^{-1}\|z\|_{V}^{2} \leq \sigma_{2}(z, z)$, where $C_{4}=\max \left\{\frac{\beta^{2}+\left(k_{0}+k_{l}\right) C}{\gamma}, \frac{\left(k_{0}+k_{l}\right) C}{\alpha}\right\}$, This proves that $\sigma_{2}$ is $V$-elliptic.

In Examples 1, 3 we proved that $\sigma_{2}$ is $V$-elliptic and Theorem 2.6 gives us $\mathcal{A}$ is the infinitesimal generator of an analytic exponentially stable semigroup.

In Example 2 we proved that $\sigma_{2}$ is $H$-elliptic and Theorem 2.6 gives us $\mathcal{A}$ generates an exponentially stable $C_{0}$-semigroup that is not analytic.

### 2.6. THE NONLINEAR PROBLEM

Next, we analyze the well-posedness and exponential stability of the full unforced nonlinear problem. First, we write the nonlinear problem as

$$
\begin{equation*}
\dot{x}(t)=\mathcal{A} x(t)+\mathcal{F}(x(t)), \quad x(0)=x_{0}, \tag{2.20}
\end{equation*}
$$

on $\mathcal{H}=V \times H$ where the linear operator $\mathcal{A}$ is defined in Section 2.5.2 and the nonlinear $\operatorname{term} \mathcal{F}: \mathcal{H} \rightarrow \mathcal{H}$ is defined for $x=[\varphi, \psi] \in \mathcal{H}$ with $\varphi=\left[w, w_{0}, w_{l}\right] \in V$ by

$$
\mathcal{F}(x)=\left[\begin{array}{c}
0 \\
F_{0}(\varphi)
\end{array}\right], \quad F_{0}(\varphi)=\left[\begin{array}{c}
0 \\
0 \\
m_{l}^{-1} k_{3} w_{l}^{3}
\end{array}\right]
$$

Theorem 2.7. The nonlinear cable-mass system has a unique mild solution on some time interval $\left[0, t^{*}\right)$.

Proof. From Section 2.5.2 we know $\mathcal{A}$ generates a $C_{0}$-semigroup in $\mathcal{H}=V \times H$. We can check that the nonlinear term $\mathcal{F}$ is locally Lipschitz continuous on $\mathcal{H}$. Therefore, the result follows using semigroup theory; see, e.g., Theorem 1.4 in Section 6.1 in 52].

Next, we prove the unforced nonlinear system is exponential stability when the damping bilinear form $\sigma_{2}$ is $H$ - elliptic. For the proof, we use the energy argument from Section 2.2, the variational formulation in Section 2.3, and also Lemma 2.8.

Lemma 2.8. (Theorem 8.1 in [53]). Let $E: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a non-increasing function. If there exists a constant $T>0$ such that $\int_{s}^{\infty} E(t) \leq T E(s)$ for all $s \geq 0$, then $E(t) \leq E(0) e^{1-t / T}$ for all $t \geq 0$.

Theorem 2.9. If $\sigma_{2}$ is $H$-elliptic and the solution $x=\left[z, z_{t}\right]$, with $z=\left[w, w_{0}, w_{l}\right]$, of the unforced nonlinear cable-mass problem (2.20) is sufficiently smooth, then the energy $E(t)=\frac{1}{2}\left\|z_{t}\right\|_{H}^{2}+\frac{1}{2}\|z\|_{V}^{2}+\frac{k_{3}}{4}\left[w_{l}(t)\right]^{4}$ of the solution with the initial data $x(0)=x_{0} \in \mathcal{H}$ decays exponentially fast as $t \rightarrow \infty$.

Remark 2.1. It may be possible to identify conditions on the damping parameters or the initial data $x_{0} \in \mathcal{H}$ that provides the required smoothness of the solution for the proof of this exponentially stable result. We do not investigate this here.

Proof. First, since the solution is sufficiently smooth, the energy argument from Section 2.2 gives $E^{\prime}(t) \leq 0$, where

$$
E(t)=E_{K}(t)+E_{P}(t), \quad E_{K}=\frac{1}{2}\left\|z_{t}\right\|_{H}^{2}, \quad E_{P}=\frac{1}{2}\|z\|_{V}^{2}+\frac{k_{3}}{4}\left[w_{l}\right]^{4} .
$$

Therefore, $E(t)$ is non-increasing. Also, $\frac{1}{2}\|x\|_{\mathcal{H}}^{2}=\frac{1}{2}\|z\|_{V}^{2}+\frac{1}{2}\left\|z_{t}\right\|_{H}^{2} \leq E(t)$. Since $E(t)$ is bounded, $\|x\|_{\mathcal{H}}^{2}$ cannot blow up in finite time; therefore, semigroup theory gives that the solution must exist for all $t>0$ (Theorem 1.4 in Section 6.1 in [52]).

Next, we show that the energy function satisfies the remaining condition in Lemma 2.8 by separately considering the kinetic and potential energies. Our proof use ideas from the proof of Theorem 3.2 in Fourrier and Lasiecka's work [38]. To use the above lemma, let $s \geq 0$ and $t>s$.

Step 1 : First, we consider the kinetic energy. Recalling the energy argument from Section 2.2 immediately gives

$$
E^{\prime}(t)=-\sigma_{2}\left(z_{t}, z_{t}\right) .
$$

Integrate with respect to time from $s$ to $t$ to obtain

$$
E(t)=E(s)-\int_{s}^{t} \sigma_{2}\left(z_{t}, z_{t}\right) d \tau
$$

Since $\sigma_{2}$ is $H$-elliptic, there is a constant $C>0$ such that $\sigma_{2}\left(z_{t}, z_{t}\right) \geq(C / 2)\left\|z_{t}\right\|_{H}^{2}=$ $C E_{K}$. Therefore, for $C_{1}=C^{-1}$,

$$
\int_{s}^{t} E_{K}(\tau) d \tau \leq C_{1} E(s)-C_{1} E(t) \leq C_{1} E(s)
$$

since $E(t) \geq 0$.

Step 2 : Next, we consider the potential energy. Substitute $\psi=z=\left[w, w_{0}, w_{l}\right]$ in the vatiational form $(2.9)$ to give

$$
\left(z_{t t}, z\right)_{H}+(z, z)_{V}+\sigma_{2}\left(z_{t}, z\right)+(f(z), z)_{H}=0
$$

Since $\sigma_{2}$ is a symmetric bilinear form, we have $\sigma_{2}\left(z_{t}, z\right)=\frac{1}{2} \frac{d}{d t} \sigma_{2}(z, z)$. Integrate with respect to time from $s$ to $t$, and then integrate by parts in time to obtain

$$
\begin{aligned}
& \left(z_{t}(t), z(t)\right)_{H}-\left(z_{t}(s), z(s)\right)_{H}-\int_{s}^{t}\left(z_{t}, z_{t}\right)_{H} d \tau+\int_{s}^{t}(z, z)_{V} d \tau \\
& \quad+\frac{1}{2}\left(\sigma_{2}(z(t), z(t))-\sigma_{2}(z(s), z(s))+\int_{s}^{t} k_{3}\left(z_{l}(t)\right)^{4} d \tau=0 .\right.
\end{aligned}
$$

Using the definition of kinetic energy and potential energy gives

$$
\begin{aligned}
\frac{1}{2} \sigma_{2}(z(t), z(t))+2 \int_{s}^{t} E_{P}(\tau) d \tau= & -\int_{s}^{t} \frac{k_{3}}{2}\left[z_{l}(t)\right]^{4} d \tau+2 \int_{s}^{t} E_{K}(\tau) d \tau \\
& -\left(z_{t}(t), z(t)\right)_{H}+\left(z_{t}(s), z(s)\right)_{H}+\frac{1}{2} \sigma_{2}(z(s), z(s))
\end{aligned}
$$

We remove the nonnegative term $\int_{s}^{t} \frac{k_{3}}{2}\left[z_{l}(t)\right]^{4} d \tau \geq 0$, and the equality becomes the inequality

$$
\begin{aligned}
\frac{1}{2} \sigma_{2}(z(t), z(t))+2 \int_{s}^{t} E_{P}(\tau) d \tau \leq & 2 \int_{s}^{t} E_{K}(\tau) d \tau-\left(z_{t}(t), z(t)\right)_{H} \\
& +\left(z_{t}(s), z(s)\right)_{H}+\frac{1}{2} \sigma_{2}(z(s), z(s))
\end{aligned}
$$

Use $(u, v)_{H} \leq\|u\|_{H}\|v\|_{H}$ and the $V$-continuity of $\sigma_{2}$, i.e., $\sigma_{2}(\Phi, \Psi) \leq C_{2}\|\Phi\|_{V}\|\Psi\|_{V}$ to obtain

$$
\begin{aligned}
& \frac{1}{4} \sigma_{2}(z(t), z(t))+\int_{s}^{t} E_{P}(\tau) d \tau \\
& \quad \leq \int_{s}^{t} E_{K}(\tau) d \tau+\frac{1}{2}\left[\left\|z_{t}(s)\right\|_{H}\|z(s)\|_{H}+\left\|z_{t}(t)\right\|_{H}\|z(t)\|_{H}+\frac{C_{2}}{2}\|z(s)\|_{V}^{2}\right]
\end{aligned}
$$

Using the result from Step 1 and Young's inequality gives

$$
\begin{aligned}
\frac{1}{4} \sigma_{2}(z(t), z(t))+\int_{s}^{t} E_{P}(\tau) d \tau \leq & C_{1} E(s)+\frac{1}{2}\left[\frac{1}{2}\left\|z_{t}(s)\right\|_{H}^{2}+\frac{1}{2}\|z(s)\|_{H}^{2}\right. \\
& \left.+\frac{1}{2}\left\|z_{t}(t)\right\|_{H}^{2}+\frac{1}{2}\|z(t)\|_{H}^{2}+\frac{C_{2}}{2}\|z(s)\|_{V}^{2}\right]
\end{aligned}
$$

Use $V$ is continuously embedded in $H$, i.e., $\|z\|_{H}^{2} \leq C_{3}\|z\|_{V}^{2}$, to obtain

$$
\begin{aligned}
\frac{1}{4} \sigma_{2}(z(t), z(t))+\int_{s}^{t} E_{P}(\tau) d \tau \leq & C_{1} E(s)+\frac{1}{2}\left[\frac{1}{2}\left\|z_{t}(s)\right\|_{H}^{2}+\frac{1}{2}\left\|z_{t}(t)\right\|_{H}^{2}\right. \\
& \left.+\frac{C_{3}}{2}\|z(s)\|_{V}^{2}+\frac{C_{3}}{2}\|z(t)\|_{V}^{2}+\frac{C_{2}}{2}\|z(s)\|_{V}^{2}\right]
\end{aligned}
$$

Use the definition of kinetic energy and add positive terms $\frac{k_{3}}{4}\left[z_{l}(t)\right]^{4}$ and $\frac{k_{3}}{4}\left[z_{l}(s)\right]^{4}$ to the right hand side of the inequality to obtain

$$
\begin{aligned}
& \frac{1}{4} \sigma_{2}(z(t), z(t))+\int_{s}^{t} E_{P}(\tau) d \tau \leq C_{1} E(s)+C_{4}\left[\frac{1}{2}\left\|z_{t}(t)\right\|_{H}^{2}+\right. \\
& \left.\quad+\frac{1}{2}\|z(t)\|_{V}^{2}+\frac{k_{3}}{4}\left[z_{l}(t)\right]^{4}\right]+C_{5}\left[\frac{1}{2}\left\|z_{t}(s)\right\|_{H}^{2}+\frac{1}{2}\|z(s)\|_{V}^{2}+\frac{k_{3}}{4}\left[z_{l}(s)\right]^{4}\right]
\end{aligned}
$$

where $C_{4}=\max \left\{\frac{1}{2}, 1, C_{3}\right\}$, and $C_{5}=\max \left\{\frac{1}{2}, 1, C_{2}+C_{3}\right\}$.

Since $t>s$ and $E^{\prime}(t) \leq 0$ for all $t \geq 0$, we have $E(t) \leq E(s)$. Also since $\frac{1}{4} \sigma_{2}(z(t), z(t)) \geq 0$ we get

$$
\int_{s}^{t} E_{P}(\tau) d \tau \leq C_{6} E(s)
$$

where $C_{6}=C_{1}+C_{4}+C_{5}$. Combining the result of Step 1, letting $t \rightarrow \infty$, and using Lemma 2.8 proves the result.

### 2.7. BALANCED TRUNCATION MODEL REDUCTION

Next, we return to the forced nonlinear cable-mass system (2.1) with the system input $u(t)$ in the dynamic boundary condition (2.3) and system output

$$
y(t)=\left[w_{l}(t), \dot{w}_{l}(t)\right]^{T}
$$

of the position and velocity of the right mass. In this section, we describe a balanced truncation model reduction approach for this nonlinear system. We begin by briefly reviewing balanced truncation model reduction for linear input-output ordinary differential equation systems and then infinite dimensional systems. We outline the finite difference method we use to approximate the nonlinear cable-mass model, and then describe the balanced truncation model reduction method for the approximating nonlinear finite dimensional system.
2.7.1. Finite Dimensional Balanced Truncation. Balanced Truncation is one of the most popular model reduction methods in control and system theory, and it is based on the idea of controllability and observability [9, 10]. To review the main ideas, consider the exponentially stable linear time invariant dynamical system
in state space form

$$
\begin{align*}
& \dot{x}(t)=A x(t)+B u(t) \\
& y(t)=C x(t) \tag{2.21}
\end{align*}
$$

The above physical problem with dynamics has state $x(t) \in \mathbb{R}^{N}$, where $N$ is the dimension of the state space, $u(t) \in \mathbb{R}^{m}$ is the input, and $y(t) \in \mathbb{R}^{p}$ is the output. Moreover, $A \in \mathbb{R}^{N \times N}, B \in \mathbb{R}^{N \times m}$, and $C \in \mathbb{R}^{p \times N}$ are constant matrices, and $A$ is stable.

To reduce the complexity of the system, we approximate the problem using a reduced number of states $r \ll N$. Balanced truncation looks for a reduced order model

$$
\begin{aligned}
\dot{a}(t) & =A_{r} a(t)+B_{r} u(t), \\
y_{r}(t) & =C_{r} a(t),
\end{aligned}
$$

where $a(t) \in \mathbb{R}^{r}$ is the reduced order state, such that the error in the output $\left\|y(t)-y_{r}(t)\right\|$ is small when the same input $u(t)$ is applied to both systems.

To do this, let $T \in \mathbb{R}^{N \times N}$ be invertible, and make the change of variable $z=T x$. Then we can write the original system (2.21) as

$$
\begin{aligned}
& \dot{z}(t)=T^{-1} A T z(t)+T^{-1} B u(t) \\
& y(t)=C T z(t)
\end{aligned}
$$

It can be checked that the transfer function $G(s)=C(s I-A)^{-1} B$ relating inputs to outputs in the original system is equal to the transfer function of the transformed system. If $A$ is exponentially stable, then the controllability and observability Gramians, $P, Q \in \mathbb{R}^{N \times N}$ are the unique positive semidefinite solutions to the Lyapunov equations $A P+P A^{T}+B B^{T}=0$ and $A^{T} Q+Q A+C^{T} C=0$. It can be checked that the

Gramians of the transformed system are given by $\hat{P}=T P T^{T}$ and $\hat{Q}=\left(T^{-1}\right)^{T} Q T^{-1}$. Furthermore, if $P$ and $Q$ are positive definite, there exists $T$ such that transformed Gramians $\hat{P}$ and $\hat{Q}$ are balanced, i.e., they are equal and diagonal; the positive diagonal entries are called the Hankel singular values of the system, and they are ordered from greatest to least.

The states in the transformed system corresponding to "small" Hankel singular values are truncated to produce the balanced low order model. In addition, the truncation error between the transfer function $G(s)$ of the original system and transfer function $G_{r}(s)=C_{r}\left(s I-A_{r}\right)^{-1} B_{r}$ of the balanced low order model is bounded by

$$
\begin{equation*}
\left\|G(s)-G_{r}(s)\right\|_{\infty} \leq 2 \sum_{i>r} \sigma_{i} \tag{2.22}
\end{equation*}
$$

where $\left\{\sigma_{i}\right\}_{i=1}^{N}$ are the ordered Hankel singular values of the system and the norm is the $\mathcal{H}_{\infty}$ system norm. Therefore, if the Hankel singular values decay to zero quickly, then the balanced low order model can provide a good approximation to the input-output response of the full order system. Once the Hankel singular values are computed, the above error bound can be used as a guide to choose an appropriate value for $r$.
2.7.2. Infinite Dimensional Balanced Truncation. Since we consider a partial differential equation system in this work, we briefly review balanced truncation model reduction for a linear infinite dimensional system of the form

$$
\begin{align*}
\dot{x}(t) & =\mathcal{A} x(t)+\mathcal{B} u(t), \\
y(t) & =\mathcal{C} x(t), \tag{2.23}
\end{align*}
$$

holding over a Hilbert space $\mathcal{H}$, where $\mathcal{A}: D(\mathcal{A}) \subset \mathcal{H} \rightarrow \mathcal{H}$ is the generator of an exponentially stable $C_{0}$-semigroup on $\mathcal{H}$, and $\mathcal{B}: \mathbb{R}^{m} \rightarrow \mathcal{H}$ and $\mathcal{C}: \mathcal{H} \rightarrow \mathbb{R}^{P}$ are both
bounded linear operators. We also verify the theory holds for the linear cable-mass system.

The theoretical background for the existence of the balanced truncation for this class of infinite dimensional linear systems can be found in [20, 54]. Specifically, there is a transformed system holding over the Hilbert space $l^{2}$ that is balanced, i.e., the controllability and observability Gramians are equal and diagonal; also, as in the finite dimensional case, the diagonal entries are called the Hankel singular values and are ordered from greatest to the least. Truncating the states in the transformed system corresponding to small Hankel singular values again yields the reduced order model. The transfer function error bound (2.22) still holds, and the right hand side of the error bound is finite and tends to zero as $r$ increases.

We can write our linear cable-mass system in the above first order abstract form 2.23 with Hilbert space $\mathcal{H}=V \times H$, as in Section 2.5.2. The operator $\mathcal{A}$ was defined previously. The operator $\mathcal{B}: \mathbb{R} \rightarrow \mathcal{H}$ and $\mathcal{C}: \mathcal{H} \rightarrow \mathbb{R}^{2}$ are defined as follows. First, $\mathcal{B} u=\left[0, B_{0} u\right]$, where $B_{0} u=\left[0, m_{0}^{-1} u, 0\right]$. Then

$$
\begin{aligned}
\|\mathcal{B} u\|_{\mathcal{H}}^{2} & =\|\mathcal{B} u\|_{V}^{2}+\|\mathcal{B} u\|_{H}^{2}=\|\mathcal{B} u\|_{H}^{2}=\left\|\left[0, m_{0}^{-1}, 0\right] u\right\|_{H}^{2}=\left|m_{0}^{-1} u\right|^{2} \\
& \leq m_{0}^{-2}|u|^{2}
\end{aligned}
$$

and therefore $\mathcal{B}$ is bounded. Then let $x=[z, \chi] \in \mathcal{H}$, where $z$ is the position and $\chi$ is the velocity. For $z=\left[w, w_{0}, w_{l}\right]$ and $\chi=\left[p, p_{0}, p_{l}\right], \mathcal{C} x$ is defined by $C x=\left[w_{l}, p_{l}\right]$.

Then

$$
\begin{aligned}
\|\mathcal{C} x\|_{R^{2}}^{2} & =\left\|\left[w_{l}, p_{l}\right]\right\|_{R^{2}}^{2} \\
& =w_{l}^{2}+p_{l}^{2} \\
& =\left[\frac{1}{m_{l}}\right] m_{l} w_{l}^{2}+\left[\frac{1}{k_{l}}\right] k_{l} p_{l}^{2} \\
& \leq \int_{0}^{l} w^{2} d x+m_{0} w_{0}^{2}+\left[\frac{1}{m_{l}}\right] m_{l} w_{l}^{2}+\int_{0}^{l} \beta^{2} p_{x}^{2} d x+k_{0} p_{0}^{2}+\left[\frac{1}{k_{l}}\right] k_{l} p_{l}^{2} \\
& \leq C_{2}\left[\|z\|_{H}^{2}+\|\chi\|_{V}^{2}\right] \\
& \leq C_{2}\|x\|_{\mathcal{H}}^{2}
\end{aligned}
$$

where $C_{2}=\max \left\{1, \frac{1}{m_{l}}, \frac{1}{k_{l}}\right\}$. This proves the result that $\mathcal{C}$ is bounded. Since $\mathcal{B}, \mathcal{C}$ are bounded, the balanced truncation theory holds for the linear cable-mass system.
2.7.3. Formulating the Finite Difference Approximation. Finding exact solutions of the nonlinear cable-mass problem is usually impossible. Therefore, we use a basic numerical method, the finite difference method, to approximate the solution to our model problem with dynamic boundary conditions. Using this method, we convert our PDE system to an ODE system, and we apply the model reduction method to the resulting nonlinear finite dimensional system.

We place $n$ equally spaced nodes $\left\{x_{j}\right\}_{j=1}^{n}$ in the interval $[0, l]$, where $x_{j}=$ $(j-1) h$ and $h=l /(n-1)$ so that $x_{1}=0$ and $x_{n}=l$. In order to apply balanced truncation below, we also eliminate the second order time derivatives by introducing a velocity variable. Therefore, let $d_{i}$ denote the finite difference approximation to the displacement $w\left(t, x_{i}\right)$, and let $v_{i}$ denote the finite difference approximation to the velocity $w_{t}\left(t, x_{i}\right)$. We assume the solution is smooth so that the displacement and
velocity compatibility conditions are satisfied; we obtain

$$
\begin{array}{ll}
w_{0}(t)=d_{1}(t), & w_{l}(t)=d_{n}(t), \\
\dot{w}_{0}(t)=v_{1}(t), & \dot{w}_{l}(t)=v_{n}(t) .
\end{array}
$$

We use second order centered differences to form finite difference equations for the wave equation (2.1)

$$
\begin{align*}
v_{i}^{\prime} & =\frac{\gamma}{h^{2}}\left[v_{i+1}-2 v_{i}+v_{i-1}\right]+\frac{\beta^{2}}{h^{2}}\left[d_{i+1}-2 d_{i}+d_{i-1}\right]-\alpha v_{i}, \\
d_{i}^{\prime} & =v_{i} \quad \text { for } i=2, \ldots, n-1 . \tag{2.24}
\end{align*}
$$

To discretize our system we use (2.24) to obtain

$$
\begin{aligned}
v_{i}^{\prime} & =\left[-\alpha-\frac{2 \gamma}{h^{2}}\right] v_{i}+\left[\frac{\gamma}{h^{2}}\right] v_{i-1}+\left[\frac{\gamma}{h^{2}}\right] v_{i+1}+\left[\frac{\beta^{2}}{h^{2}}\right] d_{i+1}-\left[\frac{2 \beta^{2}}{h^{2}}\right] d_{i}+\left[\frac{\beta^{2}}{h^{2}}\right] d_{i-1}, \\
d_{i}^{\prime} & =v_{i}, \quad \text { for } i=2, \ldots, n-1
\end{aligned}
$$

To discretize the dynamic boundary conditions we use second order accurate one sided finite difference approximations to the first order spatial derivatives. First,

$$
\begin{equation*}
w_{x}(t, x) \approx \frac{-3 w(t, x)+4 w(t, x+h)-w(t, x+2 h)}{2 h} . \tag{2.25}
\end{equation*}
$$

Then we replace $h$ by $-h$ to obtain another second order accurate one sided finite difference approximation for $w_{x}(t, x)$ in terms of $w(t, x), w(t, x-h)$ and $w(t, x-2 h)$, i.e.,

$$
\begin{equation*}
w_{x}(t, x) \approx \frac{3 w(t, x)-4 w(t, x-h)+w(t, x-2 h)}{2 h} . \tag{2.26}
\end{equation*}
$$

Using these approximations we discretize the term $w_{x}(t, 0)$ in the left boundary condition by

$$
\begin{equation*}
w_{x}(t, 0) \approx \frac{-3 d_{1}+4 d_{2}-d_{3}}{2 h} \tag{2.27}
\end{equation*}
$$

and we discretize the term $w_{x}(t, 1)$ in the right boundary condition by

$$
\begin{equation*}
w_{x}(t, 1) \approx \frac{3 d_{n}-4 d_{n-1}+d_{n-2}}{2 h} \tag{2.28}
\end{equation*}
$$

Using these one-side finite difference approximations allows us to keep the the second order accuracy without introducing "ghost" nodes outside of the spatial domain. After discretizing the dynamic boundary conditions we obtain

$$
\begin{gathered}
v_{1}^{\prime}=\left[-\frac{k_{0}}{m_{0}}-\frac{3 \beta^{2}}{2 h m_{0}}\right] d_{1}+\left[\frac{4 \beta^{2}}{2 h m_{0}}\right] d_{2}-\left[\frac{\beta^{2}}{2 h m_{0}}\right] d_{3}+\left[-\frac{3 \gamma}{2 h m_{0}}-\frac{\alpha_{0}}{m_{0}}\right] v_{1} \\
+\left[\frac{4 \gamma}{2 h m_{0}}\right] v_{2}-\left[\frac{\gamma}{2 h m_{0}}\right] v_{3}+\frac{u(t)}{m_{0}}, \\
d_{1}^{\prime}=v_{1},
\end{gathered}
$$

and

$$
\begin{gathered}
v_{n}^{\prime}=\left[-\frac{k_{l}}{m_{l}}-\frac{3 \beta^{2}}{2 h m_{l}}\right] d_{n}+\left[\frac{4 \beta^{2}}{2 h m_{l}}\right] d_{n-1}-\left[\frac{\beta^{2}}{2 h m_{l}}\right] d_{n-2} \\
+\left[-\frac{\alpha_{l}}{m_{l}}-\frac{3 \gamma}{2 h m_{l}}\right] v_{n}+\left[\frac{4 \gamma}{2 h m_{l}}\right] v_{n-1}-\left[\frac{\gamma}{2 h m_{l}}\right] v_{n-2}-\left[\frac{k_{3}}{m_{l}}\right]\left[d_{n}\right]^{3}, \\
d_{n}^{\prime}=v_{n},
\end{gathered}
$$

where $d_{i}, v_{i}$ and $u(t)$ represent displacement, velocity, and input respectively. Then the matrix form of the above system becomes

$$
\left[\begin{array}{l}
d^{\prime}  \tag{2.29}\\
v^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
0 & I \\
A_{11} & A_{12}
\end{array}\right]\left[\begin{array}{l}
d \\
v
\end{array}\right]+\left[\begin{array}{cc}
0 & 0 \\
F_{12} & 0
\end{array}\right]\left[\begin{array}{c}
d^{3} \\
v^{3}
\end{array}\right]+\left[\begin{array}{c}
0 \\
B_{1}
\end{array}\right] u
$$

$$
\left[\begin{array}{l}
y_{1}  \tag{2.30}\\
y_{2}
\end{array}\right]=\left[\begin{array}{lllll}
0 & \cdots & 1 & \cdots & 0 \\
0 & \cdots & 0 & \cdots & 1
\end{array}\right]\left[\begin{array}{l}
d \\
v
\end{array}\right]
$$

where the matrices are defined below. First, the matrix $A_{11}$ has nonzero $(i, j)$ entries, where $i, j$ represent the row and column respectively, as specified below. The nonzero first row entries of $A_{11}$ in the $(1,1),(1,2)$ and $(1,3)$ entries are $\left(-\frac{k_{0}}{m_{0}}-\frac{3 \beta^{2}}{2 h m_{0}}\right)$, $\left(\frac{4 \beta^{2}}{2 h m_{0}}\right),\left(-\frac{\beta^{2}}{2 h m_{0}}\right)$, respectively. The nonzero last row entries of $A_{11}$ in the $(n, n-$ $2),(n, n-1)$ and $(n, n)$ entries are $\left(-\frac{\beta^{2}}{2 h m_{l}}\right),\left(\frac{4 \beta^{2}}{2 h m_{l}}\right),\left(-\frac{k_{l}}{m_{l}}-\frac{3 \beta^{2}}{2 h m_{l}}\right)$, respectively. The middle part of the matrix $i=2,3, \ldots, n-1$ is a tridiagonal matrix. The entries are

$$
\left[A_{11}\right]_{i, j}= \begin{cases}\frac{\beta^{2}}{h^{2}}, & j=i-1 \\ -\frac{2 \beta^{2}}{h^{2}}, & j=i \\ \frac{\beta^{2}}{h^{2}}, & j=i+1\end{cases}
$$

Similarly, the nonzero first row entries of $A_{12}$ in the $(1,1),(1,2)$ and $(1,3)$ entries are $\left(-\frac{3 \gamma}{2 h m_{0}}-\frac{\alpha_{0}}{m_{0}}\right),\left(\frac{4 \gamma}{2 h m_{0}}\right),\left(-\frac{\gamma}{2 h m_{0}}\right)$, respectively. The nonzero last row entries of $A_{12}$ in the $(n, n-2),(n, n-1)$ and $(n, n)$ entries are $\left(-\frac{\gamma}{2 h m_{l}}\right),\left(\frac{4 \gamma}{2 h m_{l}}\right)$, $\left(-\frac{\alpha_{l}}{m_{l}}-\frac{3 \gamma}{2 h m_{l}}\right)$, respectively. The middle part of the matrix $i=2,3, \ldots, n-1$ is a tridiagonal matrix. So the entries are

$$
\left[A_{12}\right]_{i, j}= \begin{cases}\frac{\gamma}{h^{2}}, & j=i-1 \\ -\alpha-\frac{2 \gamma}{h^{2}}, & j=i \\ \frac{\gamma}{h^{2}}, & j=i+1\end{cases}
$$

Also,

$$
F_{12}=\left[\begin{array}{ccc}
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & -m_{l}^{-1} k_{3}
\end{array}\right], \quad C=\left[\begin{array}{ccccc}
0 & \cdots & 1 & \cdots & 0 \\
0 & \cdots & 0 & \cdots & 1
\end{array}\right], \quad B_{1}=\left[\begin{array}{c}
0 \\
m_{0}^{-1} \\
\vdots \\
0
\end{array}\right] .
$$

Furthermore, $A_{11}, A_{1,2}, F_{12}$ are $n \times n$ matrices, $C$ is a $2 \times 2 n$ matrix and $B_{1}$ is a $n \times 1$ matrix.

Or, we can write the nonlinear finite dimensional approximating system as

$$
\begin{equation*}
\dot{x}=A x+F(x)+B u, \quad y=C x . \tag{2.31}
\end{equation*}
$$

2.7.4. Implementation of Balanced Truncation Method. We compute the balanced truncated reduced order model using the "square root algorithm" described in [9]. The algorithm generates matrices $T_{r} \in R^{2 n \times r}$ and $S_{r} \in R^{r \times 2 n}$ such that $T_{r}=\left[\varphi_{1}, \varphi_{2, \cdots,} \varphi_{r}\right]$, where $\varphi_{j}$ denote the $j$ th column of $T_{r}$, and $S_{r}=\left[\psi_{1}, \psi_{2, \ldots,} \psi_{r}\right]^{T}$, where $\psi_{i}$ denote the $i$ th row of $S_{r}$. Further $S_{r} T_{r}=I_{r}$, where $I_{r}$ is an identity matrix.

Approximate $x(t)$ in the nonlinear full order model 2.31) by $x(t) \approx T_{r} a(t)$, and multiply the full order model on the left by $S_{r}$ to produce the reduced order model

$$
\dot{a}(t)=A_{r} a(t)+B_{r} u(t)+S_{r} F\left(T_{r} a\right), \quad y_{r}(t)=C_{r} a(t) .
$$

The matrices $A_{r}, B_{r}$, and $C_{r}$ in the reduced order model are given by $A_{r}=S_{r} A T_{r}$, $B_{r}=S_{r} B$ and $C_{r}=C T_{r}$. These are exactly the same matrices from the balanced truncated reduced order model in the linear case.

We want to rewrite the nonlinear term $S_{r} F\left(T_{r} a\right)$ in terms of $a_{j}, \varphi_{j}, \psi_{j}$ so that we can compute the reduced order model using only low order operations. The $2 n \times r$ matrix $T_{r}$ has $i j$ entries $\varphi_{j, i}$, where $\varphi_{j, i}$ denotes the $i$ th entry of $\varphi_{j}$, for $i=1 \ldots 2 n$
and $j=1 \ldots r$. Also, $a=\left[a_{1}, a_{2}, \ldots, a_{r}\right]^{T}$ is a $r \times 1$ dimension vector. Then $\sum_{j=1}^{r} \varphi_{j, i} a_{j}$ is the $i$ th entry of the vector of $T_{r} a$ with $2 n \times 1$ dimension where

$$
\begin{equation*}
T_{r} a=\left[\sum_{j=1}^{r} \varphi_{j, 1} a_{j}, \ldots, \sum_{j=1}^{r} \varphi_{j, 2 n} a_{j}\right]^{T} . \tag{2.32}
\end{equation*}
$$

In our system we have only one nonlinear term that is in the right boundary condition. Let $d_{r}$ be the vector consisting of the first $n$ entries of $T_{r} a$. Using the definition of $F(x)$ from the previous section gives

$$
F\left(T_{r} a\right)=\left[\begin{array}{c}
0 \\
F_{0}\left(d_{r}\right)
\end{array}\right], F_{0}\left(d_{r}\right)=\left[0, \ldots, 0,-m_{l}^{-1} k_{3}\left(T_{r} a\right)_{n}^{3}\right]^{T}
$$

where $\left(T_{r} a\right)_{n}$ denotes the $n$th entry of $T_{r} a$. Therefore, we do not need to compute the entire $2 n \times 1$ vector $T_{r} a$ as in 2.32; we only need the $n$th entry. This gives

$$
\left[F\left(T_{r} a\right)\right]_{j}=\left\{\begin{array}{cl}
0 & j \neq 2 n \\
-m_{l}^{-1} k_{3}\left(\sum_{j=1}^{r} \varphi_{j, n} a_{j}\right)^{3} & j=2 n
\end{array}\right.
$$

Therefore, the nonlinear term in the reduced order model can be computed using only low order operations by

$$
\left[S_{r} F\left(T_{r} a\right)\right]_{i}=-m_{l}^{-1} k_{3} \psi_{i, 2 n}\left(\sum_{j=1}^{r} \varphi_{j, n} a_{j}\right)^{3}, i=1,2, \ldots, r,
$$

where $\psi_{i, 2 n}$ denotes the $2 n$th entry of the vector $\psi_{i}$.

### 2.8. NUMERICAL RESULTS

In this section, we present the numerical results concerning the effectiveness of the balanced truncation MOR method applied to the finite difference approximation

Table 2.1. Fixed Simulation Parameters

| $l$ | $m_{0}$ | $m_{l}$ | $k_{3}$ | $\beta$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1.5 | 1 | 1 |

of the cable-mass problem. For our experiments, we used 100 finite difference nodes and solved all ordinary differential equations with Matlab's ode23s. Increasing the number of nodes did not make any substantial change in the results. We fixed some of the basic problem parameters, as shown in Table 2.1, and tested variations of the remaining parameters to determine when the MOR approach is accurate.

In our model, there are two types of interior damping. One is Kelvin-Voigt damping and the other is viscous damping. The Kelvin-Voigt damping is proportional to the rate of change of strain. The viscous damping is proportional to velocity. The Kelvin-Voigt damping parameter is $\gamma$ and the viscous damping parameters are $\alpha, \alpha_{0}, \alpha_{l}$ and those are interior and boundary damping parameters, respectively. Also there are three stiffness parameters: $k_{0}, k_{l}$, and $k_{3}$. Here $k_{3}$ is the stiffness parameter for the nonlinear term. We investigate the following examples:

- Example 1: Kelvin-Voigt damping in the interior $(\gamma>0)$ and damping in the in the right boundary $\left(\alpha_{l}>0\right)$. All other damping parameters are taken to be zero, i.e., $\alpha_{0}=\alpha=0$.
- Example 2: Viscous damping in the interior $(\alpha>0)$ and damping in both boundaries $\alpha_{0}, \alpha_{l}>0$. The Kelvin-Voigt damping parameter $\gamma$ is set to zero. Unlike Example 1, the $C_{0}$-semigroup generated by the linear problem is not analytic in this case and the PDE is hyperbolic.
- Example 3: Viscous damping in the interior $(\alpha>0)$ and Kelvin-Voigt damping in the interior $(\gamma>0)$. All other damping parameters are taken to be zero, i.e., $\alpha_{0}=\alpha_{l}=0$.
- Example 4: Viscous damping in the interior $(\alpha>0)$. All other damping parameters are taken to be zero, i.e., $\gamma=\alpha_{0}=\alpha_{l}=0$.
- Example 5: Kelvin-Voigt damping in the interior $(\gamma>0)$. All other damping parameters are taken to be zero, i.e., $\alpha=\alpha_{0}=\alpha_{l}=0$.

In Sections 2.5 .2 and 2.6 we proved that the unforced linear and nonlinear systems are exponentially stable for Examples 1-3. Numerical results indicate that the linear problems are also exponentially stable for Examples 4-5. We do not investigate Examples 4-5 theoretically here.
2.8.1. Exponential Stability. Before we present the model reduction computational results, we briefly present numerical results concerning the linear and nonlinear exponential stability theory. For the linear problem, we test the exponential stability by analyzing the eigenvalues of the matrix $A$ in the finite difference model (2.31). Figure 2.2(a) shows the eigenvalues of matrix $A$ for $\gamma=\alpha_{l}=0.1, k_{0}=k_{l}=1$, and $\alpha_{0}=\alpha=0$. This is a case of Example 1. The eigenvalues all have negative real parts. For the nonlinear problem, we consider the solution of the finite difference model (2.31), and compute an approximation to the (continuous) energy function in Theorem 2.8 by using trapezoidal rule quadrature on the integrals. Figure 2.2(b) shows the exponential decay of the energy with the same parameters and the initial data $e^{x} \sin (1-x)$ for the position and $\cos (x)$ for the velocity.

We also approximated the eigenvalues and the energy for the nonlinear problem when $\gamma=0$; see Figure 2.3. This is a case of Example 2. We see the exponential stability in both linear and nonlinear cases. The $C_{0}$-semigroup is not analytic in this case, and we see the imaginary part of the eigenvalues increase as is usual with hyperbolic problems. In the nonlinear case, if $\gamma=0$ and all the other parameters are small, then the energy decays exponentially fast and also fluctuation takes place rapidly.


Figure 2.2. Eigenvalues and the energy decay for $\gamma=\alpha_{l}=0.1, k_{0}=k_{l}=1$ and $\alpha_{0}=\alpha=0$


Figure 2.3. Eigenvalues and the energy decay for $\gamma=0$ and $\alpha=\alpha_{0}=\alpha_{l}=k_{0}=k_{l}=$ 0.01

Furthermore, we look at the behavior of the eigenvalue nearest the imaginary axis by increasing the number of spatial nodes. As we can see in Tables 2.2 and 2.3 the eigenvalue do not approach the imaginary axis when the number of spatial nodes is increased. This is the behavior we expect since the PDE system is exponentially stable.

Table 2.2. Eigenvalues of the linear system for number of spatial nodes with $\gamma=\alpha_{l}=$ $0.1, k_{0}=k_{l}=1$ and $\alpha=\alpha_{0}=0$

| N | 10 | 20 | 40 | 80 | 160 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{Re}(\lambda)$ | -0.0160 | -0.0160 | -0.0160 | -0.0160 | -0.0160 |

Table 2.3. Eigenvalues of the linear system for number of spatial nodes with $\gamma=0$ and $\alpha=\alpha_{0}=\alpha_{l}=k_{0}=k_{l}=0.01$

| N | 10 | 20 | 40 | 80 | 160 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{Re}(\lambda)$ | -0.0043 | -0.0043 | -0.0043 | -0.0043 | -0.0043 |

2.8.2. Model Reduction Results. Next, we begin the model reduction experiments. We study the effects of the various parameters on the accuracy of the model reduction. To do this, we consider the reduced order model (ROM) and full order model (FOM) with zero initial data and the same input $u(t)$ and compare the output of the FOM and ROM. Recall the output $y(t)$ of the cable-mass system is the position and velocity of the right mass.

Although we focus on the accuracy of the nonlinear ROM, we also present some results for the linear ROM for comparison. The output of the linear ROM is highly accurate in all cases considered, as expected by balanced truncation theory.

For our experiments, we investigate the behavior of the ROM and FOM for four different oscillating smooth or discontinuous input functions $u(t)$.

- Input 1: $u(t)=0.1 \sin (0.2 \pi t)$
- Input 2: $u(t)=0.02 \cos (a t)+0.03 \cos (b t)$, where $a, b$ are the two largest real parts of the eigenvalues of the matrix $A$
- Input 3: $u(t)=c_{1} \sin (m t)+c_{2} \cos (n t)$, where $c_{1}, c_{2}, m, n$ are constants in the range of $c_{1}, c_{2},<0.1$ and $m, n<0.2$
- Input 4: $u(t)=0.1$ square $(0.2 \pi t)$, where the square wave function is defined by square $(\tau)=1$ if $\sin (\tau)>0$ and $\operatorname{square}(\tau)=-1$ if $\sin (\tau)<0$

Input 1 was originally considered for this problem in [19], where this cable-mass system was considered as a heuristic model for a wave tank with a wave energy converter. Input 2 was considered for a different cable-mass problem in [36]. We note that this input causes a type of resonance, i.e., the solution magnitude can initially grow in time before the damping causes the magnitude to return to a moderate level. We also considered Input 3 to test a variety of oscillating input behaviors. Finally, we considered Input 4 to see if a discontinuous input causes any change in the ROM output.

- Small damping parameters

Case 1a: Small damping parameters with smooth inputs

Here we investigate the behavior of the ROM for damping parameters that are small relative to the boundary stiffness parameters. We experiment for damping parameters $\alpha, \alpha_{0}, \alpha_{l}, \gamma$ in the range of 0.1 to 0.001 , and fix $k_{0}=k_{l}=0.1$. In this case, for all smooth inputs (Inputs 1-3) the output of the nonlinear ROM is highly accurate compared to the FOM output. We present results for two specific scenarios. Figure 2.4 shows the output of the FOM and ROM for both the linear and nonlinear systems for Example 1, Input 2 with $\alpha_{0}=\alpha=0, \alpha_{l}=k_{0}=k_{l}=0.1$, and small Kelvin-Voigt parameter $\gamma=0.001$. The agreement is excellent in both the linear and nonlinear cases.

Figure 2.5 shows the output of the FOM and ROM for both the linear and nonlinear systems for Example 2, Input 2 with $\gamma=0, k_{0}=k_{l}=0.1, \alpha_{0}=\alpha_{l}=0.01$, and small interior viscous parameter $\alpha=0.001$. The linear and nonlinear ROMs are highly accurate. Further, the output of the linear and nonlinear systems have similar patterns but the amplitudes are different in each graph.


Figure 2.4. Example 1, Input 2: Output of the ROM and FOM for $\alpha_{0}=\alpha=0$, $\alpha_{l}=k_{0}=k_{l}=0.1$ and $\gamma=0.001$


Figure 2.5. Example 2, Input 2: Output of the ROM and FOM for $\gamma=0, k_{0}=k_{l}=$ $0.1, \alpha_{0}=\alpha_{l}=0.01, \alpha=0.001$

Case 1b: Small damping parameters with discontinuous input

Next we observe the behavior of the ROM and FOM for small damping with discontinuous input. Figure 2.6 shows the behavior of the linear and nonlinear FOM and ROM for Example 5, Input 4 (the square wave) with $\alpha=\alpha_{0}=\alpha_{l}=0, \gamma=0.001$ and $k_{0}=k_{l}=0.1$. The linear and nonlinear FOM and ROM output are highly accurate even though the position and velocity outputs are very irregular.


Figure 2.6. Example 5, Input 4: Output of the ROM and FOM for $\alpha=\alpha_{0}=\alpha_{l}=0$, $\gamma=0.001$ and $k_{0}=k_{l}=0.1$

Overall, we can conclude that the linear and nonlinear ROM outputs are very accurate for a long time interval for all examples and all inputs when the damping parameters are small relative to the boundary stiffness parameters.

- Small stiffness parameters

Case 2a: Small stiffness parameters with smooth inputs

Next, we investigate the behavior of the FOM and ROM when the boundary stiffness parameters are small relative to the damping parameters. We fix the damping parameters as $\gamma=\alpha=\alpha_{0}=\alpha_{l}=0.1$. We observe that if one or both of the stiffness parameter are small (either $k_{0}$ or $k_{l}$ in the range of 0.001 to 0.1 ), we get highly accurate ROM output for both linear and nonlinear systems with all smooth inputs. Two specific scenarios are presented below.

Figure 2.7 shows the behavior of the ROM and FOM of the linear and nonlinear systems for Example 1, Input 1 with $\alpha=\alpha_{0}=0, \gamma=\alpha_{l}=0.1$, and $k_{0}=k_{l}=0.001$. Figure 2.8 shows the behavior of the ROM and FOM of the linear and nonlinear systems for Example 4, Input 3 with $\alpha=0.1, \gamma=0, \alpha_{0}=\alpha_{l}=0$, and $k_{0}=0.001$, $k_{l}=0.01$.


Figure 2.7. Example 1, Input 1: Output of the ROM and FOM for $k_{0}=k_{l}=0.001$, $\alpha=\alpha_{0}=0$, and $\gamma=\alpha_{l}=0.1$


Figure 2.8. Example 4, Input 3: Output of the ROM and FOM for $\alpha=0.1, \gamma=0$, $\alpha_{0}=\alpha_{l}=0$ and $k_{0}=0.001, k_{l}=0.01$

Overall, for all examples with all smooth inputs, the linear and nonlinear ROM are highly accurate over a long time interval.

Case 2b: Small stiffness parameters with discontinuous Input 4

Next, we explore the behavior of the ROM and FOM for smaller stiffness parameters with discontinuous input (square wave input). We present results of two specific


Figure 2.9. Example 1, Input 4: Output of the ROM and FOM for $\alpha=\alpha_{0}=0$, $\gamma=\alpha_{l}=0.1$, and $k_{0}=k_{l}=0.001$
scenarios with small stiffness parameters. First, Figure 2.9 shows the behavior of the linear and nonlinear FOM and ROM output for Example 1 with $\alpha=\alpha_{0}=0$, $\gamma=\alpha_{l}=0.1$, and small stiffness $k_{0}=k_{l}=0.001$. The nonlinear ROM for $r=4$ is accurate over an initial time interval and thereafter loses some accuracy. Increasing $r$ yields high accuracy for the entire time interval $0 \leq t \leq 300$. The linear ROM is highly accurate for a longer interval.

Figure 2.10 shows the FOM and ROM output over the longer interval $0 \leq$ $t \leq 300$ for another scenario: Example 5, Input 4 with $\gamma=0.1, \alpha=\alpha_{0}=\alpha_{l}=0$ and small stiffness $k_{0}=k_{l}=0.001$. The nonlinear ROM is highly accurate for an initial time period, but then suffers a loss of accuracy. Increasing $r$ does not yield high accuracy.

Next, we explore the behavior of the nonlinear ROM depending on the right and left stiffness parameters. In Examples 1, 3, 4, 5 with Input 4, the left stiffness parameter affects the nonlinear ROM more than the right stiffness parameter. Figure 2.11(a) shows the behavior of the ROM of the nonlinear system for Example 3, Input 4 with $\alpha_{0}=\alpha_{l}=0, \alpha=\gamma=0.1$ and $k_{0}=0.01, k_{l}=0.001$, and in Figure 2.11(b) with


Figure 2.10. Example 5, Input 4: Output of the ROM and FOM for $\gamma=0.1, \alpha=$ $\alpha_{0}=\alpha_{l}=0$ and $k_{0}=k_{l}=0.001$


Figure 2.11. Example 3, Input 4: Output of the nonlinear ROM and FOM for $\alpha_{0}=$ $\alpha_{l}=0, \alpha=\gamma=0.1$
$\alpha_{0}=\alpha_{l}=0, \alpha=\gamma=0.1$, and $k_{0}=0.001, k_{l}=0.01$. The nonlinear ROM output belonging to the smaller right stiffness parameter is much less accurate compared to the ROM output belonging to the smaller left stiffness parameter. Increasing $r$ improves the accuracy of the ROM in both cases over a long interval.

Succinctly, when the stiffness parameters are small relative to the damping parameters, the nonlinear ROM is highly accurate in all examples with smooth inputs.

However, for the discontinuous input, the nonlinear ROM is highly accurate over an initial interval and then accuracy is likely to be lost. Increasing the order $r$ of the ROM may not improve the accuracy. Also, if the magnitude of the input is reduced, then the length of the highly accurate initial time interval does increase. Further, the nonlinear ROM is much less accurate when the right stiffness parameter is small when compared to the small left stiffness parameter.

- Small damping and stiffness parameters (All parameters are small)

Finally, we consider the behavior of the nonlinear ROM when the damping and stiffness parameters are small relative to the mass and nonlinear stiffness parameters $\left(m_{0}=1, m_{l}=1.5\right.$, and $\left.k_{3}=1\right)$.

Case 3a: Small damping and stiffness parameters with continuous Input 2

The nonlinear ROM is highly accurate in all examples with Input 2. Figure 2.12 shows the behavior of the ROM of the nonlinear system for Example 3 for $\alpha_{0}=\alpha_{l}=0$ and $\alpha=\gamma=k_{0}=k_{l}=0.001$ with input $u(t)=0.02 \cos (0.0001 t)+0.03 \cos (0.0008 t)$ and Example 5 for $\alpha=\alpha_{0}=\alpha_{l}=0$ and $\gamma=k_{0}=k_{l}=0.001$ with Input 2 $u(t)=0.02 \cos (0 t)+0.03 \cos (0.0007 t)$. Overall, we can conclude that the nonlinear ROM is very accurate in all examples with Input 2 when both damping and stiffness parameters are small.

Case 3b: Small damping and stiffness parameters with Input 3
The nonlinear ROM is highly accurate in Examples 1, 3, 4, 5 with Input 3 over a long interval. Only in Example 2 does the nonlinear ROM lose accuracy over a long time period, but increasing $r$ improves the accuracy. Figure 2.13 shows the nonlinear ROM output for Example 2, Input 3 with $\gamma=0$ and $\alpha=\alpha_{0}=\alpha_{l}=k_{0}=k_{l}=0.001$ for $r=4$ and $r=6$. Overall, we can conclude that the nonlinear ROM is very accurate over a long interval in all examples except Example 2 with Input 3 when the damping and stiffness parameters are small. Increasing $r$ improves the accuracy.


Figure 2.12. Output of the nonlinear ROM and FOM


Figure 2.13. Example 2, Input 3: Output of the ROM and FOM for $\gamma=0, \alpha=\alpha_{0}=$ $\alpha_{l}=k_{0}=k_{l}=0.001$

Case 3c: Small damping and stiffness parameters with Input 1

For all examples, the nonlinear ROM output is highly accurate for an initial time period, but then suffers loss of accuracy with Input 1. Increasing $r$ improves the accuracy over a long interval.

Case 3d: Small damping and stiffness parameters with Input 4


Figure 2.14. Example 1, Input 4: Output of the ROM and FOM for $\alpha=\alpha_{0}=0$, $\gamma=\alpha_{l}=k_{0}=k_{l}=0.001$

For all examples, the nonlinear ROM output is highly accurate only for an initial time period, but then suffers a great loss of accuracy. Increasing $r$ does not improve the accuracy over a long time interval. Figure 2.14 shows the behavior of the nonlinear FOM and ROM for Example 1 with Input 4 with $\alpha=\alpha_{0}=0$ and $\gamma=\alpha_{l}=k_{0}=k_{l}=$ 0.001 for $r=4$ and $r=10$. Overall, when all parameters are small, all behaviors are possible. The nonlinear ROM may be highly accurate over a long time period, or it may lose high accuracy after an initial time period. Also, increasing $r$ may or may not improve the accuracy over a long interval.

## 3. NONLINEAR CABLE-MASS PDE SYSTEM WITH UNBOUNDED INPUT OPERATOR

In this section, we study the performance of the balanced truncation model reduction when the operator $\mathcal{B}$ is unbounded. We do not attempt to prove the infinite dimensional balanced truncation theory for this problem. Instead, we investigate the model reduction numerically. As we mentioned in the introduction, several PDE examples have been investigated numerically in the literature to understand the behavior of ROMs (see e.g., [23, 24, 25, 26, 27, 28, 29, 30, 32, 33, 34, 35]). The unforced PDE system considered in this section differs from the cable-mass problem in Section 2. We prove the linear and nonlinear exponential stability for this model in this section.

### 3.1. THE MODEL

The flexible cable is driven by an external force $u(t)$ acting on the left end and is attached to a mass-spring system at the other end. The mass-spring system is connected to a rigid horizontal support, and we assume all motion takes place in the vertical direction. Let

- $w(t, x)$ denote the position of the cable at location $x$ and time $t$, and
- $w_{l}(t)$ denote the position of the right mass above equilibrium at location $x=l$ and time $t$.

We assume there are no other external forces acting on the system.
We model the motion of the flexible cable with a damped 1D wave equation on $0<x<l$. We include both Kelvin-Voigt and viscous damping in the model. We model the mass-spring system with a damped nonlinear second order oscillator. This
gives a wave equation with a dynamic boundary condition:

$$
\begin{align*}
w_{t t}(t, x)+\alpha w_{t}(t, x) & =\gamma w_{t x x}(t, x)+\beta^{2} w_{x x}(t, x),  \tag{3.1}\\
\gamma w_{t x}(t, 0)+\beta^{2} w_{x}(t, 0) & =u(t),  \tag{3.2}\\
m_{l} \ddot{w}_{l}(t)+\alpha_{l} \dot{w}_{l}(t)+k_{l} w_{l}(t) & =-\left(\gamma w_{t x}(t, l)+\beta^{2} w_{x}(t, l)\right)-k_{3}\left[w_{l}(t)\right]^{3} . \tag{3.3}
\end{align*}
$$

The term in the parenthesis in the dynamic boundary condition is the force of the cable acting on the mass. The boundary condition (3.2) indicates the external force $u(t)$ is applied at the left end of the cable. Here, $\gamma$ is the Kelvin-Voigt damping parameter, $\alpha$ and $\alpha_{l}$ are viscous damping parameters, $m_{l}$ is the right mass, and $k_{l}, k_{3}$ are the stiffness parameters. The model damping parameters are nonnegative, and the wave equation parameter $\beta$ as well as the mass and stiffness parameters are all positive. Finally, the position of the cable at the boundary must equal the position of the mass; therefore, we have the displacement compatibility condition

$$
w(t, l)=w_{l}(t) .
$$

For the model reduction problem, we assume we have two system outputs as in Section 2: the position and the velocity of the right mass, i.e.,

$$
y_{1}(t)=w_{l}(t), \quad y_{2}(t)=\dot{w}_{l}(t) .
$$

### 3.2. THE ENERGY FUNCTION

Next, we give a preliminary investigation of the change in energy of the unforced system, i.e., the system with $u(t)=0$. This will help us to obtain the correct inner products for an abstract formulation of the system. We assume the solution for the above system is sufficiently smooth.

We define the total kinetic energy of the cable by

$$
E_{T, K}=\frac{1}{2} \int_{0}^{l} w_{t}^{2} d x
$$

Differentiate with respect to time and use the wave equation (3.1) to obtain

$$
\begin{aligned}
\frac{d E_{T, K}}{d t} & =\frac{1}{2} \int_{0}^{l} 2 w_{t} w_{t t} d x \\
& =\frac{1}{2} \int_{0}^{l} 2 w_{t}(t, x)\left(\gamma w_{t x x}(t, x)+\beta^{2} w_{x x}(t, x)-\alpha w_{t}(t, x)\right) d x
\end{aligned}
$$

Integrate by parts to obtain

$$
\begin{aligned}
\frac{d E_{T, K}}{d t}= & -\gamma \int_{0}^{l}\left(w_{t x}(t, x)\right)^{2} d x-\beta^{2} \int_{0}^{l} w_{x}(t, x) w_{t x}(t, x) d x-\alpha \int_{0}^{l}\left(w_{t}(t, x)\right)^{2} d x \\
& +w_{t}(t, l)\left[\gamma w_{t x}(t, l)+\beta^{2} w_{x}(t, l)\right]-w_{t}(t, 0)\left[\gamma w_{t x}(t, 0)+\beta^{2} w_{x}(t, 0)\right]
\end{aligned}
$$

Use the boundary conditions of our cable-mass model (3.2), (3.3) to obtain

$$
\begin{aligned}
\frac{d E_{T, K}}{d t}= & -\gamma \int_{0}^{l}\left(w_{t x}(t, x)\right)^{2} d x-\beta^{2} \int_{0}^{l} w_{x}(t, x) w_{t x}(t, x) d x-\alpha \int_{0}^{l}\left(w_{t}(t, x)\right)^{2} d x \\
& -\dot{w}_{l}(t)\left[m_{l} \ddot{w}_{l}(t)+\alpha_{l} \dot{w}_{l}(t)+k_{l} w_{l}(t)+k_{3}\left[w_{l}(t)\right]^{3}\right]
\end{aligned}
$$

This can be rewritten as

$$
\begin{aligned}
\frac{d}{d t}\left(\frac{1}{2} \int_{0}^{l} w_{t}^{2} d x\right. & \left.+\frac{m_{l}}{2}\left(\dot{w}_{l}(t)\right)^{2}+\frac{\beta^{2}}{2} \int_{0}^{l} w_{x}^{2} d x+\frac{k_{l}}{2}\left(w_{l}(t)\right)^{2}+\frac{k_{3}}{4}\left(w_{l}(t)\right)^{4}\right)= \\
& -\gamma \int_{0}^{l}\left(w_{t x}(t, x)\right)^{2} d x-\alpha \int_{0}^{l}\left(w_{t}(t, x)\right)^{2} d x-\alpha_{l}\left(\dot{w}_{l}(t)\right)^{2}
\end{aligned}
$$

This suggests defining the system kinetic energy and potential energy as

$$
\begin{aligned}
E_{K} & =\int_{0}^{l} \frac{1}{2} w_{t}^{2} d x+\frac{m_{l}}{2}\left(\dot{w}_{l}(t)\right)^{2} \\
E_{P} & =\int_{0}^{l} \frac{\beta^{2}}{2} w_{x}^{2} d x+\frac{k_{l}}{2}\left(w_{l}(t)\right)^{2}+\frac{k_{3}}{4}\left(w_{l}(t)\right)^{4} .
\end{aligned}
$$

This energy expression can also be obtained by considering the kinetic energy and potential energy of each component of the system. The above energy equation gives

$$
\begin{aligned}
\frac{d}{d t} E & =\frac{d}{d t}\left(E_{K}+E_{P}\right) \\
& =-\left[\gamma \int_{0}^{l}\left(w_{t x}(t, x)\right)^{2} d x+\alpha \int_{0}^{l}\left(w_{t}(t, x)\right)^{2} d x+\alpha_{l}\left(\dot{w}_{l}(t)\right)^{2}\right]
\end{aligned}
$$

and therefore $\dot{E}(t) \leq 0$. This result matches physical intuition and gives the correct energy inner products for the system. Later on, we prove the energy decays exponentially fast to zero.

### 3.3. VARIATIONAL FORM

In this section, we introduce the variational form (weak form) of the system. Later, we use this form to analyze the model. We assume the solution $\left[w, w_{l}\right]$ is smooth and satisfies the compatibility condition $w(t, l)=w_{l}(t)$. Multiply the wave equation (3.1) by a smooth test function $h=h(x)$, where $h(l)=h_{l}$ to obtain

$$
\int_{0}^{l} w_{t t}(t, x) h d x+\alpha \int_{0}^{l} w_{t}(t, x) h d x-\gamma \int_{0}^{l} w_{t x x}(t, x) h d x-\beta^{2} \int_{0}^{l} w_{x x}(t, x) h d x=0 .
$$

Now integrate by parts:

$$
\begin{aligned}
& \int_{0}^{l} w_{t t}(t, x) h d x+\alpha \int_{0}^{l} w_{t}(t, x) h d x-h_{l}\left[\gamma w_{t x}(t, l)+\beta^{2} w_{x}(t, l)\right] \\
& \quad+h(0)\left[\gamma w_{t x}(t, 0)+\beta^{2} w_{x}(t, 0)\right]+\gamma \int_{0}^{l} w_{t x}(t, x) h_{x} d x+\beta^{2} \int_{0}^{l} w_{x}(t, x) h_{x} d x=0 .
\end{aligned}
$$

As in the above energy argument, we use the boundary conditions to give the variational form

$$
\begin{align*}
& \int_{0}^{l} w_{t t}(t, x) h d x+m_{l} \ddot{w}_{l}(t) h_{l}+\beta^{2} \int_{0}^{l} w_{x}(t, x) h_{x} d x+k_{l} w_{l}(t) h_{l}+k_{3}\left[w_{l}(t)\right]^{3} \\
& \quad+\alpha_{l} h_{l} \dot{w}_{l}(t)+\int_{0}^{l}\left[\alpha w_{t}(t, x) h+\gamma w_{t x}(t, x) h_{x}\right] d x=0 . \tag{3.4}
\end{align*}
$$

Now, we give details about the function spaces to make the weak formulation precise. Let $H$ be the real Hilbert space $H=L^{2}(0, l) \times \mathbb{R}$ with the inner product of $z=\left[w, w_{l}\right] \in H$ and $\psi=\left[p, p_{l}\right] \in H$ defined by

$$
\begin{equation*}
(z, \psi)_{H}=\int_{0}^{l} w p d x+m_{l} w_{l} p_{l} . \tag{3.5}
\end{equation*}
$$

Let $V \subset H$ be the set of elements $z=\left[w, w_{l}\right] \in H^{1}(0, l) \times \mathbb{R}$ satisfying the displacement compatibility condition $w(l)=w_{l}$. For $z \in V$ as above and $\psi=\left[p, p_{l}\right] \in$ $V$ define the $V$ inner product of $z$ with $\psi$ by

$$
\begin{equation*}
(z, \psi)_{V}=\int_{0}^{l} \beta^{2} w_{x} p_{x} d x+k_{l} w_{l} p_{l} \tag{3.6}
\end{equation*}
$$

We also use the notation $\sigma_{1}(z, \psi)=(z, \psi)_{V}$.

The $H$ and $V$ inner products, (3.5) and (3.6), can be derived from the energy function; also, the $H$ and $V$ norms are directly related to the system kinetic and potential energies, respectively. Specifically,

$$
E_{K}=\frac{1}{2}\left(z_{t}, z_{t}\right)_{H}=\frac{1}{2}\left\|z_{t}\right\|_{H}^{2}, \quad E_{P}=\frac{1}{2}(z, z)_{V}+\frac{k_{3}}{4} w_{l}^{4}=\frac{1}{2}\|z\|_{V}^{2}+\frac{k_{3}}{4} w_{l}^{4} .
$$

Furthermore, both inner products appear in the variational form (3.4).
Also, we define the damping bilinear form $\sigma_{2}: V \times V \rightarrow \mathbb{R}$

$$
\begin{equation*}
\sigma_{2}(z, \psi)=\int_{0}^{l}\left(\gamma w_{x} p_{x}+\alpha w p\right) d x+\alpha_{l} w_{l} p_{l} \tag{3.7}
\end{equation*}
$$

Note that this bilinear form occurs in the variational form (3.4) as a damping term with all first order time derivatives.

The spaces and inner products are motivated by the above variational form (3.4). Further we can rewrite the above variational form (3.4) as (2.9).

### 3.4. ABSTRACT FORM

Our original PDE model (3.1) with the boundary conditions (3.2), (3.3) can be written as a first order abstract form (2.10). Similar to Burns \& King's work [36], the PDE system suggests that the operator $\mathcal{A}$ can be formally defined as

$$
\begin{aligned}
D(\mathcal{A})= & \left\{x=\left[w, w_{l}, v, v_{l}\right]^{T} \in V \times H: w \in H^{1}(0, l), v \in H^{1}(0, l), w(l)=w_{l}\right. \\
& \left.v(l)=v_{l},\left(\beta^{2} \frac{d}{d \xi} v+\gamma \frac{d}{d \xi} w\right)(0)=0\right\}
\end{aligned}
$$

and

$$
\mathcal{A} x=\left[\begin{array}{c}
w  \tag{3.8}\\
w_{l} \\
v \\
v_{l}
\end{array}\right]=\left[\begin{array}{c}
v \\
v_{l} \\
\frac{d}{d \xi}\left[\beta^{2} \frac{d}{d \xi} w+\gamma \frac{d}{d \xi} v\right]-\alpha v \\
-\delta_{l}\left[\frac{\beta^{2}}{m_{l}} \frac{d}{d \xi} w+\frac{\gamma}{m_{l}} \frac{d}{d \xi} v\right]-\frac{k_{l}}{m_{l}} w_{l}-\frac{\alpha_{l}}{m_{l}} v_{l}
\end{array}\right]
$$

where $\delta_{l}$ denotes the evaluation operator as before. Because the left boundary condition does not contain any of $\dot{w}, \dot{w}_{l}, \dot{v}, \dot{v}_{l}$, therefore it is impossible to write $\dot{x}=\mathcal{A} x+\mathcal{B} u$ holding in $\mathcal{H}=V \times H$. Therefore the operator $\mathcal{B}$ is said to be unbounded. It is possible to use the variational form to define $\mathcal{B}$, but we do not consider this here.

Furthermore, define the operators $C$ and $\mathcal{F}$ by

$$
\mathcal{C}=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \quad \mathcal{F}(x)=\left[\begin{array}{llll}
0 & 0 & 0 & m_{l}^{-1} k_{3} w_{l}^{3}
\end{array}\right]^{T} .
$$

As before, we do not use the formal definition of the operator $\mathcal{A}$ given above. Instead, we use theory from Banks [51] to rigorously define the operator $\mathcal{A}$ using the bilinear forms $\sigma_{1}$ and $\sigma_{2}$.

### 3.5. THE LINEAR PROBLEM

We prove the linear problem (2.12) is well-posed and also exponentially stable under certain assumptions on the damping parameters. The exponential stability is necessary for the application of the balanced truncation model reduction technique which is considered later.
3.5.1. Function Spaces. We first present basic results about the function spaces that we frequently use in this work.

Lemma 3.1. The space $V$ with the above inner product (3.6) is a real Hilbert space, and $V$ is dense in $H$.

Proof. First, if $(z, z)_{V}=0$, where $z=\left[w, w_{l}\right]$, then $w(x)$ is a constant function and $w_{l}=0$. The compatibility condition implies $w(x)=0$ for all $x$, and so $z=0$. It is straightforward to show that $(\cdot, \cdot)_{V}$ satisfies the remaining properties of an inner product.

Next, let $\left\{z^{n}\right\} \subset V$ be a Cauchy sequence, where $z^{n}=\left[w^{n}, w_{l}^{n}\right]$. Therefore, $\left[w_{x}^{n}, w_{l}^{n}\right]$ is a Cauchy sequence in $L^{2}(0, l) \times \mathbb{R}$, and so there exists $\left[q, w_{l}\right] \in L^{2}(0, l) \times \mathbb{R}$ such that

$$
w_{x}^{n} \rightarrow q \text { in } L^{2}(0, l), \quad w_{l}^{n} \rightarrow w_{l} .
$$

Note:

$$
\begin{aligned}
w^{n}(x) & =w^{n}(0)+\int_{0}^{x} w_{x}^{n}(\eta) d \eta \\
w^{n}(x)-w^{n}(0) & =\int_{0}^{x} w_{x}^{n}(\eta) d \eta \\
w^{n}(l)-w^{n}(0) & =\int_{0}^{l} w_{x}^{n}(\eta) d \eta \\
w^{n}(0) & =w_{l}^{n}-\int_{0}^{l} w_{x}^{n}(\eta) d \eta .
\end{aligned}
$$

We know $w_{l}^{n} \rightarrow w_{l}$ and $w_{x}^{n} \rightarrow q$ in $L^{2}(0, l)$. Therefore, $\lim _{n \rightarrow \infty} w^{n}(0)$ exists and

$$
\lim _{n \rightarrow \infty} w^{n}(0)=w_{l}-\int_{0}^{l} q(\eta) d \eta=C(\text { constant })
$$

Define $w$ by $w(x)=w_{l}-\int_{x}^{l} q(\eta) d \eta$. Then we can rewrite

$$
\begin{aligned}
& w(x)=w_{l}-\int_{0}^{l} q(\eta) d \eta+\int_{0}^{x} q(\eta) d \eta \\
& w(x)=C+\int_{0}^{x} q(\eta) d \eta
\end{aligned}
$$

Then $w \in H^{1}(0, l), w_{x}=q$, and $w(0)=C$. Also, $w(l)=w_{l}$ since

$$
\begin{aligned}
w(l) & =\lim _{n \rightarrow \infty}\left(C+\int_{0}^{l} w_{x}^{n}(\eta) d \eta\right) \\
& =\lim _{n \rightarrow \infty}\left(C+w^{n}(\eta) l_{0}^{l}\right) \\
& =\lim _{n \rightarrow \infty}\left(C+w^{n}(l)-w^{n}(0)\right) \\
& =\lim _{n \rightarrow \infty} w_{l}^{n}=w_{l}
\end{aligned}
$$

where we used $w^{n}(l)=w_{l}^{n}$. Therefore $z=\left[w, w_{l}\right]$ satisfies the displacement compatibility condition and $z^{n}$ converges in $V$ to $z \in V$. This shows $V$ is a Hilbert space.

To show $V$ is dense in $H$, let $z=\left[w, w_{l}\right] \in H$ and define

$$
g(x)=C+l^{-1}\left(w_{l}-C\right) x
$$

where $C$ is defined above. Note that $g(0)=C$ and $g(l)=w_{l}$. Therefore, $w-g \in$ $H^{1}(0, l)$. Since $H_{0}^{1}(0, l)$ is dense in $L^{2}(0, l)$, there exists a sequence $q_{n} \in H^{1}(0, l)$ such that $q_{n} \rightarrow w-g$ in $L^{2}(0, l)$. Define

$$
z_{n}=\left[q_{n}+g, w_{l}\right] .
$$

Due to the properties of $q_{n}$ and $g$, i.e., $q_{n}+g \in H^{1}(0, l),\left(q_{n}+g\right)(0)=C$, and $\left(q_{n}+g\right)(l)=w_{l}$ we have $z_{n} \in V$ for all $n$. Also,

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left\|z_{n}-z\right\|_{H}^{2} & =\lim _{n \rightarrow \infty}\left\|q_{n}+g-w\right\|_{L^{2}(0, l)}^{2}+\left|w_{l}-w_{l}\right|^{2} \\
& =\lim _{n \rightarrow \infty} \int_{0}^{l}\left(q_{n}+g-w\right)^{2} d x \\
& =\lim _{n \rightarrow \infty} \int_{0}^{l}\left(q_{n}-(w-g)\right)^{2} d x \\
& =\lim _{n \rightarrow \infty}\left\|q_{n}-(w-g)\right\|_{L^{2}(0, l)}^{2} \\
& =0 .
\end{aligned}
$$

This proves $V$ is dense in $H$.

Lemma 3.2. If $z=\left[w, w_{l}\right] \in V$, then

$$
\begin{gather*}
|w(x)|^{2} \leq 2\left|w_{l}\right|^{2}+2 l\left\|w_{x}\right\|_{L^{2}(0, l)}^{2}  \tag{3.9}\\
\|w\|_{L^{2}(0, l)}^{2} \leq 2 l\left[\left|w_{l}\right|^{2}+l\left\|w_{x}\right\|_{L^{2}(0, l)}^{2}\right] \tag{3.10}
\end{gather*}
$$

Proof. Since $w \in H^{1}(0, l)$ and $w(l)=w_{l}$,

$$
w(x)=w_{l}-\int_{x}^{l} w_{\xi}(\xi) d \xi
$$

Take absolute values, and use the triangle inequality to obtain

$$
|w(x)| \leq\left|w_{l}\right|+\int_{x}^{l}\left|w_{\xi}(\xi)\right| d \xi
$$

Applying Hölder's inequality $\left(\left|w_{\xi}(\xi)\right|=1 .\left|w_{\xi}(\xi)\right|\right)$ gives

$$
\begin{aligned}
|w(x)| & \leq\left|w_{l}\right|+\left(\int_{0}^{l} 1^{2} d \xi\right)^{\frac{1}{2}} \cdot\left(\int_{0}^{l}\left|w_{x}(x)\right|^{2} d x\right)^{\frac{1}{2}} \\
& \leq\left|w_{l}\right|+l^{\frac{1}{2}}\left\|w_{x}\right\|_{L^{2}(0, l)}
\end{aligned}
$$

Square this inequality and use Young's inequality to get (3.9), and integrate (3.9) from $x=0$ to $x=l$ to obtain 3.10).

Lemma 3.3. $V$ is continuously embedded in $H$.

Proof. Let $z=\left[w, w_{l}\right] \in V$. We use the $H$ and $V$ inner products and the inequality (3.10) from Lemma 3.2 to obtain

$$
\begin{aligned}
\|z\|_{H}^{2} & =\int_{0}^{l} w^{2} d x+m_{l} w_{l}^{2} \\
& =\|w\|_{L^{2}(0, l)}^{2}+m_{l} w_{l}^{2} \\
& \leq 2 l^{2}\left\|w_{x}\right\|_{L^{2}(0, l)}^{2}+2 l w_{l}^{2}+m_{l} w_{l}^{2} \\
& =2 l^{2} \int_{0}^{l} w_{x}^{2} d x+\left(m_{l}+2 l\right) w_{l}^{2} \\
& =\left(\frac{2 l^{2}}{\beta^{2}}\right) \int_{0}^{l} \beta^{2} w_{x}^{2} d x+\left(\frac{m_{l}+2 l}{k_{l}}\right) k_{l} w_{l}^{2} \\
& \leq C_{1}\left[k_{l} w_{l}^{2}+\beta^{2} \int_{0}^{l} w_{x}^{2} d x\right] .
\end{aligned}
$$

Therefore $C_{1}^{-1}\|z\|_{H}^{2} \leq\|z\|_{V}^{2}$ where $C_{1}=\max \left\{\frac{m_{l}+2 l}{k_{l}}, \frac{2 l^{2}}{\beta^{2}}\right\}$. This proves the result.
3.5.2. Well-Posedness and Exponential Stability. To show the linear problem is well-posed, we rewrite the problem as $\dot{x}=\mathcal{A} x$ as before and show $\mathcal{A}$ generates a $C_{0}$-semigroup on $\mathcal{H}=V \times H$.

As before, we restrict our analysis to the cases where the damping bilinear form $\sigma_{2}$ is $H$-elliptic or $V$-elliptic.

Example 1: $\gamma, \alpha_{l}>0$ and $\alpha=0$. We first consider the case of Kelvin-Voigt damping ( $\gamma>0$ ) and viscous damping in the right mass-spring system ( $\alpha_{l}>0$ ). We prove $\sigma_{2}$ is $V$-elliptic.

We rewrite the bilinear form $\sigma_{2}$ and the $V$ inner product according to the above parameters:

$$
\begin{aligned}
\sigma_{2}(z, z) & =\int_{0}^{l} \gamma w_{x}^{2} d x+\alpha_{l} w_{l}^{2} \\
\|z\|_{V}^{2} & =\int_{0}^{l} \beta^{2} w_{x}^{2} d x+k_{l} w_{l}^{2}
\end{aligned}
$$

Then

$$
\begin{aligned}
\|z\|_{V}^{2} & =\beta^{2} \int_{0}^{l} w_{x}^{2} d x+k_{l} w_{l}^{2} \\
& =\left(\frac{\beta^{2}}{\gamma}\right) \int_{0}^{l} \gamma w_{x}^{2} d x+\left(\frac{k_{l}}{\alpha_{l}}\right) \alpha_{l} w_{l}^{2} \\
& \leq C_{2}\left(\int_{0}^{l} \gamma w_{x}^{2} d x+\alpha_{l} w_{l}^{2}\right) \\
& \leq C_{2} \sigma_{2}(z, z)
\end{aligned}
$$

where $C_{2}=\max \left\{\frac{\beta^{2}}{\gamma}, \frac{k_{l}}{\alpha_{l}}\right\}$. This proves that $\sigma_{2}$ is $V$-elliptic.
Example 2: $\alpha, \alpha_{l}>0$ and $\gamma=0$. Next, we consider the case of viscous damping in the wave equation and the right mass $\left(\alpha, \alpha_{l}>0\right)$. We prove $\sigma_{2}$ is $H_{-}$ elliptic. Since

$$
\begin{aligned}
\sigma_{2}(z, z) & =\int_{0}^{l} \alpha w^{2} d x+\alpha_{l} w_{l}^{2} \\
\|z\|_{H}^{2} & =\int_{0}^{l} w^{2} d x+m_{l} w_{l}^{2}
\end{aligned}
$$

we have

$$
\begin{aligned}
\|z\|_{H}^{2} & =\int_{0}^{l}\left(\frac{1}{\alpha}\right) \alpha w^{2} d x+\left(\frac{m_{l}}{\alpha_{l}}\right) \alpha_{l} w_{l}^{2} \\
& \leq C_{3}\left[\int_{0}^{l} \alpha w^{2} d x+\alpha_{l} w_{l}^{2}\right] .
\end{aligned}
$$

Therefore, $C_{3}^{-1}\|z\|_{H}^{2} \leq \sigma_{2}(z, z)$, where $C_{3}=\max \left\{\frac{1}{\alpha}, \frac{m_{l}}{\alpha_{l}}\right\}$, and this proves $\sigma_{2}$ is $H$-elliptic.

Example 3: $\gamma, \alpha>0$ and $\alpha_{l}=0$. In this last case, we consider only KelvinVoigt damping $(\gamma>0)$ and interior viscous damping $(\alpha>0)$. We prove $\sigma_{2}$ is $V$-elliptic. We have

$$
\begin{aligned}
\sigma_{2}(z, \psi) & =\int_{0}^{l}\left(\gamma w_{x}^{2}+\alpha w^{2}\right) d x \\
\|z\|_{V}^{2} & =\int_{0}^{l} \beta^{2} w_{x}^{2} d x+k_{l} w_{l}^{2}
\end{aligned}
$$

Since $L^{\infty}(0, l)$ is continuously embedded in $H^{1}(0, l)$, there exists a constant $C>0$ such that

$$
\|w\|_{L^{\infty}(0, l)}^{2} \leq C\|w\|_{H^{1}(0, l)}^{2}=C \int_{0}^{l}\left(w^{2}+w_{x}^{2}\right) d x
$$

Therefore, since $w(l)=w_{l}$,

$$
\begin{aligned}
\|z\|_{V}^{2} & \leq \beta^{2} \int_{0}^{l} w_{x}^{2} d x+k_{l}\|w\|_{L^{\infty}(0 . l)}^{2} \\
& =\beta^{2} \int_{0}^{l} w_{x}^{2} d x+k_{l} C \int_{0}^{l}\left(w^{2}+w_{x}^{2}\right) d x \\
& \leq C_{4} \sigma_{2}(z, z)
\end{aligned}
$$

where $C_{4}=\max \left\{\frac{\beta^{2}+k_{l} C}{\gamma}, \frac{k_{l} C}{\alpha}\right\}$. This proves $\sigma_{2}$ is $V$-elliptic.
In Examples 1, 3 we proved $\sigma_{2}$ is $V$-elliptic and Theorem 8.1 in [51] gives us $\mathcal{A}$ is the infinitesimal generator of an analytic exponentially stable semigroup.

In Example 2 we proved $\sigma_{2}$ is $H$-elliptic and Theorem 8.3 in 51] gives us $\mathcal{A}$ generates an exponentially stable $C_{0}$-semigroup.

### 3.6. THE NONLINEAR PROBLEM

We write the nonlinear problem as

$$
\begin{equation*}
\dot{x}(t)=\mathcal{A} x(t)+\mathcal{F}(x(t)), \quad x(0)=x_{0} \tag{3.11}
\end{equation*}
$$

on $\mathcal{H}=V \times H$. Here the linear operator $\mathcal{A}$ is defined in Section 2.1 and the nonlinear operator $\mathcal{F}: \mathcal{H} \rightarrow \mathcal{H}$ is defined for $x=[\varphi, \psi] \in \mathcal{H}$ with $\varphi=\left[w, w_{l}\right] \in V$ by

$$
\mathcal{F}(x)=\left[\begin{array}{c}
0 \\
F_{0}(\varphi)
\end{array}\right], \quad F_{0}(\varphi)=\left[\begin{array}{c}
0 \\
m_{l}^{-1} k_{3} w_{l}^{3}
\end{array}\right]
$$

Theorem 3.4. The nonlinear cable-mass system has a unique mild solution on some time interval $\left[0, t^{*}\right)$.

Theorem 3.5. If $\sigma_{2}$ is $H$-elliptic and the solution $x=\left[z, z_{t}\right]$, with $z=\left[w, w_{l}\right]$, of the unforced nonlinear cable-mass problem (3.11) is sufficiently smooth, then the energy $E(t)=\frac{1}{2}\left\|z_{t}\right\|_{H}^{2}+\frac{1}{2}\|z\|_{V}^{2}+\frac{k_{3}}{4}\left[w_{l}(t)\right]^{4}$ of the solution with the initial data $x(0)=x_{0} \in \mathcal{H}$ decays exponentially fast as $t \rightarrow \infty$.

Proofs of Theorems 3.4 and 3.5 are similar to Section 2.

### 3.7. BALANCED TRUNCATION MODEL REDUCTION

Since the input operator $\mathcal{B}$ is unbounded, it is more difficult to check the infinite dimensional balanced truncation theory [20, 21, 22]; we do not attempt to do this here. Therefore, we do not have the balanced truncation theory for the linear

PDE system. So, our main goal in this section is to analyze the performance of the model reduction numerically.

As before, we use a basic finite difference method to approximate the solution to our model problem with a dynamic boundary condition.

We place $n$ equally spaced nodes $\left\{x_{j}\right\}_{j=1}^{n}$ in the interval $[0, l]$, where $x_{j}=j h$ and $h=l / n$ so that $x_{1}=h$ and $x_{n}=l$. In order to apply balanced truncation below, we also eliminate the second order time derivatives by introducing a velocity variable. Therefore, let $d_{i}$ denote the finite difference approximation to the displacement $w\left(t, x_{i}\right)$, and let $v_{i}$ denote the finite difference approximation to the velocity $w_{t}\left(t, x_{i}\right)$. We assume the solution is smooth so that the displacement and velocity compatibility conditions are satisfied; we obtain

$$
\begin{aligned}
& w_{l}(t)=d_{n}(t), \\
& \dot{w}_{l}(t)=v_{n}(t) .
\end{aligned}
$$

We use second order centered differences to form finite difference equations for (3.1)

$$
\begin{align*}
v_{i}^{\prime} & =\frac{\gamma}{h^{2}}\left[v_{i+1}-2 v_{i}+v_{i-1}\right]+\frac{\beta^{2}}{h^{2}}\left[d_{i+1}-2 d_{i}+d_{i-1}\right]-\alpha v_{i} \\
d_{i}^{\prime} & =v_{i}, \quad \text { for } i=1, \ldots, n-1 \tag{3.12}
\end{align*}
$$

To discretize our system we use (3.12) to obtain

$$
\begin{aligned}
v_{i}^{\prime} & =\left[-\alpha-\frac{2 \gamma}{h^{2}}\right] v_{i}+\left[\frac{\gamma}{h^{2}}\right] v_{i-1}+\left[\frac{\gamma}{h^{2}}\right] v_{i+1}+\left[\frac{\beta^{2}}{h^{2}}\right] d_{i+1}-\left[\frac{2 \beta^{2}}{h^{2}}\right] d_{i}+\left[\frac{\beta^{2}}{h^{2}}\right] d_{i-1}, \\
d_{i}^{\prime} & =v_{i}, \quad \text { for } i=1, \ldots, n-1
\end{aligned}
$$

To discretize the boundary conditions we use second order accurate one side finite difference approximation to the first order spatial derivatives. After discretizing the left boundary condition we obtain

$$
\begin{aligned}
v_{1}^{\prime} & =-\left[\frac{2 \beta^{2}}{3 h^{2}}\right] d_{1}+\left[\frac{2 \beta^{2}}{3 h^{2}}\right] d_{2}+\left[-\frac{2 \gamma}{3 h^{2}}-\alpha\right] v_{1}+\left[\frac{2 \gamma}{3 h^{2}}\right] v_{2}-\frac{2 u}{3 h} \\
d_{1}^{\prime} & =v_{1}
\end{aligned}
$$

and for the right boundary condition we obtain

$$
\begin{aligned}
v_{n}^{\prime} & =\left[-\frac{k_{l}}{m_{l}}-\frac{3 \beta^{2}}{2 h m_{l}}\right] d_{n}+\left[\frac{4 \beta^{2}}{2 h m_{l}}\right] d_{n-1}-\left[\frac{\beta^{2}}{2 h m_{l}}\right] d_{n-2} \\
& +\left[-\frac{\alpha_{l}}{m_{l}}-\frac{3 \gamma}{2 h m_{l}}\right] v_{n}+\left[\frac{4 \gamma}{2 h m_{l}}\right] v_{n-1}-\left[\frac{\gamma}{2 h m_{l}}\right] v_{n-2}-\left[\frac{k_{3}}{m_{l}}\right]\left[d_{n}\right]^{3} \\
d_{n}^{\prime} & =v_{n}
\end{aligned}
$$

where $d_{i}, v_{i}$ and $u(t)$ represent displacement, velocity and input, respectively. The above system can be placed in the matrix form (2.29). First, the matrix $A_{11}$ has nonzero ( $i, j$ ) entries, where $i, j$ represent the row and column respectively, as specified below. The nonzero first row entries of $A_{11}$ in the $(1,1)$ and $(1,2)$, entries are $\left(-\frac{2 \beta^{2}}{3 h^{2}}\right),\left(\frac{2 \beta^{2}}{3 h^{2}}\right)$, respectively. The nonzero last row entries of $A_{11}$ in the ( $n, n-$ $2),(n, n-1)$ and $(n, n)$ entries are $\left(-\frac{\beta^{2}}{2 h m_{l}}\right),\left(\frac{4 \beta^{2}}{2 h m_{l}}\right),\left(-\frac{k_{l}}{m_{l}}-\frac{3 \beta^{2}}{2 h m_{l}}\right)$, respectively. The middle part of the matrix $i=2,3, \ldots, n-1$ is a tridiagonal matrix. The entries are

$$
\left[A_{11}\right]_{i, j}= \begin{cases}\frac{\beta^{2}}{h^{2}}, & i=i-1, \\ -\frac{2 \beta^{2}}{h^{2}}, & i=i, \\ \frac{\beta^{2}}{h^{2}}, & i=i+1\end{cases}
$$

Similarly, the nonzero first row entries of $A_{12}$ in the $(1,1)$ and $(1,2)$ entries are $\left(-\alpha-\frac{2 \gamma}{3 h^{2}}\right),\left(\frac{2 \gamma}{3 h^{2}}\right)$, respectively. The nonzero last row entries of $A_{12}$ in the ( $n, n-$
$2),(n, n-1)$ and $(n, n)$ entries are $\left(-\frac{\gamma}{2 h m_{l}}\right),\left(\frac{4 \gamma}{2 h m_{l}}\right),\left(-\frac{\alpha_{l}}{m_{l}}-\frac{3 \gamma}{2 h m_{l}}\right)$, respectively. The middle part of the matrix $i=2,3, \ldots, n-1$ is a tridiagonal matrix. The entries are

$$
\left[A_{11}\right]_{i, j}= \begin{cases}\frac{\gamma}{h^{2}}, & i=i-1 \\ -\alpha-\frac{2 \gamma}{h^{2}}, & i=i \\ \frac{\gamma}{h^{2}}, & i=i+1\end{cases}
$$

Also,

$$
F_{12}=\left[\begin{array}{ccc}
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & -\frac{k_{3}}{m_{l}}
\end{array}\right] \quad C=\left[\begin{array}{ccccc}
0 & \cdots & 1 & \cdots & 0 \\
0 & \cdots & 0 & \cdots & 1
\end{array}\right] \quad B_{1}=\left[\begin{array}{c}
\frac{-2}{3 h} \\
\vdots \\
0
\end{array}\right]
$$

Furthermore, $A_{11}, A_{1,2}, F_{12}$ are $n \times n$ matrices, $C$ is a $2 \times 2 n$ matrix and $B_{1}$ is a $n \times 1$ matrix.

Or, we can write the nonlinear finite dimensional approximating system as

$$
\begin{equation*}
\dot{x}=A x+F(x)+B u, \quad y=C x . \tag{3.13}
\end{equation*}
$$

### 3.8. FORMULATING THE FINITE DIFFERENCE APPROXIMATION OF THE ENERGY FUNCTION

For the nonlinear problem, we consider the solution of the finite difference model and compute an approximation to the energy function in Theorem 3.5 using trapezoidal rule quadrature on the integrals.

The energy of the unforced system is $E=E_{K}+E_{P}$ where

$$
\begin{aligned}
E_{K} & =\int_{0}^{l} \frac{1}{2} w_{t}^{2} d x+\frac{m_{l}}{2}\left(\dot{w}_{l}(t)\right)^{2} \\
E_{P} & =\int_{0}^{l} \frac{\beta^{2}}{2} w_{x}^{2} d x+\frac{k_{l}}{2}\left(w_{l}(t)\right)^{2}+\frac{k_{3}}{4}\left(w_{l}(t)\right)^{4} .
\end{aligned}
$$

Recall trapezoidal rule quadrature for an integral:

$$
\int_{a}^{b} F(x) d x \approx \frac{h}{2}[F(a)+F(b)]+\sum_{i=2}^{n-1} h F\left(x_{i}\right) .
$$

Applying the trapezoidal rule to each integral term in the energy gives

$$
\int_{0}^{l} \frac{1}{2} w_{t}^{2} d x \approx \frac{1}{2}\left[\frac{h}{2}\left(v_{1}(t)\right)^{2}+\frac{h}{2}\left(v_{M}(t)\right)^{2}\right]+\frac{1}{2} \sum_{i=2}^{n-1} h\left(v_{i}(t)\right)^{2}
$$

and

$$
\int_{0}^{l} \frac{\beta^{2}}{2} w_{x}^{2} d x \approx \frac{\beta^{2}}{2}\left[\frac{h}{2}\left(w_{x}\left(t, x_{1}\right)\right)^{2}+\frac{h}{2}\left(w_{x}\left(t, x_{n}\right)\right)^{2}\right]+\frac{\beta^{2}}{2} \sum_{i=2}^{n-1} h\left(w_{x}\left(t, x_{i}\right)\right)^{2} .
$$

Use one-sided and centered difference formulas to get

$$
\begin{aligned}
\int_{0}^{l} \frac{\beta^{2}}{2} w_{x}^{2} d x & \approx \frac{\beta^{2}}{2}\left[\frac{h}{2}\left(\frac{-3 w_{1}+4 w_{2}-w_{3}}{2 h}\right)^{2}+\frac{h}{2}\left(\frac{3 w_{n}-4 w_{n-1}+w_{n-2}}{2 h}\right)^{2}\right] \\
& +\frac{\beta^{2} h}{2} \sum_{i=2}^{n-1}\left(\frac{w_{i+1}-w_{i-1}}{2 h}\right)^{2}
\end{aligned}
$$

Then the energy of the system is approximated as follows:

$$
\begin{aligned}
E(t) & \approx \frac{h}{4} v_{1}^{2}+\left[\frac{h}{4}+\frac{m_{l}}{2}\right] v_{n}^{2}+\frac{h}{2} \sum_{i=2}^{n-1}\left(v_{i}(t)\right)^{2}+\frac{\beta^{2}}{16 h}\left[-3 w_{1}+4 w_{2}-w_{3}\right]^{2} \\
& +\frac{\beta^{2}}{16 h}\left[3 w_{n}-4 w_{n-1}+w_{n-2}\right]^{2}+\frac{\beta^{2}}{8 h} \sum_{i=2}^{n-1}\left[w_{i+1}-w_{i-1}\right]^{2} \\
& +\frac{k_{l}}{2}\left(w_{n}\right)^{2}+\frac{k_{3}}{4}\left(w_{n}\right)^{4} .
\end{aligned}
$$

Table 3.1. Fixed Simulation Parameters

| $l$ | $m_{l}$ | $k_{3}$ | $\beta$ |
| :---: | :---: | :---: | :---: |
| 1 | 1.5 | 1 | 1 |

### 3.9. NUMERICAL RESULTS

In this section, we examine the performance of ROM when the input operator is unbounded. For our experiments, we used 100 finite difference nodes and solved all ordinary differential equations the Matlab's ode23s. We fixed some of the basic problem parameters, as shown in Table 3.1, and tested variations of the remaining parameters to determine when the MOR approach is accurate.

We investigate the following examples:

- Example 1: Kelvin-Voigt damping in the interior $(\gamma>0)$ and damping in the right boundary $\left(\alpha_{l}>0\right)$. The interior viscous damping parameter is taken to be zero, i.e., $\alpha=0$.
- Example 2: Viscous damping in the interior $(\alpha>0)$ and damping in right boundary $\alpha_{l}>0$. The Kelvin-Voigt damping parameter $\gamma$ is set to zero. Unlike Example 1, the $C_{0}$-semigroup generated by the linear problem is not analytic in this case and the PDE is hyperbolic.
- Example 3: Viscous damping in the interior $(\alpha>0)$ and Kelvin-Voigt damping in the interior $(\gamma>0)$. The boundary damping parameter is taken to be zero, i.e., $\alpha_{l}=0$.
- Example 4: Kelvin-Voigt damping in the interior $(\gamma>0)$. All other damping parameters are taken to be zero, i.e., $\alpha=\alpha_{l}=0$.
- Example 5: Viscous damping in the interior $(\alpha>0)$. All other damping parameters are taken to be zero, i.e., $\gamma=\alpha_{l}=0$.


Figure 3.1. Eigenvalues and energy decay for $\gamma=\alpha_{l}=0.1, k_{l}=0.1$ and $\alpha=0$

In Sections 3.5.2 and 3.6 we proved that the unforced linear and nonlinear systems are exponentially stable for Examples 1-3. Numerical results indicate that the linear problems are also exponentially stable for Examples 4-5.
3.9.1. Exponential Stability. Before we present the model reduction computational results, we briefly present numerical results concerning the linear and nonlinear exponential stability theory. For the linear problem, we test the exponential stability by analyzing the eigenvalues of the matrix $A$ in the finite difference model (3.13). Figure 3.1(a) shows the eigenvalues of matrix $A$ for $\gamma=\alpha_{l}=0.1, k_{l}=0.1$, and $\alpha=0$. This is a case of Example 1. The eigenvalues all have negative real parts. For the nonlinear problem, we consider the solution of the finite difference model (3.13), and compute an approximation to the (continuous) energy function in Theorem 3.5 by using trapezoidal rule quadrature on the integrals in Section 3.8. Figure 3.1(b) shows the exponential decay of the energy with same parameters and the initial data $x e^{x} \sin (x)$ for the position and $\cos (x)$ for the velocity. We choose the initial condition to match the boundary condition at $x=0$ to produce a smooth solution. So the initial condition for the position $w_{0}(x)$ satisfies $w_{0}^{\prime}(0)=0$, and the initial condition for the velocity $v_{0}(x)$ satisfies $v_{0}^{\prime}(0)=0$.


Figure 3.2. Eigenvalues and energy decay for $\gamma=0$ and $\alpha=\alpha_{l}=k_{l}=0.01$

Table 3.2. Eigenvalue with largest $\operatorname{Re}(\lambda)$ for the linear system with $N$ spatial nodes, $\gamma=\alpha_{l}=0.1, k_{l}=0.1$ and $\alpha=0$

| N | 10 | 20 | 40 | 80 | 160 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{Re}(\lambda)$ | -0.0189 | -0.0194 | -0.0196 | -0.0197 | -0.0197 |

We also approximated the eigenvalues and the energy for the nonlinear problem when $\gamma=0$ (this is a case of Example 2); see Figure 3.2. We see the exponential stability in both linear and nonlinear cases. In the nonlinear case, if $\gamma=0$ and all the other parameters are small, then the energy decay becomes exponentially stable and also fluctuation takes place rapidly.

Furthermore, we look at the behavior of the eigenvalue nearest the imaginary axis by increasing the number of spatial nodes. As we can see in Tables 3.2 and 3.3 the eigenvalue do not approach the imaginary axis when the number of spatial nodes is increased. This is the behavior we expect since the PDE system is exponentially stable.
3.9.2. Model Reduction Results. Next, we begin the model reduction experiments. We study the effects of the various parameters on the accuracy of the

Table 3.3. Eigenvalue with largest $\operatorname{Re}(\lambda)$ for the linear system with $N$ spatial nodes, $\gamma=0$, and $\alpha=\alpha_{l}=k_{l}=0.1$

| N | 10 | 20 | 40 | 80 | 160 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{Re}(\lambda)$ | -0.0040 | -0.0040 | -0.0040 | -0.0040 | -0.0040 |

model reduction. To do this, we consider the reduced order model (ROM) and full order model (FOM) with zero initial data and the same input $u(t)$ and compare the output of the FOM and ROM. Recall the output $y(t)$ of the cable-mass system is the position and velocity of the right mass.

We focus on the accuracy of the linear and nonlinear ROM and present some results to show the performance of the ROM in both systems.

For our experiments we investigate the behavior of the ROM and FOM in the four different input functions from Section 2:

- Input 1: $u(t)=0.1 \sin (0.2 \pi t)$
- Input 2: $u(t)=0.02 \cos (a t)+0.03 \cos (b t)$, where $a, b$ are the two largest real parts of the eigenvalues of the matrix $A$
- Input 3: $u(t)=c_{1} \sin (m t)+c_{2} \cos (n t)$, where $c_{1}, c_{2}, m, n$ are constants in the range of $c_{1}, c_{2},<0.1$ and $m, n<0.2$
- Input 4: $u(t)=0.1$ square $(0.2 \pi t)$

We consider the same parameter scenarios as in Section 2.

- Small interior damping parameters

Here we investigate the behavior of the ROM for interior damping parameters that are small relative to the boundary stiffness parameter. We experiment for damping parameters $\alpha$ and $\gamma$ in the range of 0.1 to 0.001 and fix $k_{l}=0.1$ and $\alpha_{l}=0.1$.

Case 1a: Small interior damping parameters with smooth Inputs 1, 2


Figure 3.3. Example 3, Input 1: Output of the ROM and FOM for $\gamma=\alpha=0.001$, $k_{l}=0.1$ and $\alpha_{l}=0$

In this case, in all examples for smooth Inputs 1, 2 the output of the linear and nonlinear ROM is highly accurate compared to the FOM output. We present results for two specific scenarios. Figure 3.3 shows the output of the FOM and ROM for both the linear and nonlinear systems for Example 3, Input 1 with $\alpha_{l}=0, \gamma=\alpha=0.001$. The agreement is excellent in both the linear and nonlinear cases.

Figure 3.4 shows the output of the FOM and ROM for both the linear and nonlinear systems for Example 4, Input 2 with $k_{l}=0.1, \alpha=\alpha_{l}=0$ and small Kelvin-Voigt parameter $\gamma=0.001$. The linear and nonlinear ROM outputs are highly accurate.

Overall, for all examples with smooth Inputs 1, 2 the linear and nonlinear ROM outputs are highly accurate over a long interval.

Case 1b: Small interior damping parameters with smooth Input 3 and discontinuous Input 4

Next, we observe the behavior of the ROM and FOM for small interior damping with Inputs 3 and 4. In this case all behaviors are possible. We show different behaviors for three specific scenarios below. Figure 3.5 shows the behavior of the


Figure 3.4. Example 4, Input 2: Output of the ROM and FOM for $\gamma=0.001, k_{l}=$ 0.1, $\alpha_{l}=\alpha=0$


Figure 3.5. Example 1, Input 4: Output of the ROM and FOM for $\alpha=0, \gamma=0.001$ and $\alpha_{l}=k_{l}=0.1$.
linear and nonlinear FOM and ROM for Example 1, Input 4 with $\alpha=0, \gamma=0.001$ and $\alpha_{l}=k_{l}=0.1$. The linear and nonlinear ROM outputs are highly accurate.

Next, we present a case where the output of the nonlinear ROM is highly accurate over a short time period and increasing $r$ improves the accuracy over a long time interval. Figure 3.6 shows the behavior of the nonlinear FOM and ROM for


Figure 3.6. Example 4, Input 4: Output of the ROM and FOM for $\alpha=\alpha_{l}=0$, $\gamma=0.001$ and $k_{l}=0.1$.

Example 4, Input 4 with $\alpha_{l}=0, \alpha=\gamma=0.001$ and $k_{l}=0.1$ for $r=4$ and $r=8$. We note the linear ROM is highly accurate over a long time interval with Inputs 3, 4 .

Now, we present a case where the output of the nonlinear ROM is highly accurate over a short interval and increasing $r$ does not greatly improve the accuracy. Figure 3.7 shows the behavior of the nonlinear FOM and ROM for Example 5, Input 3 with $\gamma=\alpha_{l}=0, \alpha=0.001$ and $k_{l}=0.1$ for $r=4$ and $r=8$.

Overall, all behaviors are possible with Inputs 3 and 4 for nonlinear ROM. The linear ROM is highly accurate over a long time interval. In Example 1, the nonlinear ROM may be highly accurate over a longer time interval and in Examples 3, 4, 5 the nonlinear ROM may lose high accuracy after an initial time period. Also, increasing $r$ may or may not greatly improve the accuracy over a long period of time.

- Small boundary damping parameter

Here we investigate the behavior of the ROM for a boundary damping parameter that is small relative to the interior damping parameters and boundary stiffness parameter. We experiment for boundary damping parameter $\alpha_{l}$ in the range of 0.1 to 0.001 and


Figure 3.7. Example 5, Input 3: Output of the ROM and FOM for $\gamma=\alpha_{l}=0$, $\alpha=0.001$ and $k_{l}=0.1$
fix $k_{l}=\gamma=\alpha=0.1$. Note only Examples 1 and 2 are applicable here since Examples $3-5$ have $\alpha_{l}=0$.

Case 2a: Small boundary damping parameter with smooth Inputs 1, 2

In this case, in Examples 1 and 2 with smooth Inputs 1 and 2, the output of the nonlinear ROM is highly accurate. We present results only for one specific scenario. Figure 3.8 shows the behavior of the ROM and FOM of the linear and nonlinear systems for Example 1, Input 1 with $\alpha=0, \gamma=k_{l}=0.1$ and small boundary damping $\alpha_{l}=0.001$.

Overall the performance of both linear and nonlinear ROM outputs are excellent.

Case 2b: Small boundary damping parameter with smooth Input 3 and discontinuous Input 4

Here, for Example 2 with Inputs 3, 4 the output of the linear and nonlinear ROM is highly accurate. For Example 1 with Inputs 3, 4 the nonlinear ROM is accurate for an initial time interval. Increasing $r$ improves the length of the accurate time


Figure 3.8. Example 1, Input 1: Output of the ROM and FOM for $\alpha=0, \gamma=k_{l}=$ 0.1 and $\alpha_{l}=0.001$


Figure 3.9. Example 1, Input 4: Output of the ROM and FOM for $\alpha=0, \gamma=k_{l}=$ 0.1 and $\alpha_{l}=0.001$
interval but does not yield accuracy over a long time interval. Figure 3.9 shows the behavior of the nonlinear ROM and FOM of the nonlinear systems for Example 1, Input 4 with $\alpha=0, \gamma=k_{l}=0.1$ and small boundary damping $\alpha_{l}=0.001$ for $r=4$ and $r=8$.

Succinctly, the linear ROM is highly accurate when the boundary damping parameter is small. The nonlinear ROM may be highly accurate over a longer time


Figure 3.10. Example 3, Input 2: Output of the ROM and FOM for $\alpha_{l}=0, \alpha=\gamma=$ 0.1 and $k_{l}=0.001$
interval or highly accurate only for an initial period of time and increasing $r$ can improve the accuracy.

- Small boundary stiffness parameter

Next, we investigate the behavior of the FOM and ROM when the boundary stiffness parameter is small relative to the damping parameters. We experiment for stiffness parameter $k_{l}$ in the range of 0.1 to 0.001 and fix the damping parameters $\gamma=\alpha=$ $\alpha_{l}=0.1$.

Case 3a: Small stiffness parameter with smooth Input 2
In all examples for smooth Input 2, the output of the nonlinear and linear ROM is highly accurate compared to the FOM output.

In Figure 3.10 shows the behavior of the ROM and FOM of the linear and nonlinear systems for Example 3, Input 2 with $\alpha_{l}=0, \alpha=\gamma=0.1$ and $k_{l}=0.001$.

Overall, in all examples with smooth Input 2, the linear and nonlinear ROM are highly accurate for a longer time period.

Case 3b: Small stiffness parameter with smooth Inputs 1, 3 and discontinuous Input 4.


Figure 3.11. Example 2, Input 3: Output of the ROM and FOM for $\gamma=0, \alpha=\alpha_{l}=$ 0.1 and $k_{l}=0.001$

Next, we explore the behavior of the ROM and FOM for smaller boundary stiffness parameter with smooth Inputs 1, 3 and discontinuous Input 4 . For Examples 1, $2,3,5$ with Inputs $1,3,4$ the nonlinear ROM is highly accurate over a long time period. Only Example 4 behaves differently. For Example 4 with Inputs 1, 3, and 4 the nonlinear ROM is highly accurate over an initial time interval, and then it loses accuracy. We present results for two specific scenarios. First, Figure 3.11 shows the behavior of the linear and nonlinear FOM and ROM output for Example 2, Input 3 with $\gamma=0, \alpha=\alpha_{l}=0.1$ and small boundary stiffness $k_{l}=0.001$. In this case both the linear and nonlinear outputs of ROM are highly accurate over a long period of time.

Figure 3.12 shows another scenario for the nonlinear output over a long time interval: Example 4, Input 4 with $\gamma=0.1, \alpha=\alpha_{l}=0$ and small stiffness $k_{l}=0.001$. The nonlinear ROM is highly accurate over an initial time period, but then suffers a loss of accuracy. Increasing $r$ does not yield high accuracy.

Succinctly, when the boundary stiffness parameter is small relative to the damping parameters, the accuracy of the nonlinear ROM can vary with different


Figure 3.12. Example 4, Input 4: Output of the ROM and FOM for $\gamma=0.1, \alpha=$ $\alpha_{l}=0$ and $k_{l}=0.001$
examples and inputs. The linear ROM is highly accurate in all examples with all inputs.

- Small damping and stiffness parameters (all parameters are small)

Finally, we consider the behavior of the nonlinear ROM when the damping and boundary stiffness parameter are small relatively to the mass and nonlinear stiffness parameters ( $m_{0}=1, m_{l}=1.5$, and $k_{3}=1$ ). We experiment for damping parameters $\alpha, \alpha_{l}, \gamma$ and stiffness parameter $k_{l}$ in the range of 0.1 to 0.001 .

Case 4a: Small damping and stiffness parameters with continuous Input 2

The nonlinear ROM is highly accurate in all examples with Input 2. We present results for two specific scenarios. In Figure 3.13 shows the behavior of the ROM of the nonlinear system for Example 3 with Input 2 and Example 4 with Input 2.

Overall, the linear and nonlinear ROM outputs are very accurate in all examples with Input 2 when the damping and stiffness parameters are small.

Case 4b: Small damping and stiffness parameters with Inputs 1, 3 and 4


Figure 3.13. Output of the nonlinear ROM and FOM

In all examples, the nonlinear ROM output is highly accurate over an initial time period, but then suffers a large loss of accuracy with Inputs 1, 3 and 4. Increasing $r$ does improve the length of the accurate time interval but may not yield high accuracy for a long time interval. We present results for two specific scenarios. Figure 3.14 shows the behavior of the ROM of the nonlinear system for Example 3 with Input 3 with $\alpha_{l}=0$ and $\gamma=\alpha=k_{l}=0.001$ for $r=4$ and $r=10$. Increasing $r$ greatly improves the length of the accurate time interval.

Figure 3.15 shows the behavior of the ROM of the nonlinear system for Example 1, Input 4 with $\alpha=0$ and $\gamma=\alpha_{l}=k_{l}=0.001$ for $r=4$ and $r=10$. Increasing $r$ greatly improves the accuracy, but we do not get accuracy for a long time interval.

Overall, when all parameters are small all behaviors are possible. The nonlinear ROM may be highly accurate over a long period of time, or it may lose high accuracy after an initial time period. Also, increasing $r$ may or may not give accuracy over a long time interval. The linear ROM is highly accurate in all cases.


Figure 3.14. Example 3, Input 3: Output of the ROM and FOM for $\alpha_{l}=0, \gamma=\alpha=$ $k_{l}=0.001$


Figure 3.15. Example 1, Input 4: Output of the ROM and FOM for $\alpha=0, \gamma=\alpha_{l}=$ $k_{l}=0.001$

## 4. NONLINEAR CABLE-MASS PDE SYSTEM WITH UNBOUNDED OUTPUT OPERATOR

In this section, we study the effect of an unbounded output operator to the model reduction. Here, we use the same wave equation and boundary conditions as described in Section 2 with a different output. We do not attempt to prove the PDE balanced truncation theory for this problem. Instead, we examine the performance of the model order reduction numerically.

### 4.1. THE MODEL

As we explained in Section 2, the model is the same and we investigate the model reduction with different outputs. Recall the wave equation with dynamic boundary conditions is given by

$$
\begin{align*}
w_{t t}(t, x)+\alpha w_{t}(t, x) & =\gamma w_{t x x}(t, x)+\beta^{2} w_{x x}(t, x),  \tag{4.1}\\
m_{0} \ddot{w}_{0}(t)+\alpha_{0} \dot{w}_{0}(t)+k_{0} w_{0}(t) & =\left(\gamma w_{t x}(t, 0)+\beta^{2} w_{x}(t, 0)\right)+u(t),  \tag{4.2}\\
m_{l} \ddot{w}_{l}(t)+\alpha_{l} \dot{w}_{l}(t)+k_{l} w_{l}(t) & =\left(-\gamma w_{t x}(t, l)-\beta^{2} w_{x}(t, l)\right)-k_{3}\left[w_{l}(t)\right]^{3} . \tag{4.3}
\end{align*}
$$

We assume we have one system output: the force of the cable acting on the right mass, i.e.,

$$
y(t)=\gamma w_{t x}(t, l)+\beta^{2} w_{x}(t, l)
$$

### 4.2. ABSTRACT FORM

Our original PDE model (4.1) with the boundary conditions (4.2), (4.3) can be written in the first order abstract form (2.10). The operators $\mathcal{A}$ and $\mathcal{B}$ are given in Section 2. We define the output operator $\mathcal{C}$, which is unbounded in this case. Define

Table 4.1. Fixed Simulation Parameters

| $l$ | $m_{0}$ | $m_{l}$ | $k_{3}$ | $\beta$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1.5 | 1 | 1 |

the operator $\mathcal{C}$, where $\mathcal{C}: \mathcal{D}(\mathcal{A}) \rightarrow \mathbb{R}$, by $\mathcal{C} x=\delta_{l}\left(\beta^{2} \frac{d}{d \xi} w+\gamma \frac{d}{d \xi} v\right)$. Since $\mathcal{C}$ maps the domain of $\mathcal{A}$ to $\mathbb{R}$, and $\mathcal{C} x$ is not well-defined in general for $x \in \mathcal{H}=V \times H, \mathcal{C}$ is called an unbounded operator.

### 4.3. NUMERICAL EXPERIMENTS

In this section, we examine the performance of ROM when the output operator is unbounded. For our experiments, we used 100 finite difference nodes and solved all ordinary differential equations the Matlab's ode23s. We fixed some of the basic problem parameters, as shown in Table 4.1, and tested variations of the remaining parameters to determine when the MOR approach is accurate.

We investigated the following examples. Here we only consider the examples when the Kelvin-Voigt parameter is positive.

- Example 1: Kelvin-Voigt damping in the interior $(\gamma>0)$ and damping in the in the right boundary $\left(\alpha_{l}>0\right)$. All other damping parameters are taken to be zero, i.e., $\alpha_{0}=\alpha=0$.
- Example 3: Viscous damping in the interior $(\alpha>0)$ and Kelvin-Voigt damping in the interior $(\gamma>0)$. All other damping parameters are taken to be zero, i.e., $\alpha_{0}=\alpha_{l}=0$.
- Example 5: Kelvin-Voigt damping in the interior $(\gamma>0)$. All other damping parameters are taken to be zero, i.e., $\alpha=\alpha_{0}=\alpha_{l}=0$
4.3.1. Formulating the Finite Difference Approximation. The matrices $A, B$, and $F$ are given in Section 2. We define the matrix $C$, which is $1 \times 2 n$, by

$$
C=\left[\begin{array}{llllllllllll}
0 & \cdots & 0 & \frac{\gamma}{2 h} & -\frac{4 \gamma}{2 h} & \frac{3 \gamma}{2 h} & 0 & \cdots & 0 & \frac{\beta^{2}}{2 h} & -\frac{4 \beta^{2}}{2 h} & \frac{3 \beta^{2}}{2 h}
\end{array}\right] .
$$

This gives the nonlinear finite dimensional approximating system:

$$
\begin{equation*}
\dot{x}=A x+F(x)+B u, \quad y=C x \tag{4.4}
\end{equation*}
$$

4.3.2. Model Reduction Results. Next, we begin the model reduction experiments. We study the effects of the various parameters on the accuracy of the model reduction. To do this, we consider the reduced order model (ROM) and full order model (FOM) with zero initial data and the same input $u(t)$ and compare the output of the FOM and ROM. Recall the output $y(t)$ of the cable-mass system is the force of the cable on the right mass.

We focus on the accuracy of the linear and nonlinear ROM and present some results to analyze the performance of the ROM.

For our experiments, we investigate the behavior of the ROM and FOM for four different input functions as before.

- Input 1: $u(t)=0.1 \sin (0.2 \pi t)$
- Input 2: $u(t)=0.02 \cos (a t)+0.03 \cos (b t)$, where $a, b$ are the two largest real parts of the eigenvalues of the matrix $A$
- Input 3: $u(t)=c_{1} \sin (m t)+c_{2} \cos (n t)$, where $c_{1}, c_{2}, m, n$ are constants in the range of $c_{1}, c_{2},<0.1$ and $m, n<0.2$.
- Input 4: $u(t)=0.1$ square $(0.2 \pi t)$

The inputs are the same as previously described in Section 2.


Figure 4.1. Example 5, Input 1: Output of the ROM and FOM for $\gamma=0.001, k_{0}=$ $k_{l}=0.1, \alpha=\alpha_{0}=\alpha_{l}=0$ when $r=4$

- Small interior damping parameters

We first investigate the behavior of the ROM for interior damping parameters which are small relative to the boundary stiffness parameter and boundary damping parameters. We experiment for damping parameters $\alpha$ and $\gamma$ in the range of 0.1 to 0.001 , and fix $k_{0}=k_{l}=0.1$ and $\alpha_{l}=0.1$.

Case 1a: Small interior damping parameters with all inputs

In this case, for Examples 3 and 5 with all inputs, the output of linear and nonlinear ROM is accurate for $r=4$ but the amplitude of the ROM is slightly different compared to the FOM. Increasing $r$ does give high accuracy. Figure 4.1 shows the output of the FOM and ROM for both linear and nonlinear systems for Example 5, Input 1 with $\alpha=\alpha_{0}=\alpha_{l}=0, k_{0}=k_{l}=0.1$, and small Kelvin-Voigt parameter $\gamma=0.001$.

The behavior of Example 1 is different from the other two examples. We present results for two specific scenarios. For Example 1 with smooth Input 1 the output of linear and nonlinear ROM is highly accurate. Figure 4.2 shows the behavior


Figure 4.2. Example 1, Input 1: Output of the ROM and FOM for $\alpha_{0}=\alpha=0$, $\alpha_{l}=k_{0}=k_{l}=0.1$ and $\gamma=0.001$ when $r=4$
of the linear and nonlinear FOM and ROM for Example 1, Input 1 with $\alpha_{0}=\alpha=0$, $\alpha_{l}=k_{0}=k_{l}=0.1$ and $\gamma=0.001$ when $r=4$.

Next, Example 1 with Inputs 2, 3 and 4 the nonlinear ROM is moderately accurate and increasing $r$ does not yield high accuracy. The linear ROM for Example 1 with Inputs 2,3 and 4 is accurate but the amplitude of the ROM is slightly different from the FOM and increasing $r$ does give high accuracy. Figures 4.3 and 4.4 show the behavior of the linear and nonlinear FOM and ROM for Example 1, Input 4 with $\alpha_{0}=\alpha=0, \alpha_{l}=k_{0}=k_{l}=0.1$ and $\gamma=0.001$ when $r=4$ and $r=10$.

Overall, when interior damping parameters are small, for Examples 3 and 5 with all inputs, the outputs of linear and nonlinear ROM are accurate with little amplitude difference compared to the FOM and increasing $r$ gives high accuracy. In Example 1 high accuracy may be lost after an initial time period. Increasing $r$ may or may not improve the accuracy.

- Small boundary damping parameter


Figure 4.3. Example 1, Input 4: Output of the ROM and FOM for $\alpha_{0}=\alpha=0$, $\alpha_{l}=k_{0}=k_{l}=0.1$ and $\gamma=0.001$ when $r=4$

Here we investigate the behavior of the ROM for boundary damping parameters that are small relative to the interior damping parameters and boundary stiffness parameters. We experiment for boundary damping parameters $\alpha_{l}$ and $\alpha_{0}$ in the range of 0.1 to 0.001 and fix $k_{0}=k_{l}=\gamma=\alpha=0.1$. Note only Example 1 is applicable here since Examples 3, 5 have $\alpha_{l}=0$.

Case 2a: Small boundary damping parameter with all inputs

For Example 1 with all inputs, the linear and nonlinear ROMs are accurate only for an initial time interval. Increasing $r$ yield highly accurate ROMs.

- Small damping parameters

Here we investigate the behavior of the ROM for boundary and interior damping parameters which are small relative to the boundary stiffness parameter. We experiment for damping parameters $\alpha, \gamma, \alpha_{l}, \alpha_{0}$ in the range of 0.1 to 0.001 and fix $k_{0}=k_{l}=0.1$.

Case 3a: Small damping parameters with all inputs


Figure 4.4. Example 1, Input 4: Output of the ROM and FOM for $\alpha_{0}=\alpha=0$, $\alpha_{l}=k_{0}=k_{l}=0.1$ and $\gamma=0.001$ when $r=10$

In this case all linear and nonlinear ROMs are accurate with little amplitude difference compared to the FOM and increasing $r$ does give high accuracy. Figures 4.5 and 4.6 show the output of the FOM and ROM for the linear and nonlinear systems for Example 3, Input 3 with $\alpha_{0}=\alpha_{l}=0, k_{0}=k_{l}=0.1$ and $\alpha=\gamma=0.001$ when $r=4$ and $r=6$.

## - Small stiffness parameters

Next, we investigate the behavior of the FOM and ROM when the boundary stiffness parameters are small relative to the damping parameters. We experiment for stiffness parameters $k_{0}$ and $k_{l}$ in the range of 0.1 to 0.001 and fix damping parameters as $\gamma=\alpha=\alpha_{0}=\alpha_{l}=0.1$.

Case 4a: Small stiffness parameters with all inputs

We test when one of $k_{0}$ or $k_{l}$ is small, and also when both are small. In this case, for all examples with all inputs both the nonlinear and linear output of the ROM are moderately accurate and increasing $r$ does yield high accuracy.


Figure 4.5. Example 3, Input 3: Output of the ROM and FOM for $\alpha_{0}=\alpha_{l}=0$, $k_{0}=k_{l}=0.1$ and $\alpha=\gamma=0.001$ when $r=4$

- All parameters are small

Finally, we observe the behavior of the nonlinear and linear ROM when the damping and stiffness parameters are small relative to the mass and nonlinear stiffness parameters ( $m_{0}=1, m_{l}=1.5$, and $k_{3}=1$ ). We experiment for damping parameters $\alpha, \alpha_{l}$, $\gamma$ and the stiffness parameter $k_{0}, k_{l}$ in the range of 0.1 to 0.001 .

Case 5a: All parameters are small with all inputs for Examples 1 and 3

Here, for Examples 1, 3 with Inputs 1, 3 the output of the linear ROM is highly accurate and the output of nonlinear ROM is moderately accurate. Figure 4.7 shows the output of the FOM and ROM for the linear and nonlinear systems for Example 3 , Input 3 with $\alpha_{0}=\alpha_{l}=0$ and $k_{0}=k_{l}=\alpha=\gamma=0.001$ when $r=4$.

In Examples 1, 3 with Input 2, the output of linear and nonlinear ROM is moderately accurate. Increasing $r$ does not give high accuracy. Figure 4.8 shows the output of the FOM and ROM for the linear and nonlinear systems for Example 1, Input 2 with $\alpha_{0}=\alpha=0$ and $k_{0}=k_{l}=\alpha_{l}=\gamma=0.001$ when $r=4$.


Figure 4.6. Example 3, Input3: Output of the ROM and FOM for $\alpha_{0}=\alpha_{l}=0$, $k_{0}=k_{l}=0.1$ and $\alpha=\gamma=0.001$ when $r=6$

Next, for Examples 1, 3 with Input 4 the nonlinear ROM is moderately accurate. The linear ROM is accurate with little amplitude difference compared to the FOM and increasing $r$ does produce high accuracy.

Overall, the linear ROM is highly accurate or moderately accurate when $r$ is small with all inputs and increasing $r$ does yield high accuracy except Input 2. The nonlinear ROM is moderately accurate and increasing $r$ may or may not yield high accuracy.

Case 5b: All parameters are small with all inputs for Example 5.

In Example 5, the linear and nonlinear ROM is highly accurate for an initial time interval and then accuracy may be lost. Increasing $r$ for both the linear and nonlinear ROM yields high accuracy.


Figure 4.7. Example 3, Input 3: Output of the ROM and FOM for $\alpha_{0}=\alpha_{l}=0$ and $\alpha=\gamma=k_{0}=k_{l}=0.001$ when $r=4$


Figure 4.8. Example 1, Input 2: Output of the ROM and FOM for $\alpha_{0}=\alpha=0$ and $k_{0}=k_{l}=\alpha_{l}=\gamma=0.001$ when $r=4$.

## 5. NONLINEAR EXPONENTIAL STABILITY OF ANOTHER NONLINEAR CABLE-MASS PDE SYSTEM

Next, we consider a cable-mass model similar to Section 2, but with different boundary condition at the left end. This problem was originally studied theoretically by Burns and King in [36], but our model includes one additional damping term. In [36], Burns and King proved the solution of the unforced nonlinear system decays to zero exponentially fast if the initial condition is small enough. The primary goal of this section is to prove the nonlinear exponential stability for large initial conditions. Further, we demonstrate the exponential stability of the linear and nonlinear systems numerically. We do not consider model reduction for this system.

### 5.1. THE MODEL

We consider a flexible cable which is fixed at one end and attached to massspring at the other end. Let

- $w(t, x)$ denote the position of the cable at location $x$ and time $t$, and
- $w_{l}(t)$ denote the position of the right mass above equilibrium at location $x=l$ and time $t$.

The left side is fixed and the right mass is located at $x=l$. We assume there are no external forces. The right mass-spring system includes a nonlinear stiffening force, as before. This gives a wave equation with a dynamic boundary condition:

$$
\begin{align*}
w_{t t}(t, x)+\alpha w_{t}(t, x) & =\gamma w_{t x x}(t, x)+\beta^{2} w_{x x}(t, x),  \tag{5.1}\\
w(t, 0) & =0,  \tag{5.2}\\
m_{l} \ddot{w}_{l}(t)+\alpha_{l} \dot{w}_{l}(t)+k_{l} w_{l}(t) & =-\left(\gamma w_{t x}(t, l)+\beta^{2} w_{x}(t, l)\right)-k_{3}\left[w_{l}(t)\right]^{3} . \tag{5.3}
\end{align*}
$$

Finally, the position of the cable at each boundary must equal the position of the mass; therefore, we have the displacement compatibility condition

$$
w(t, 0)=0, \quad w(t, l)=w_{l}(t)
$$

### 5.2. THE ENERGY FUNCTION

Next, we give a preliminary investigation of the change in energy of system. The only difference with the model considered in [36] is the addition of the viscous damping term $\alpha w_{t}$ in the wave equation. As before, we assume all damping parameters are nonnegative, and the remaining parameters are positive. This will help us to obtain the correct inner products for an abstract formulation of the system. We assume the solution for the above system is sufficiently smooth. We define the total kinetic energy of the cable by

$$
E_{T, K}=\frac{1}{2} \int_{0}^{l} w_{t}^{2} d x
$$

Differentiating with respect to time and using the wave equation (5.1) gives

$$
\begin{aligned}
\frac{d E_{T, K}}{d t} & =\frac{1}{2} \int_{0}^{l} 2 w_{t} w_{t t} d x \\
& =\frac{1}{2} \int_{0}^{l} 2 w_{t}(t, x)\left(\gamma w_{t x x}(t, x)+\beta^{2} w_{x x}(t, x)-\alpha w_{t}(t, x)\right) d x .
\end{aligned}
$$

Integrate by parts to obtain

$$
\begin{aligned}
\frac{d E_{T, K}}{d t}= & -\gamma \int_{0}^{l}\left(w_{t x}(t, x)\right)^{2} d x-\beta^{2} \int_{0}^{l} w_{x}(t, x) w_{t x}(t, x) d x-\alpha \int_{0}^{l}\left(w_{t}(t, x)\right)^{2} d x \\
& +w_{t}(t, l)\left[\gamma w_{t x}(t, l)+\beta^{2} w_{x}(t, l)\right]-w_{t}(t, 0)\left[\gamma w_{t x}(t, 0)+\beta^{2} w_{x}(t, 0)\right]
\end{aligned}
$$

Use the boundary conditions of our cable-mass model (5.2, (5.3), which gives $w(t, 0)=$ 0 and since the solution is smooth this implies $w_{t}(t, 0)=0$, to obtain

$$
\begin{aligned}
\frac{d E_{T, K}}{d t}= & -\gamma \int_{0}^{l}\left(w_{t x}(t, x)\right)^{2} d x-\beta^{2} \int_{0}^{l} w_{x}(t, x) w_{t x}(t, x) d x-\alpha \int_{0}^{l}\left(w_{t}(t, x)\right)^{2} d x \\
& -\dot{w}_{l}(t)\left[m_{l} \ddot{w}_{l}(t)+\alpha_{l} \dot{w}_{l}(t)+k_{l} w_{l}(t)+k_{3}\left[w_{l}(t)\right]^{3}\right]
\end{aligned}
$$

This can be rewritten as

$$
\begin{aligned}
\frac{d}{d t}\left(\frac{1}{2} \int_{0}^{l} w_{t}^{2} d x\right. & \left.+\frac{m_{l}}{2}\left(\dot{w}_{l}(t)\right)^{2}+\frac{\beta^{2}}{2} \int_{0}^{l} w_{x}^{2} d x+\frac{k_{l}}{2}\left(w_{l}(t)\right)^{2}+\frac{k_{3}}{4}\left(w_{l}(t)\right)^{4}\right)= \\
& -\gamma \int_{0}^{l}\left(w_{t x}(t, x)\right)^{2} d x-\alpha \int_{0}^{l}\left(w_{t}(t, x)\right)^{2} d x-\alpha_{l}\left(\dot{w}_{l}(t)\right)^{2}
\end{aligned}
$$

This suggests defining the system kinetic energy and potential energy as

$$
\begin{aligned}
E_{K} & =\int_{0}^{l} \frac{1}{2} w_{t}^{2} d x+\frac{m_{l}}{2}\left(\dot{w}_{l}(t)\right)^{2} \\
E_{P} & =\int_{0}^{l} \frac{\beta^{2}}{2} w_{x}^{2} d x+\frac{k_{l}}{2}\left(w_{l}(t)\right)^{2}+\frac{k_{3}}{4}\left(w_{l}(t)\right)^{4} .
\end{aligned}
$$

This energy expression may be obtained by considering the kinetic energy and potential energy of each component of the system. The above energy equation gives

$$
\begin{aligned}
\frac{d}{d t} E & =\frac{d}{d t}\left(E_{K}+E_{P}\right) \\
& =-\left[\gamma \int_{0}^{l}\left(w_{t x}(t, x)\right)^{2} d x+\alpha \int_{0}^{l}\left(w_{t}(t, x)\right)^{2} d x+\alpha_{l}\left(\dot{w}_{l}(t)\right)^{2}\right]
\end{aligned}
$$

and therefore $\dot{E}(t) \leq 0$.

### 5.3. VARIATIONAL FORM

In this section, we introduce the variational form (weak form) of the system. We assume the solution $\left[w, w_{l}\right]$ is smooth and satisfies the compatibility condition $w(t, l)=w_{l}(t)$. Multiply the wave equation (5.1) by a smooth test function $h=h(x)$ satisfying $h(0)=0$ and $h(l)=h_{l}$ and integrate by parts to obtain

$$
\begin{aligned}
& \int_{0}^{l} w_{t t}(t, x) h d x+\alpha \int_{0}^{l} w_{t}(t, x) h d x-\gamma \int_{0}^{l} w_{t x x}(t, x) h d x-\beta^{2} \int_{0}^{l} w_{x x}(t, x) h d x=0 . \\
& \int_{0}^{l} w_{t t}(t, x) h d x+\alpha \int_{0}^{l} w_{t}(t, x) h d x-h_{l}\left[\gamma w_{t x}(t, l)+\beta^{2} w_{x}(t, l)\right] \\
& +h(0)\left[\gamma w_{t x}(0)+\beta^{2} w_{x}(0)\right]+\gamma \int_{0}^{l} w_{t x}(t, x) h_{x} d x+\beta^{2} \int_{0}^{l} w_{x}(t, x) h_{x} d x=0 .
\end{aligned}
$$

The boundary conditions give

$$
\begin{align*}
& \int_{0}^{l} w_{t t}(t, x) h d x+h_{l}\left[m_{l} \ddot{w}_{l}(t)+\alpha_{l} \dot{w}_{l}(t)+k_{l} w_{l}(t)+k_{3}\left[w_{l}(t)\right]^{3}\right] \\
& +\alpha \int_{0}^{l} w_{t}(t, x) h d x+\gamma \int_{0}^{l} w_{t x}(t, x) h_{x} d x+\beta^{2} \int_{0}^{l} w_{x}(t, x) h_{x} d x=0 . \\
& \int_{0}^{l} w_{t t}(t, x) h d x+m_{l} \ddot{w}_{l}(t) h_{l}+\int_{0}^{l}\left[\alpha w_{t}(t, x) h+\gamma w_{t x}(t, x) h_{x}\right] d x \\
& \quad+\beta^{2} \int_{0}^{l} w_{x}(t, x) h_{x} d x+k_{l} w_{l}(t) h_{l}+\alpha_{l} h_{l} \dot{w}_{l}(t)+k_{3}\left[w_{l}(t)\right]^{3}=0 . \tag{5.4}
\end{align*}
$$

Let $H$ be the real Hilbert space $H=L^{2}(0, l) \times \mathbb{R}$ with the inner product of $z=$ $\left[w, w_{l}\right] \in H$ and $\psi=\left[p, p_{l}\right] \in H$ defined by

$$
\begin{equation*}
(z, \psi)_{H}=\int_{0}^{l} w p d x+m_{l} w_{l} p_{l} \tag{5.5}
\end{equation*}
$$

Let $V \subset H$ be the set of elements $z=\left[w, w_{l}\right] \in H^{1}(0, l) \times \mathbb{R}=V$ satisfying the boundary condition $w(0)=0$ and the displacement compatibility condition $w(l)=w_{l}$. For $z \in V$ as above and $\psi=\left[p, p_{l}\right] \in V$, define the $V$ inner product of $z$ with $\psi$ by

$$
\begin{equation*}
(z, \psi)_{V}=\int_{0}^{l} \beta^{2} w_{x} p_{x} d x+k_{l} w_{l} p_{l} \tag{5.6}
\end{equation*}
$$

We also use the notation $\sigma_{1}(z, \psi)=(z, \psi)_{V}$.
As before the, $H$ and $V$ norms are directly related to the system kinetic and potential energies, respectively. Specifically,

$$
E_{K}=\frac{1}{2}\left(z_{t}, z_{t}\right)_{H}=\frac{1}{2}\left\|z_{t}\right\|_{H}^{2}, \quad E_{P}=\frac{1}{2}(z, z)_{V}+\frac{k_{3}}{4} w_{l}^{4}=\frac{1}{2}\|z\|_{V}^{2}+\frac{k_{3}}{4} w_{l}^{4} .
$$

Also, we define the damping bilinear form $\sigma_{2}: V \times V \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\sigma_{2}(z, \psi)=\int_{0}^{l}\left(\gamma w_{x} p_{x}+\alpha w p\right) d x+\alpha_{l} w_{l} p_{l} \tag{5.7}
\end{equation*}
$$

### 5.4. ABSTRACT FORM

Our original PDE model (5.1) with the boundary conditions (5.2), (5.3) can be written in the first order abstract form (2.10). Similar to [36], the PDE system suggests the operator $\mathcal{A}$ may be formally defined as

$$
\begin{aligned}
D(\mathcal{A}) & =\left\{x=\left[w, w_{l}, v, v_{l}\right]^{T} \in \mathcal{H}=V \times H: w \in H^{1}(0, l), v \in H^{1}(0, l),\right. \\
& \left.w(0)=0, w(l)=w_{l}, v(0)=0, v(l)=v_{l}\right\}
\end{aligned}
$$

$$
\mathcal{A} x=\mathcal{A}\left[\begin{array}{c}
w  \tag{5.8}\\
w_{l} \\
v \\
v_{l}
\end{array}\right]=\left[\begin{array}{c}
v \\
v_{l} \\
\frac{d}{d \xi}\left[\beta^{2} \frac{d}{d \xi} w+\gamma \frac{d}{d \xi} v\right]-\alpha v \\
-\delta_{l}\left[\frac{\beta^{2}}{m_{l}} \frac{d}{d \xi} w+\frac{\gamma}{m_{l}} \frac{d}{d \xi} v\right]-\frac{k_{l}}{m_{l}} w_{l}-\frac{\alpha_{l}}{m_{l}} v_{l}
\end{array}\right] .
$$

As before, we do not use the formal definition of the operator $\mathcal{A}$ given above. Instead, we use theory from Banks [51] to rigorously define the operator $\mathcal{A}$ using the bilinear forms $\sigma_{1}$ and $\sigma_{2}$.

### 5.5. THE LINEAR PROBLEM

We prove the linear problem $(2.12)$ is well-posed and also exponentially stable under certain assumptions on the damping parameters.

### 5.5.1. Function Spaces.

Lemma 5.1. The space $V$ with the above inner product (5.6) is a real Hilbert space and $V$ is dense in $H$.

Proof. First, if $(z, z)_{V}=0$, where $z=\left[w, w_{l}\right]$, then $w(x)$ is a constant function and $w_{l}=0$. The compatibility condition implies $w(x)=0$ for all $x$, and so $z=0$. It is clear that $(\cdot, \cdot)_{V}$ satisfies the remaining properties of an inner product.

Next, let $\left\{z^{n}\right\} \subset V$ be a Cauchy sequence, where $z^{n}=\left[w^{n}, w_{l}^{n}\right]$. Therefore, $\left[w_{x}^{n}, w_{l}^{n}\right]$ is a Cauchy sequence in $L^{2}(0, l) \times \mathbb{R}$, and so there exists $\left[q, w_{l}\right] \in L^{2}(0, l) \times \mathbb{R}$ such that

$$
w_{x}^{n} \rightarrow q \text { in } L^{2}(0, l), \quad w^{n}(0)=0, \quad w_{l}^{n} \rightarrow w_{l} .
$$

Define $w$ by $w(x)=\int_{0}^{x} q(\eta) d \eta$. Then $w \in H^{1}(0, l), w_{x}=q$, and $w(0)=0$. Also, $w(l)=w_{l}$ since

$$
\begin{aligned}
w(l) & =\lim _{n \rightarrow \infty} \int_{0}^{l} w_{x}^{n}(\eta) d \eta \\
& =\left.\lim _{n \rightarrow \infty} w^{n}(\eta)\right|_{0} ^{l} \\
& =\lim _{n \rightarrow \infty}\left(w^{n}(l)-w^{n}(0)\right) \\
& =\lim _{n \rightarrow \infty} w_{l}^{n} \\
& =w_{l}
\end{aligned}
$$

Therefore $z=\left[w, w_{l}\right]$ satisfies the displacement compatibility condition and $z^{n}$ converges in $V$ to $z \in V$. This shows $V$ is a Hilbert space.

To show $V$ is dense in $H$, let $z=\left[w, w_{l}\right] \in H$ and define

$$
g(x)=l^{-1} w_{l} x .
$$

Note that $g(0)=0$ and $g(l)=w_{l}$, Since $H_{0}^{1}(0, l)$ is dense in $L^{2}(0, l)$, there exists a sequence $q_{n} \in H_{0}^{1}(0, l)$ such that $q_{n} \rightarrow w-g$ in $L^{2}(0, l)$. Define

$$
z_{n}=\left[q_{n}+g, w_{l}\right] .
$$

Due to the properties of $q_{n}$ and $g$, i.e., $q_{n}+g \in H^{1},\left(q_{n}+g\right)(0)=0$, and $\left(q_{n}+g\right)(l)=w_{l}$, we have $z_{n} \in V$ for all $n$. Also,

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left\|z_{n}-z\right\|_{H}^{2} & =\lim _{n \rightarrow \infty}\left\|q_{n}+g-w\right\|_{L^{2}(0, l)}^{2}+\left\|w_{l}-w_{l}\right\|^{2} \\
& =\lim _{n \rightarrow \infty} \int_{0}^{l}\left(q_{n}+g-w\right)^{2} d x \\
& =\lim _{n \rightarrow \infty} \int_{0}^{l}\left(q_{n}-(w-g)\right)^{2} d x \\
& =\lim _{n \rightarrow \infty}\left\|q_{n}-(w-g)\right\|_{L^{2}(0, l)}^{2} \\
& =0 .
\end{aligned}
$$

This proves $V$ is dense in $H$.

Lemma 5.2. If $z=\left[w, w_{l}\right] \in V$, then

$$
\begin{gather*}
|w(x)|^{2} \leq l\left\|w_{x}\right\|_{L^{2}(0, l)}^{2},  \tag{5.9}\\
\|w\|_{L^{2}(0, l)}^{2} \leq l^{2}\left\|w_{x}\right\|_{L^{2}(0, l)}^{2},  \tag{5.10}\\
w_{l}^{2} \leq l\left\|w_{x}\right\|_{L^{2}(0, l)}^{2} . \tag{5.11}
\end{gather*}
$$

Proof. Since $w \in H^{1}(0, l)$ and $w(0)=0$, we have

$$
w(x)=\int_{0}^{x} w_{\xi}(\xi) d \xi
$$

Taking absolute values and using the triangle inequality gives

$$
|w(x)| \leq \int_{0}^{x}\left|w_{\xi}(\xi)\right| d \xi
$$

Applying Hölder's inequality gives

$$
\begin{aligned}
|w(x)| & \leq\left(\int_{0}^{l} 1^{2} d \xi\right)^{\frac{1}{2}} \cdot\left(\int_{0}^{l}\left|w_{x}(x)\right|^{2} d x\right)^{\frac{1}{2}} \\
& \leq l^{\frac{1}{2}}\left\|w_{x}\right\|_{L^{2}(0, l)}
\end{aligned}
$$

Squaring this inequality and using Young's inequality gives (5.9); integrating from $x=0$ to $x=l$ gives us (5.10); and evaluating equation (5.9) at $x=l$ yields (5.11).

Lemma 5.3. $V$ is continuously embedded in $H$.
Proof. Let $z=\left[w, w_{l}\right] \in V$. We use the $H$ and $V$ inner products and the inequality (5.10) from Lemma (5.2) to obtain

$$
\begin{aligned}
\|z\|_{H}^{2} & =\int_{0}^{l} w^{2} d x+m_{l} w_{l}^{2} \\
& =\|w\|_{L^{2}(0, l)}^{2}+m_{l} w_{l}^{2} \\
& \leq l^{2}\left\|w_{x}\right\|_{L^{2}(0, l)}^{2}+m_{l} w_{l}^{2} \\
& =l^{2} \int_{0}^{l} w_{x}^{2} d x+m_{l} w_{l}^{2} \\
& =\left(\frac{l^{2}}{\beta^{2}}\right) \int_{0}^{l} \beta^{2} w_{x}^{2} d x+\left(\frac{m_{l}}{k_{l}}\right) k_{l} w_{l}^{2} \\
& \leq C_{1}\left[k_{l} w_{l}^{2}+\beta^{2} \int_{0}^{l} w_{x}^{2} d x\right]
\end{aligned}
$$

where $C_{1}=\max \left\{\frac{l^{2}}{\beta^{2}}, \frac{m_{l}}{k_{l}}\right\}$. This gives $C_{1}^{-1}\|z\|_{H}^{2} \leq\|z\|_{V}^{2}$, therefore $V$ is continuously embedded in $H$.
5.5.2. Well-Posedness and Exponential Stability. To show the linear problem is well-posed, we rewrite the problem as $\dot{x}=\mathcal{A} x$ as before and show $\mathcal{A}$ generates a $C_{0}$-semigroup on $\mathcal{H}=V \times H$.

As before, we restrict our analysis to the cases where the damping bilinear form $\sigma_{2}$ is $H$-elliptic or $V$-elliptic.

Example 1: $\gamma, \alpha_{l}>0$ and $\alpha=0$. We first consider the case of Kelvin-Voigt damping ( $\gamma>0$ ) and viscous damping in the right mass-spring system ( $\alpha_{l}>0$ ). We prove $\sigma_{2}$ is $V$-elliptic. We rewrite the bilinear form of $\sigma_{2}$ and the $V$ inner products according to the above parameters:

$$
\begin{aligned}
\sigma_{2}(z, z) & =\int_{0}^{l} \gamma w_{x}^{2} d x+\alpha_{l} w_{l}^{2} \\
\|z\|_{V}^{2} & =\int_{0}^{l} \beta^{2} w_{x}^{2} d x+k_{l} w_{l}^{2}
\end{aligned}
$$

Then

$$
\begin{aligned}
\|z\|_{V}^{2} & =\beta^{2} \int_{0}^{l} w_{x}^{2} d x+k_{l} w_{l}^{2} \\
& =\left(\frac{\beta^{2}}{\gamma}\right) \int_{0}^{l} \gamma w_{x}^{2} d x+\left(\frac{k_{l}}{\alpha_{l}}\right) \alpha_{l} w_{l}^{2} \\
& \leq C_{2}\left(\int_{0}^{l} \gamma w_{x}^{2} d x+\alpha_{l} w_{l}^{2}\right) \\
& \leq C_{2} \sigma_{2}(z, z)
\end{aligned}
$$

where $C_{2}=\max \left\{\frac{\beta^{2}}{\gamma}, \frac{k_{l}}{\alpha_{l}}\right\}$, This proves that $\sigma_{2}$ is $V-$ elliptic.
Example 2: $\alpha, \alpha_{l}>0$ and $\gamma=0$. Next, we consider the case of viscous damping in the wave equation and the right mass $\left(\alpha, \alpha_{l}>0\right)$. We prove $\sigma_{2}$ is H elliptic. Since

$$
\begin{aligned}
\sigma_{2}(z, z) & =\int_{0}^{l} \alpha w^{2} d x+\alpha_{l} w_{l}^{2} \\
\|z\|_{H}^{2} & =\int_{0}^{l} w^{2} d x+m_{l} w_{l}^{2}
\end{aligned}
$$

we have

$$
\begin{aligned}
\|z\|_{H}^{2} & =\int_{0}^{l}\left(\frac{1}{\alpha}\right) \alpha w^{2} d x+\left(\frac{m_{l}}{\alpha_{l}}\right) \alpha_{l} w_{l}^{2} \\
& \leq C_{3}\left[\int_{0}^{l} \alpha w^{2} d x+\alpha_{l} w_{l}^{2}\right]
\end{aligned}
$$

where $C_{3}=\max \left\{\frac{1}{\alpha}, \frac{m_{l}}{\alpha_{l}}\right\}$, and this proves $\sigma_{2}$ is $H$-elliptic.
Example 3: $\gamma>0$ and $\alpha=\alpha_{l}=0$. In this last case, we consider only KelvinVoigt damping $(\gamma>0)$ and no other viscous damping. We prove $\sigma_{2}$ is $V$ - elliptic. Since

$$
\begin{aligned}
\sigma_{2}(z, \psi) & =\int_{0}^{l} \gamma w_{x}^{2} d x \\
\|z\|_{V}^{2} & =\int_{0}^{l} \beta^{2} w_{x}^{2} d x+k_{l} w_{l}^{2}
\end{aligned}
$$

use (5.11) to obtain

$$
\begin{aligned}
\|z\|_{V}^{2} & \leq \beta^{2} \int_{0}^{l} w_{x}^{2} d x+k_{l} l \int_{0}^{l} w_{x}^{2} d x \\
& =\left(\frac{\beta^{2}+k_{l} l}{\gamma}\right) \gamma \int_{0}^{l} w_{x}^{2} d x .
\end{aligned}
$$

Therefore $C_{4}^{-1}\|z\|_{H}^{2} \leq \sigma_{2}(z, z)$, where $C_{4}=\frac{\beta^{2}+k_{l} l}{\gamma}$, and this proves $\sigma_{2}$ is $H$-elliptic.
In Examples 1, 3 we proved $\sigma_{2}$ is $V$-elliptic and Theorem 8.1 in 51 gives us $\mathcal{A}$ is the infinitesimal generator of an analytic exponentially stable semigroup.

In Example 2 we proved $\sigma_{2}$ is $H$-elliptic and Theorem 8.3 in 51] gives us $\mathcal{A}$ generates an exponentially stable $C_{0}$-semigroup.

### 5.6. THE NONLINEAR PROBLEM

We write the nonlinear problem as

$$
\begin{equation*}
\dot{x}(t)=\mathcal{A} x(t)+\mathcal{F}(x(t)), \quad x(0)=x_{0} \tag{5.12}
\end{equation*}
$$

on $\mathcal{H}=V \times H$. Here the linear operator $\mathcal{A}$ is defined in Section 2.1 and the nonlinear operator $\mathcal{F}: \mathcal{H} \rightarrow \mathcal{H}$ is defined for $x=[\varphi, \psi] \in \mathcal{H}$ with $\varphi=\left[w, w_{l}\right] \in V$ by

$$
\mathcal{F}(x)=\left[\begin{array}{c}
0 \\
F_{0}(\varphi)
\end{array}\right], \quad F_{0}(\varphi)=\left[\begin{array}{c}
0 \\
m_{l}^{-1} k_{3} w_{l}^{3}
\end{array}\right]
$$

Theorem 5.4. The nonlinear cable-mass system has a unique mild solution on some time interval $\left[0, t^{*}\right)$.

Theorem 5.5. If $\sigma_{2}$ is $H$-elliptic and the solution $x=\left[z, z_{t}\right]$, with $z=\left[w, w_{l}\right]$, of the unforced nonlinear cable-mass problem (5.12) is sufficiently smooth, then the energy $E(t)=\frac{1}{2}\left\|z_{t}\right\|_{H}^{2}+\frac{1}{2}\|z\|_{V}^{2}+\frac{k_{3}}{4}\left[w_{l}(t)\right]^{4}$ of the solution with the initial data $x(0)=x_{0} \in \mathcal{H}$ decays exponentially fast as $t \rightarrow \infty$.

Proofs of Theorems 5.4 and 5.5 are similar to Section 2.
5.6.1. Formulating the Finite Difference Approximation. In this section, we present numerical results concerning the linear and nonlinear exponential stability theory. For the linear problem, we test the exponential stability by analyzing the eigenvalues of the matrix $A$ in the finite difference model (5.12).

We place $n$ equally spaced nodes $\left\{x_{j}\right\}_{j=1}^{n}$ in the interval $[0, l]$, where $x_{j}=j h$ and $h=l / n$ so that $x_{1}=h$ and $x_{n}=l$. In order to apply balanced truncation below, we also eliminate the second order time derivatives by introducing a velocity variable. Therefore, let $d_{i}$ denote the finite difference approximation to the displacement $w\left(t, x_{i}\right)$, and let $v_{i}$ denote the finite difference approximation to the velocity $w_{t}\left(t, x_{i}\right)$.

We assume the solution is smooth so that the displacement and velocity satisfy the zero Dirichlet boundary condition at $x=0$ and the compatibility condition; we obtain

$$
\begin{array}{ll}
w_{0}(t)=0, & w_{l}(t)=d_{n}(t), \\
\dot{w}_{0}(t)=0, & \dot{w}_{l}(t)=v_{n}(t) .
\end{array}
$$

We use second order centered differences to form finite difference equations for the wave equation (5.1):

$$
\begin{align*}
v_{i}^{\prime} & =\frac{\gamma}{h^{2}}\left[v_{i+1}-2 v_{i}+v_{i-1}\right]+\frac{\beta^{2}}{h^{2}}\left[d_{i+1}-2 d_{i}+d_{i-1}\right]-\alpha v_{i}, \\
d_{i}^{\prime} & =v_{i}, \quad \text { for } i=2, \ldots, n-1 . \tag{5.13}
\end{align*}
$$

To discretize our system we use (5.13) to obtain

$$
\begin{aligned}
v_{i}^{\prime} & =\left[-\alpha-\frac{2 \gamma}{h^{2}}\right] v_{i}+\left[\frac{\gamma}{h^{2}}\right] v_{i-1}+\left[\frac{\gamma}{h^{2}}\right] v_{i+1}+\left[\frac{\beta^{2}}{h^{2}}\right] d_{i+1}-\left[\frac{2 \beta^{2}}{h^{2}}\right] d_{i}+\left[\frac{\beta^{2}}{h^{2}}\right] d_{i-1}, \\
d_{i}^{\prime} & =v_{i}, \quad \text { for } i=1, \ldots, n-1
\end{aligned}
$$

After discretizing the left boundary condition using one-sided finite difference approximations and substituting the result in the above equation with $i=1$, we obtain

$$
\begin{aligned}
v_{1}^{\prime} & =-\left[\frac{2 \beta^{2}}{h^{2}}\right] d_{1}+\left[\frac{\beta^{2}}{h^{2}}\right] d_{2}+\left[-\frac{2 \gamma}{h^{2}}-\alpha\right] v_{1}+\left[\frac{\gamma}{h^{2}}\right] v_{2} \\
d_{1}^{\prime} & =v_{1}
\end{aligned}
$$

For the dynamic right boundary condition we obtain

$$
\begin{aligned}
v_{n}^{\prime} & =\left[-\frac{k_{l}}{m_{l}}-\frac{3 \beta^{2}}{2 h m_{l}}\right] d_{n}+\left[\frac{4 \beta^{2}}{2 h m_{l}}\right] d_{n-1}-\left[\frac{\beta^{2}}{2 h m_{l}}\right] d_{n-2} \\
& +\left[-\frac{\alpha_{l}}{m_{l}}-\frac{3 \gamma}{2 h m_{l}}\right] v_{n}+\left[\frac{4 \gamma}{2 h m_{l}}\right] v_{n-1}-\left[\frac{\gamma}{2 h m_{l}}\right] v_{n-2}-\left[\frac{k_{3}}{m_{l}}\right]\left[d_{n}\right]^{3}
\end{aligned}
$$

$$
d_{n}^{\prime}=v_{n} .
$$

where $d_{i}, v_{i}$ and $u(t)$ represent displacement, velocity and input respectively. The above system can be placed in the matrix form 2.29. First, the matrix $A_{11}$ has nonzero $(i, j)$ entries, where $i, j$ represent the row and column, respectively, as specified below. The nonzero first row entries of $A_{11}$ in the $(1,1)$ and $(1,2)$ entries are $\left(-\frac{2 \beta^{2}}{h^{2}}\right),\left(\frac{\beta^{2}}{h^{2}}\right)$, respectively. The nonzero last row entries of $A_{11}$ in the $(n, n-2),(n, n-1)$ and $(n, n)$ entries are $\left(-\frac{\beta^{2}}{2 h m_{l}}\right),\left(\frac{4 \beta^{2}}{2 h m_{l}}\right),\left(-\frac{k_{l}}{m_{l}}-\frac{3 \beta^{2}}{2 h m_{l}}\right)$, respectively. The middle part of the matrix $i=2,3, \ldots, n-1$ is a tridiagonal matrix. The entries are

$$
\left[A_{11}\right]_{i, j}= \begin{cases}\frac{\beta^{2}}{h^{2}}, & i=i-1, \\ -\frac{2 \beta^{2}}{h^{2}}, & i=i, \\ \frac{\beta^{2}}{h^{2}}, & i=i+1\end{cases}
$$

Similarly, the nonzero first row entries of $A_{12}$ in the $(1,1)$ and $(1,2)$ entries are $\left(-\alpha-\frac{2 \gamma}{h^{2}}\right),\left(\frac{\gamma}{h^{2}}\right)$, respectively. The nonzero last row entries of $A_{12}$ in the ( $n, n-$ $2),(n, n-1)$ and $(n, n)$ are $\left(-\frac{\gamma}{2 h m_{l}}\right),\left(\frac{4 \gamma}{2 h m_{l}}\right),\left(-\frac{\alpha_{l}}{m_{l}}-\frac{3 \gamma}{2 h m_{l}}\right)$, respectively. The middle part of the matrix $i=2,3, \ldots, n-1$ is a tridiagonal matrix. The entries are

$$
\left[A_{11}\right]_{i, j}= \begin{cases}\frac{\gamma}{h^{2}}, & i=i-1 \\ -\alpha-\frac{2 \gamma}{h^{2}}, & i=1 \\ \frac{\gamma}{h^{2}}, & i=i+1\end{cases}
$$

Also, the matrix $F_{12}$ in the nonlinear term is defined similarly to earlier sections. Furthermore $A_{11}, A_{1,2}, F_{12}$ are $n \times n$ matrices.

We can write the nonlinear finite dimensional approximating system as

$$
\begin{equation*}
\dot{x}=A x+F(x) \tag{5.14}
\end{equation*}
$$

5.6.2. Formulating the Finite Difference Approximation of the Energy Function. For the nonlinear problem, we consider the solution of the finite
difference model and compute an approximation to the energy function in Theorem 5.5 using trapezoidal rule quadrature on the integrals.

The energy of the unforced system is $E=E_{K}+E_{P}$ where

$$
\begin{aligned}
E_{K} & =\int_{0}^{l} \frac{1}{2} w_{t}^{2} d x+\frac{m_{l}}{2}\left(\dot{w}_{l}(t)\right)^{2} \\
E_{P} & =\int_{0}^{l} \frac{\beta^{2}}{2} w_{x}^{2} d x+\frac{k_{l}}{2}\left(w_{l}(t)\right)^{2}+\frac{k_{3}}{4}\left(w_{l}(t)\right)^{4}
\end{aligned}
$$

Recall trapezoidal rule quadrature for an integral:

$$
\int_{a}^{b} F(x) d x \approx \frac{h}{2}[F(a)+F(b)]+\sum_{i=2}^{n-1} h F\left(x_{i}\right)
$$

Applying the trapezoidal rule to each term in the energy function gives

$$
\int_{0}^{l} \frac{1}{2} w_{t}^{2} d x \approx \frac{1}{2}\left[\frac{h}{2}\left(v_{1}(t)\right)^{2}+\frac{h}{2}\left(v_{n}(t)\right)^{2}\right]+\frac{1}{2} \sum_{i=2}^{n-1} h\left(v_{i}(t)\right)^{2}
$$

and

$$
\int_{0}^{l} \frac{\beta^{2}}{2} w_{x}^{2} d x \approx \frac{\beta^{2}}{2}\left[\frac{h}{2}\left(w_{x}\left(t, x_{1}\right)\right)^{2}+\frac{h}{2}\left(w_{x}\left(t, x_{n}\right)\right)^{2}\right]+\frac{\beta^{2}}{2} \sum_{i=2}^{n-1} h\left(w_{x}\left(t, x_{i}\right)\right)^{2}
$$

Use one-sided and centered difference formulas to get

$$
\begin{aligned}
\int_{0}^{l} \frac{\beta^{2}}{2} w_{x}^{2} d x \approx & \frac{\beta^{2}}{2}\left[\frac{h}{2}\left(\frac{-3 w_{1}+4 w_{2}-w_{3}}{2 h}\right)^{2}+\frac{h}{2}\left(\frac{3 w_{n}-4 w_{n-1}+w_{n-2}}{2 h}\right)^{2}\right] \\
& +\frac{\beta^{2} h}{2} \sum_{i=2}^{n-1}\left(\frac{w_{i+1}-w_{i-1}}{2 h}\right)^{2}
\end{aligned}
$$

Table 5.1. Eigenvalues of the linear system for number of spatial nodes with $\gamma=\alpha_{l}=$ $0.01, k_{l}=0.01$ and $\alpha=0$

| N | 10 | 20 | 40 | 80 | 160 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{Re}(\lambda)$ | -0.0050 | -0.0052 | -0.0053 | -0.0053 | -0.0054 |

Then the energy of the system is approximated as follows:

$$
\begin{aligned}
E(t) \approx & \frac{h}{4} v_{1}^{2}(t)+\left[\frac{h}{4}+\frac{m_{l}}{2}\right] v_{n}^{2}+\frac{h}{2} \sum_{i=2}^{n-1}\left(v_{i}\right)^{2}+\frac{\beta^{2}}{16 h}\left[-3 w_{1}+4 w_{2}-w_{3}\right]^{2} \\
& +\frac{\beta^{2}}{16 h}\left[3 w_{n}-4 w_{n-1}+w_{n-2}\right]^{2}+\frac{\beta^{2}}{8 h} \sum_{i=2}^{n-1}\left[w_{i+1}-w_{i-1}\right]^{2} \\
& +\frac{k_{l}}{2}\left(w_{n}\right)^{2}+\frac{k_{3}}{4}\left(w_{n}\right)^{4}
\end{aligned}
$$

5.6.3. Numerical Results. Figure 5.1(a) shows the eigenvalues of the ma$\operatorname{trix} A$ for $\gamma=\alpha_{l}=0.01, k_{l}=0.01$, and $\alpha=0$ (this is a case of Example 1), and Figure 5.2(a) shows the eigenvalues of the matrix $A$ for $\alpha=\alpha_{l}=0.01, k_{l}=0.01$, and $\gamma=0$ (this is a case of Example 2). All eigenvalues have negative real parts. Similarly, the eigenvalues of Example 3 have negative real parts. We do not give figures for this case.

Figure $5.1(\mathrm{~b})$ and $5.2(\mathrm{~b})$ shows the exponential decay of the energy with the same parameters with the initial data $e^{x} \sin (x)$ for the position and $\cos (x)$ for the velocity. We choose the initial condition to match the boundary condition at $x=0$ to produce a smooth solution.

First, we look at the behavior of the eigenvalue nearest the imaginary axis by increasing the number of spatial nodes. As we can see in Tables 5.1 and 5.2 the eigenvalue do not approach the imaginary axis when the number of spatial nodes is increased. This is the behavior we expect since the PDE system is exponentially stable.

Table 5.2. Eigenvalues of the linear system for number of spatial nodes with $\alpha=$ $\alpha_{l}=0.01, k_{l}=0.01$ and $\gamma=0$

| N | 10 | 20 | 40 | 80 | 160 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{Re}(\lambda)$ | -0.0037 | -0.0037 | -0.0037 | -0.0037 | -0.0037 |



Figure 5.1. Eigenvalues of the linear system and energy decay of the nonlinear system with $\gamma=\alpha_{l}=0.01, k_{l}=0.01$ and $\alpha=0$

Next, Figures 5.1 and 5.2 show the exponential stability for examples of both the linear and nonlinear cases. In the nonlinear case, if $\gamma=0$ and all the other parameters are small then the energy decays exponentially fast and fluctuates rapidly.


Figure 5.2. Eigenvalues of the linear system and energy decay of the nonlinear system with $\alpha=\alpha_{l}=0.01, k_{l}=0.01$ and $\gamma=0$

## 6. CONCLUSION

We considered a cable-mass system originally motivated by an application to wave energy that is modeled by a 1D wave equation with linear and nonlinear second order oscillator dynamic boundary conditions. In this work, we discussed four different cable-mass models, and we proved the well-posedness of the unforced linear and nonlinear problems. Under certain assumptions on the damping parameters, we proved the linear problems are exponentially stable and the energy decays exponentially fast for the nonlinear problems.

For the forced input-output nonlinear cable-mass system, we described and numerically investigated a model order reduction (MOR) approach based on balanced truncation. Overall, we analyzed the performance of the ROM under three cases: the damping parameters are small, the stiffness parameters are small, and both the damping and stiffness parameters are small (i.e., all parameters are small).

When both input/output operators are bounded as in Section 2, we proved the PDE balanced truncation theory holds. No theory currently exists for this nonlinear balanced truncation approach.

In Section 2, the output of the linear ROM is highly accurate in all cases considered, as expected in balanced truncation theory. The nonlinear ROM is highly accurate in most cases. The other cases the nonlinear ROM is always highly accurate over an initial time interval and increasing $r$ may or may not improve the accuracy.

In Section 3 the input operator and in Section 4 the output operator are unbounded. We did not attempt to prove the PDE balanced truncation theory holds.

In Section 3 the linear ROM is highly accurate in all cases. The nonlinear ROM is highly accurate for all cases with smooth input 2 . In other cases the nonlinear

ROM is highly accurate over initial period of interval and increasing $r$ may or may not greatly improve the accuracy.

In Section 4 the performance of ROM is not accurate as Sections 2 and 3. The linear ROM is not always highly accurate for a longer time period but increasing $r$ improves the accuracy. The nonlinear ROM does show high accuracy for few cases. When either damping parameters are small or stiffness parameters are small the nonlinear ROM is moderately accurate and increasing $r$ improves the accuracy. When all parameters are small, both the linear and nonlinear ROM are moderately accurate. Increasing $r$ gives high accuracy for the linear ROM but for the nonlinear ROM increasing $r$ may or may not improve the accuracy.

To summarize, the linear ROM is always highly accurate when both the input and output operators are bounded or the output operator is bounded. If the output operator is unbounded the linear ROM is highly accurate over a long time period or loses accuracy after an initial time interval and increasing $r$ does improve the accuracy. The accuracy of the nonlinear ROM can vary when the input and output operators are bounded or the output operator is bounded or the input operator is bounded. Increasing $r$ may or may not improve the accuracy.

If the magnitude of the input is decreased, then the length of the accurate time interval for the nonlinear ROM increases. The output of the linear and nonlinear ROM is always accurate for an initial time interval and increasing $r$ does improve the accuracy.

The results in this work suggest some beginning theoretical results that could be investigated. Specifically, our numerical results suggest it may be possible to prove that the error in the output for the nonlinear ROM is small over an initial time period, and that the length of this interval increases as the magnitude of the input decreases or $r$ increases.

For our linear and nonlinear exponential stability results, we required the damping bilinear form to be $H$-elliptic. For each cable-mass system, we proved this $H$-elliptic condition assuming various conditions on the damping parameters. For Example 4 and 5 the damping bilinear form is not $H$-elliptic, and so the exponential stability theory in our work does not apply. Investigating these examples theoretically is a topic for future research. Furthermore, it would be interesting to investigate the exponential stability and MOR of a cable-mass system with only with boundary damping terms.
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