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ABSTRACT

In this paper we study the topological properties of continua which arise as inverse

limits on [0, 1] with bonding maps chosen from the permutation family of Markov

maps. For such inverse limits, we examine the occurrence of indecomposability, the

number of end points in the continuum, and the types of subcontinua present in the

continuum. We provide a process for determining the topological structure of the

inverse limit generated by a single permutation map, or by the composition of several

such maps. Additionally, we show that all such inverse limits are Kelley continua.

We will apply these results to study inverse limits on [0, 1] with a single bonding map

chosen from the one parameter family of logistic mappings. It is known that there

is an open and dense subset of the parameter space for which the associated logistic

maps have attracting periodic orbits. We show that any continuum generated by such

a logistic map is homeomorphic to the inverse limit on [0, 1] with some permutation

bonding map. We close by providing a sufficient condition for the inverse limit on an

interval with a single bonding map to fail to be a Kelley continuum, and applying this

information to the logistic family.
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1. INTRODUCTION AND OUTLINE

In 2002 W. T. Ingram introduced a family of Markov maps called permutation

maps [22]. Each such map is defined by permuting the elements of its partition in

some way, and then extending the map linearly to the rest of the interval. In that

paper, Ingram began a study of inverse limits on [0, 1] with bonding maps chosen from

this family. The goal of this dissertation is to continue this study. Here we provide an

outline of the material contained in this paper.

In Section 2, we provide a brief historical account of related topics. Specifically,

we focus on the historical development in the theory of continua, inverse limits, and

Kelley continua.

Section 3 serves to provide preliminary information specifically related to our

study. In this section, one can find definitions and fundamental results relating to

dynamical systems, continuum theory, inverse limits, Markov maps, Kelley continua,

and decomposition spaces. The collection of results and definitions supplied in this

section is intended to be the smallest such collection which adequately prepares the

reader to understand the material presented in later sections.

Section 4 contains the main results of this dissertation. We will begin this section

by providing the definition of a permutation map and developing some notation and

terminology that will be useful in our study. In Subsection 4.1 we will be concerned

with end points of inverse limits with Markov bonding maps. In this subsection we

provide a theorem which determines the number of end points in the classical sense

which are present in such an inverse limit. Subsection 4.2 deals with indecomposability,

and features a theorem which provides conditions under which the inverse limit on

an interval with a Markov bonding maps is an indecomposable continua whose only

subcontinua are arcs. These indecomposable arc continua will be of special importance

in our study, as they (along with the arc) provide the building blocks from which each

inverse limit with Markov bonding maps is constructed. Subsection 4.3 provides the
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primary machinery we will use to determine the overall structure of these particular

inverse limits. In Subsection 4.4 we show that inverse limits with permutation maps

produce Kelley continua. Finally, in Subsection 4.5, we provide an example of the

process we have formulated for determining the topological structure of an inverse

limit with permutation bonding maps.

In Section 5 of this paper, we turn our attention to the logistic family of mappings.

The logistic family is a one parameter family of mappings which has been intensely

studied by dynamicists. We show that logistic maps determined by parameter values

in an open and dense subset of the parameter space produce inverse limits which

are homeomorphic to inverse limits with permutation bonding maps. We close by

providing a sufficient condition for the inverse limit on an interval with a single bonding

map to fail to be a Kelley continuum, and applying this information to the logistic

family.
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2. A BRIEF HISTORY OF RELATED TOPICS

Throughout this paper, the term continuum will mean a compact connected

metric space. Some authors relax the condition that a continuum be metric, and

instead consider compact connected Hausdorff spaces. Such a space is typically referred

to as a Hausdorff continuum. The term continuum was coined by G. Cantor in 1883.

Cantor originally defined a continuum to be a perfect subset X of a Euclidean space

such that to each a, b ∈ X and each ε > 0, there corresponds a finite system a =

p0 < p1 < ... < pn = b of points in X satisfying |pi − pi−1| < ε for i = 1, 2, ..., n [6,

p. 576]. For compact metric spaces, the existence of such a finite system of points is

equivalent to the notion of connectedness, as is shown, for example, in Kuratowski’s

Monograph [29, Theorem 0, p. 167]. The core notions involved in the modern definition

of a continuum - connectedness, compactness, and metric spaces - were not identified

when Cantor first originated the term “continuum”. These terms were introduced in

the late 19th and early 20th centuries, and their meanings have since evolved to their

modern definitions. For a history of the evolution of these terms, and for a detailed

history of continuum theory in general, the reader is referred to the article History of

Continuum Theory [11] by J. J. Charatonik.

2.1. INVERSE LIMITS

An inverse sequence is a pair {Xi, fi}∞i=1 where each Xi is a topological space,

and each fi is a mapping (i.e., continuous function) with fi : Xi+1 → Xi. The spaces

Xi are called factor spaces, and the mappings fi are called bonding maps. Given an

inverse sequence {Xi, fi}∞i=1, the inverse limit of the inverse sequence, denoted by

lim←−{Xi, fi}, is the subset of the product space
∏∞

i=1Xi defined by: lim←−{Xi, fi} ={
(xi)

∞
i=1 ∈

∏∞
i=1 Xi : fi(xi+1) = xi for all i ∈ Z+

}
. It is well known that the inverse

limit of continua is a continuum, and that the inverse limit of nonempty compact

metric spaces is a nonempty compact metric space.
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Inverse limits have proven to be a valuable tool in continuum theory, as compli-

cated continua may be constructed as the inverse limit of simple spaces. For instance,

it is known that every arc-like continuum, or equivalently, every chainable continuum,

is homeomorphic to an inverse limit on intervals. Hence the pseudo-arc, which is an

example of a hereditarily indecomposable, hereditarily equivalent, homogeneous arc-

like continuum, can be obtained as an inverse limit on intervals. In fact, in 1964 G.

W. Henderson showed that the pseudo-arc can be represented using an inverse limit

on [0, 1] with a single bonding map [16], though this is not true for arc-like continua

in general. In 1967 W. S. Mahavier showed that not every arc-like continuum can be

represented by an inverse limit on intervals with only one bonding map, though in

the same paper Mahavier established that every arc-like continuum can be embedded

in such an inverse limit [30]. In 1969 H. Cook and W. T. Ingram constructed two

mappings on [0, 1] such that every arc-like continuum is homeomorphic to the inverse

limit on [0, 1] using some sequence of these two maps as the bonding maps [9].

We now provide a brief list of some other well-known results in continuum theory

that were established using inverse limit techniques. In 1959 R. D. Anderson and G.

Choquet [1] constructed a non-separating plane continuum with the property that no

two of its nondegenerate subcontinua are homeomorphic. Then in 1961 J. J. Andrews

modified the Anderson-Choquet example to show that there exists an arc-like contin-

uum with the same property [2]. In 1967 H. Cook used a similar method to construct

a continuum whose only non-constant self-map is the identity [8]. In 1965 R. M.

Schori constructed a universal arc-like continuum, i.e. an arc-like continuum which

contains a homeomorphic copy of every arc-like continuum [36]. In 1972 W. T. Ingram

constructed an atriodic, tree-like continuum which is not arc-like as the inverse limit

on simple triods with a single bonding map [19]. In 1980 D. P. Bellamy constructed

a tree-like continuum which admits a fixed-point-free homeomorphism onto itself [4].

The question of whether or not there exists a non-separating plane continuum which

admits a fixed-point-free map into itself remains open, and is one of the most famous
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problems in continuum theory.

2.2. KELLEY CONTINUA

Given a continuum X and a point p ∈ X, X is said to be Kelley at p (or

alternately, to have the property of Kelley at p), provided that for each subcontinuum

K of X containing p and for each sequence {pn}∞n=1 converging to p, there is a sequence

of subcontinua {Kn}∞n=1 converging to K such that pn ∈ Kn for each n. A continuum

is said to be a Kelley continuum (or alternately, to have the property of Kelley), if it

is Kelley at each of its points.

The property of Kelley was introduced by J. L. Kelley as Property 3.2 in [27] to

investigate contractibility of hyperspaces. Kelley showed that the hyperspaces 2X and

C(X) are contractible when X is a Kelley continuum [27, Theorem 3.3]. There are

many important classes of continua whose members are Kelley continua. It is known

that all locally connected continua are Kelley [18, Example 20.4]. R. W. Wardle showed

that homogeneous continua and hereditarily indecomposable continua are all Kelley

[38, Theorems 2.3 and 3.1]. J. J. Charatonik generalized Wardle’s result concerning

homogeneous continua by proving that any continuum homogeneous with respect to

open mappings is Kelley [10], and H. Kato later showed that the result can not be

further extended to continua homogeneous with respect to confluent mappings. In the

same paper as the previously mentioned results, Wardle established that the property

of Kelley is preserved under confluent mappings [38, Theorem 4.3], and that any

continuum has the property of Kelley at each point of a dense Gδ set [38, Theorem

2.3]. In [12], W. J. Charatonik showed that the inverse limit of Kelley continua with

confluent bonding maps is itself a Kelley continua.
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3. PRELIMINARY DEFINITIONS AND RESULTS

The material in this section establishes fundamental definitions and results that

will be used throughout this dissertation. We will assume some amount of familiarity

with basic topological notions, though nothing above what would be covered in a first

year graduate level course in general topology.

The material in this section is arranged in the following way: Subsection 3.1 will

provide necessary terminology from the study of dynamical systems. In Subsection

3.2 we will introduce some basic notions and results related to the theory of continua.

In Subsection 3.3, the definition of an inverse limit is given, and fundamental results

dealing with inverse limits are provided. Subsection 3.4 deals with Markov maps,

which are of fundamental importance throughout this paper. Subsection 3.5 contains

the definition of a Kelley continuum, and a theorem of W. J. Charatonik which provides

a sufficient condition for an inverse limit to be a Kelley continuum. Finally, Subsection

3.6 discusses upper semi-continuous decompositions of continua.

The only results in this preliminary section which are due to the author are

found in Subsection 3.3. References to the original source of a result is provided when

this information is known to the author. For the sake of completion, many proofs are

provided for the results in this section, though they may be omitted by the reader.

3.1. DYNAMICS

The theory of discrete dynamical systems is concerned with the analysis of the

general behavior, and particularly the long-term behavior, of points in a space under

iteration of a continuous function from the space into itself. Results from dynami-

cal systems often provide powerful tools for analyzing inverse limits, which will be

introduced in Subsection 3.3, and are the central topic of this dissertation. In this

subsection, we will provide the terminology and results from this field which are used

in this dissertation. All spaces in this section are assumed to be metric. We will begin
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with the definition of a mapping.

Definition 3.1. A map or a mapping is a continuous function.

Notation. The n-fold composition of a mapping f : X → X with itself is denoted by

fn, with the convention that f 0 denotes the identity on X.

As mentioned in the opening paragraph of this section, in dynamics one is often

interested in the behavior of a point in a space under iteration of a mapping on that

space. We refer to the set of all iterates of a point as the orbit of that point.

Definition 3.2. Given a space X, a point p ∈ X, and a mapping f : X → X, the

orbit of p under f , denoted Orbit(p, f), is the set Orbit(p, f) = {fn(p) : n is a non-

negative integer}. Given a subset A ⊆ X, we say that the orbit of A under f , denoted

Orbit(A, f), is the family Orbit(A, f) = {fn[A] : n is a non-negative integer}.

There are many ways in which a point can behave under iteration. Perhaps the

most important type of behavior is that displayed by fixed points, or more generally,

periodic points, which we now define.

Definition 3.3. Given a space X, a mapping f : X → X, and a point p ∈ X, we

say that p is periodic under f if there exists a positive integer n such that fn(p) = p.

The least such n is called the period of p under f . If p is periodic with period 1, or in

other words, f(p) = p, then we say that f is fixed under f .

It is worth noting that if a point p is periodic under f with period k, then p is a

fixed point of the mapping fk. It is clear that periodic points have a finite orbit. There

can be, however, non-periodic points which have finite orbits. These points are not

themselves periodic, but under iteration of the mapping, eventually land on a periodic

point.

Definition 3.4. Given a space X, a mapping f : X → X, and a point p ∈ X, we

say that p is eventually periodic under f if p itself is not periodic, but there exists a

positive integer n such that fn(p) is periodic.



8

In studying the dynamics of a mapping f , one is often interested in the long-term

behavior of points near fixed points.

Definition 3.5. Given a space X with metric d, a mapping f : X → X, a point

q ∈ X, and a fixed point p ∈ X, we say that p attracts q under f if fn(q) → p as n

increases without bound. We say that p is an attracting fixed point of f if there is a

neighborhood U of p such that p attracts each point in U . The point p is a repelling

periodic point if there is a neighborhood U of p such that if x ∈ U and x 6= p, then

d(f(x), p) > d(x, p).

The notion of an attracting or repelling fixed point can be generalized to include

periodic points as well.

Definition 3.6. Consider a space X, a mapping f : X → X, and a periodic point

p ∈ X with period k. The point p is called an attracting periodic point if it is an

attracting fixed point of fk. Similarly, p is said to be a repelling periodic point if it is

a repelling fixed point of fk.

The definition of an attracting periodic point p tells us that all points sufficiently

near p are attracted to p. We now introduce terminology to describe the collection of

all points which are attracted to such a periodic point.

Definition 3.7. Consider a space X, a mapping f : X → X, and an attracting

periodic point p ∈ X with period k. The basin of attraction of p is the collection of

all points in X which are attracted to p under fk. The immediate basin of attraction

of p is the connected component of the basin of attraction of p which contains p.

We now extend the definition of a periodic point to allow for the notion of a

periodic set.

Definition 3.8. Given a space X, a mapping f : X → X, and a set A ∈ X, we say

that A is periodic under f if there exists a positive integer n such that fn[A] = A.

The least such n is called the period of A under f . If A is periodic with period 1, or

in other words, f [A] = A, then we say that f is fixed, or invariant, under f .
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An important class of invariant sets is provided by ω-limit sets.

Definition 3.9. Let X be a space, and f : X → X be a mapping. Given a point

p ∈ X, the ω-limit set of p, denoted by ω(p, f), is the set of all points y ∈ X such

that some subsequence of {fn(p)}∞n=1 converges to y. Given a set A ⊆ X, the ω-

limit set of p, denoted by ω(p, f), is the set of all points y ∈ X such that if U is a

neighborhood of y and m is a positive integer, then there exists an integer n > m such

that fn[A] ∩ U 6= ∅.

In this paper, we will only be interested in the ω-limit sets of finite collections of

eventually periodic points, and primarily use this notion as a notational convenience.

It is clear that the ω-limit set of such a collection A is the finite set containing exactly

those periodic points x which lies in the orbit of some point y ∈ A.

We close this subsection with a discussion about the Schwarzian derivative.

Definition 3.10. The Schwarzian derivative of a function f : R→ R at x is given by

Sf(x) = f
′′′

(x)

f ′ (x)
− 3

2
(f

′′
(x)

f ′ (x)
)2

The Schwarzian derivative is a useful tool for studying one-dimensional dynamical

systems. For results relating to the Schwarzian derivative, see, for example [13, Section

1.11]. If a mapping f has a negative Schwarzian derivative at every point in its domain,

we say it has negative Schwarzian derivative, and denote this situation by Sf < 0.

Our interest in the Schwarzian derivative stems from the following theorem, which we

will make use of in Section 5.

Theorem 3.11. (Singer [37, Theorem 2.7]) If f : [a, b] → [a, b] is a mapping with

negative Schwarzian derivative, then each attracting periodic orbit contains a point p

such that the immediate basin of attraction for p contains either a critical point of f

or an end point of [a, b]. Hence, each attracting periodic orbit of f attracts at least one

critical point or end point.
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3.2. CONTINUA

In this subsection we will provide basic notions and results from continuum

theory. We will begin with the definition of a continuum.

Definition 3.12. A continuum is a nonempty compact connected metric space. A

(proper) subcontinuum of a continuum X is a (proper) subset of X which is also a

continuum.

The next definition introduces two important classes of continuous functions:

monotone mappings, and confluent mappings.

Definition 3.13. A mapping f : X → Y is said to be monotone if f−1(y) is connected

for every y ∈ Y . A mapping f : X → Y is said to be confluent if for each subcontinuum

K of Y , each component of f−1(K) maps onto K under f .

It is well known each monotone map is also confluent. This fact follows directly

from the definitions of such mappings. As an immediate consequence, one also sees

that the composition of monotone maps is monotone. Next we provide the definition

of an indecomposable continuum.

Definition 3.14. A continuum is said to be decomposable if it the union of two proper

subcontinua. Otherwise it is indecomposable.

We now introduce two different notions of an end point of a continuum. End

points in the classical sense will be of particular importance to us later.

Definition 3.15. Given a continuum X, a point p ∈ X is said to be an end point

of X if given any two subcontinua A and B of X which contain p, either A ⊆ B or

B ⊆ A. A point p ∈ X is referred to as an end point in the classical sense if it is an

end point of every arc which contains it.

Next we provide the definition of a terminal subcontinuum. It should be noted

that there are many, sometimes conflicting, definitions attributed to the term “terminal
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subcontinuum”. The definition provided here is in common usage, but should not be

considered the standard definition.

Definition 3.16. Given a continuum X, a subcontinuum K of X is said to be terminal

in X if given any subcontinuum L of X such that K ∩L 6= ∅, either K ⊆ L or L ⊆ K.

In Definition 3.17 we introduce the hyperspace 2X as well as the Hausdorff metric.

The theory of Hyperspaces is a very active and interesting field of research in continuum

theory, although we do not delve into this area in this dissertation. We will, however,

make occasional use of the Hausdorff metric.

Definition 3.17. Let (X, d) be a bounded metric space. The hyperspace of closed

subsets of X, denoted 2X , is the collection of all non-empty closed subsets of X.

Let A ∈ 2X and r > 0. The generalized open ball of radius r about A is the set

Nd(r, A) = {x ∈ X : d(x, a) < r for some a ∈ A}. The Hausdorff metric for 2X

induced by d, denoted by Hd, is defined by H(A,B) = inf{r > 0 : A ⊆ Nd(r, B) and

B ⊆ Nd(r, A)} for all A,B ∈ 2X .

As indicated by the name, the Hausdorff metric is indeed a metric for 2X . For a

proof of this fact, the reader is referred to [18, Theorem 2.2]. When the metric from

which Hd is induced is obvious, we will adopt the convention of denoting the Hausdorff

metric by H.

Definition 3.18. Given a sequence {Ai}∞i=1 of subsets of a space X, we define the

limit inferior (or lower limit) of the sequence, denoted LiAi, by LiAi = {p ∈ X : if

U is an open set containing p then U ∩ Ai 6= ∅ for all but finitely many i}. The limit

superior (or upper limit) of the sequence, denoted LsAi, is defined by LsAi = {p ∈ X :

if U is an open set containing p then U ∩ Ai 6= ∅ for infinitely many i}. We say that

the sequence {Ai}∞i=1 is L-convergent to A in X (denoted LimAi = A) provided that

LiAi = LsAi = A.

When X is a compact Hausdorff space, the concept of L-convergence in X coin-

cides with the notion of convergence in 2X with respect to the Hausdorff metric [18,
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Theorem 4.7]. Since all of the spaces considered in this dissertation are compact and

metric, we may simply say that a particular sequence of closed subsets converges, and

there is no danger of ambiguity about the type of convergence to which we refer.

The first theorem we include states that the intersection of a nested family of

continua is itself a continuum. This is an extremely useful tool for constructing con-

tinua. This theorem is used in the proof of Theorem 3.23, which states that the inverse

limit of continua is a continuum.

Theorem 3.19. Let {Xi}∞i=1 be a sequence of continua such that Xi+1 ⊆ Xi for each

i = 1, 2, ..., and let X =
⋂∞
i=1 Xi. Then X is a continuum.

Proof. We begin by showing that X is nonempty. To that end, let pi ∈ Xi for each

positive integer i. Every point of the sequence {pi}∞i=1 is in X1, and so we may assume

that the sequence converges to some point p ∈ X1, by taking a subsequence if necessary.

Further, since for each k we have that pi ∈ Xk for all i ≥ k, we can see that p ∈ Xi

for all i, and hence that that p ∈ X. This completes that proof that X is nonempty.

It is clear that X is a closed subset of a metric space, and hence is itself compact and

metric.

We have left to show that X is connected. Suppose to the contrary that X is not

connected. Then there exist nonempty, closed (and hence compact), disjoint subsets

A and B of X such that A ∪ B = X. By normality of X1 we may find disjoint open

subsets V and W of X1 containing A and B respectively. Let U = V ∪W . We claim

that there exists a positive integer N such that Xi ⊆ U for all i ≥ N . Assuming

otherwise, we have that Xi 6⊆ U for all i, and hence we can find a sequence {qi}∞i=1 in

X1 − U such that qi ∈ Xi − U for each i. Since X1 − U is compact, We may assume

that {qi}∞i=1 converges to a point q ∈ X1 − U . Since qi ∈ Xi for each i = 1, 2, ...,

the point q must be in X, but this contradicts that q /∈ U . This justifies our claim

that there exists a positive integer N such that Xi ⊆ U for all i ≥ N . Notice that

A,B ⊆ X ⊆ XN , and so we see that XN ∩ V 6= ∅ and XN ∩ W 6= ∅. It follows
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that XN is not connected, which contradicts our assumption that XN is a continuum.

Therefore, we may conclude that X is connected, and hence a continuum. �
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3.3. INVERSE LIMITS

Here we will define the notions of an inverse sequence and the inverse limit of an

inverse sequence. Inverse limits of continua represent a powerful tool for constructing

continua, and are the central topic of this dissertation. It is worth noting that an

inverse sequence is a special case of the more general notion of an inverse system,

for which inverse limits are also defined. In this dissertation we work exclusively in

the more specific setting of inverse limits of inverse sequences, so we will omit the

definition of an inverse system. The curious reader is referred to the paper, Inverse

Limits [21], by Ingram for the definition of an inverse system, as well as some basic

theory relating to inverse limits of inverse systems.

Definition 3.20. An inverse sequence is a pair of sequences {Xi, fi}∞i=1 where each Xi

is a topological space, and each fi is a mapping with fi : Xi+1 → Xi. The spaces Xi

are called factor spaces, and the mappings fi are called bonding maps. Given positive

integers i,j such that i < j, we define the mapping fi,j : Xj → Xi by composing the

appropriate bonding functions; that is, fi,j = fi ◦ fi+i ◦ ... ◦ fj−1. Given an inverse

sequence {Xi, fi}∞i=1, the inverse limit of the inverse sequence, denoted by lim←−{Xi, fi},

is the subset of the product space
∏∞

i=1Xi defined by: lim←−{Xi, fi} =
{

(xi)
∞
i=1 ∈∏∞

i=1Xi : fi(xi+1) = xi for all i ∈ Z+
}

. For each positive integer n, we define a

function πn : lim←−{Xi, fi} → Xn by πn((xi)
∞
i=1) = xn for all (xi)

∞
i=1 ∈ lim←−{Xi, fi}. For a

given n, πn is referred to as the nth-projection. Notice that these functions are simply

the nth-projection maps defined on the product space
∏∞

i=1Xi restricted to the inverse

limit, and as such, they are continuous.

We will always assume that each Xi is equipped with a metric di which is bounded

by 1, and that the product space
∏∞

i=1Xi, and hence the inverse limit, is given the

“product metric”, given by d(x, y) =
∑∞

i=1
di(πi(x),πi(y))

2i . Throughout this paper, we

will use H to denote the Hausdorff metric on the inverse limit, and Hi to denote the

Hausdorff metric on the factor space Xi. When each factor space in an inverse sequence
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is the same space X and each bonding map is the same mapping f : X → X, we will

denote the inverse limit of the inverse sequence by lim←−{X, f}. In such a case, f induces

a self-homeomorphism of the inverse limit referred to as the shift homeomorphism. The

following theorem states this well-known fact, and provides the definition of the shift

homeomorphism.

Theorem 3.21. Let M = lim←−{X, f} where X is a topological space, and f : X →

X is a mapping. The function f̂ : M → M given by f̂((xi)
∞
i=1) = (f(xi))

∞
i=1 is a

homeomorphism.

The following theorem, which is often referred to as the Subsequence Theorem,

states that given any inverse sequence, we many “throw out” any collection of factor

spaces whose complement is not finite without affecting the inverse limit. We will

appeal to this theorem often throughout this paper. A proof of this theorem can be

found in [21, Corollary 1.7.1].

Theorem 3.22. Let {Xi, fi}∞i=1 be an inverse sequence, and let {ij}∞j=1 be a strictly in-

creasing sequence of positive integers. Then lim←−{Xi, fi} is homeomorphic to lim←−{Xij , fij ,ij+1
}.

In particular, given a single factor space X, and a mapping f : X → X, then lim←−{X, f}

is homeomorphic to lim←−{X, f
n} for each positive integer n.

Next we will show that an inverse limit of continua can be realized as the inter-

section of a nested sequence of subcontinua of the product space, and as such, is itself

a continuum.

Theorem 3.23. Let {Xi, fi}∞i=1 be an inverse sequence for which each factor space Xi

is a continuum. Then the inverse limit X = lim←−{Xi, fi} is a continuum.

Proof. For each positive integer n, let Gn =
{

(xi)
∞
i=1 ∈

∏∞
i=1Xi : fi(xi+1) = xi for

all i ≤ n
}

. For each n, we define a function hn : Gn →
∏∞

i=n+1 Xi by hn((xi)
∞
i=1) =

(xi)
∞
i=n+1 for all (xi)

∞
i=1 ∈ Gn. It is easy to verify that hn is a homeomorphism for each

n. Since the space
∏∞

i=n+1Xi is a cartesian product of continua, and hence a continuum

itself, Gn is a continuum for each positive integer i. It is clear that Gn+1 ⊆ Gn for
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each n, and that X =
⋂∞
n=1 Gn. Therefore, X is the intersection of a nested sequence

of continua and, by Theorem 3.19, is a continuum. �

The following lemma is used in the proof of Lemma 3.25, but will not find any

other further usage in this paper.

Lemma 3.24. (Ingram [21, Lemma 1.15]) Let X = lim←−{Xi, fi} where Xi is a compact

metric space for each positive integer i. Given ε > 0, there exists an arbitrarily large

positive integer N and a positive real number εN such that if C is a subset of XN

satisfying diamC < εN , then diamπ−1
N (C) < ε.

Proof. The metric d on X is given by d(x, y) =
∑∞

i=1
di(πi(x),πi(y))

2i . Let ε > 0. There

exists a positive integer M such that
∑∞

i=n 2−i < ε
2

for all n ≥ M . Let N be any

integer such that N ≥ M . For each i < N , the mapping fi,N is uniformly continu-

ous, so we may find a positive real number εN < ε
2

such that if xN , yN ∈ XN , then

di(fi,N(xN), fi,N(yN)) < ε
2
. Suppose C is a subset of XN satisfying diamC < εN , and

that x, y ∈ X such that πN(x), πN(y) ∈ C. Then dN(πN(x), πN(y)) < εN , and so

di(πi(x), πi(y)) < ε
2

for all i = 1, 2, ..., N . If follows that d(x, y) < ε. Since x and y

were arbitrary points in diamπ−1
N (C), we may conclude that diam π−1

N (C) < ε. �

The following lemma is a special case of a result by Ingram and can be found in

[23, Lemma 1.2] in its more general form. We will use Lemma 3.25 in the proofs of

theorems 3.45 and 4.20.

Lemma 3.25. (Ingram [23, Lemma 1.2]) Let X = lim←−{Xi, fi} where Xi is a continuum

for each positive integer i. Given ε > 0, there exists an arbitrarily large positive integer

N and a positive real number εN such that if A and B are subcontinua of X satisfying

HN(πN [A], πN [B]) < εN , then H(A,B) < ε.

Proof. Let ε > 0. By Lemma 3.24, there exists an arbitrarily large positive inte-

ger N and a positive real number εN such that if C is a subset of Xn satisfying

diamC < εN , then diam π−1
N (C) < ε

2
. Let A and B be subcontinua of X satisfying

HN(πN [A], πN [B]) < εN and let p ∈ A. For each positive integer i, let pi = πi(p),
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Ai = πi[A], and Bi = πi[B]. Since pN ∈ AN and HN(AN , BN) < εN , there ex-

ists a point qN ∈ BN such that dN(pN , qN) < εN . Let q be any point in BN such

that πN(q) = qN . Notice that diam({pN , qN}) = dN(pN , qN) < εN , so we have that

diamπ−1
N ({pN , qN}) < ε

2
. Clearly, p, q ∈ diamπ−1

N ({pN , qN}), so d(p, q) < ε
2
. Hence,

we have that for every p ∈ A, there exists q ∈ B such that d(p, q) < ε
2
, and so

A ⊆ Nd(
ε
2
, B). A similar argument shows that B ⊆ Nd(

ε
2
, A). Therefore we may

conclude that H(A,B) ≤ ε
2
< ε. �

Theorem 3.27, which is a corollary of [32, Theorem 2.7], provides a well known

condition which is sufficient for a particular interval mapping to generate an inde-

composable inverse limit. Before stating this theorem, we need to define a two pass

map.

Definition 3.26. A map f : [a, b] → [a, b] is referred to as a two-pass map if there

exists a point c ∈ [a, b] such that f [a, c] = f [c, b] = [a, b].

Theorem 3.27. If X = lim←−{[a, b], f} where fn is a two-pass map for some n, then X

is indecomposable.

The next theorem, which was proven by C. E. Capel, tells us any inverse limit

on intervals with monotone bonding maps produces an arc.

Theorem 3.28. (Capel [7]) If X = lim←−{Xi, fi} where each Xi is a closed interval,

and each fi is monotone and surjective, then X is an arc.

Next, we state Theorem 3.29, which provides an extremely useful tool for study-

ing inverse limits on intervals. This theorem is originally due to Bennett and appears

in its original form in [5]. A proof of the theorem in the form in which it appears here

can be found in [20].

Theorem 3.29. (Bennett) Suppose f : [a, b]→ [a, b] is a surjective mapping and d is

a point between a and b such that:

1. f [d, b] ⊆ [d, b],
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2. f is monotone on [a, d], and

3. there is a positive integer n such that fn[a, d] = [a, b].

Then lim←−{[a, b], f} is the union of a topological ray R and a continuum K = lim←−{[d, b], f |[d,b]}

such that cl(R)−R = K.

We close this section by noting that theorems 3.28 and 3.29 can be used to show

that the inverse limit of either of the two mappings whose graphs are pictured later

in 3.3 is a ray limiting to an arc, similar to the sin( 1
x
)-curve. It is in fact known that

either inverse limit is precisely the sin( 1
x
)-curve, though we do not prove that here.

3.4. MARKOV MAPS

In this subsection, we will provide definitions and results relating to an important

class of functions referred to as Markov maps.

Definition 3.30. A mapping f : [a, b]→ [a, b] is said to be Markov with respect to A

for a given partition A = {a = a1 < a2 < ... < am = b} of [a, b] if f [A] ⊆ A and f

restricted to [ai, ai+1] is monotone for each i = 1, ...,m − 1. The set A is called the

Markov partition associated with f . We say that a mapping f : [a, b]→ [a, b] is Markov

if there exists a Markov partition A such that f is Markov with respect to A.

The map whose graph is pictured in Figure 3.1 is an example of a Markov map.

The inverse limit of this map is the well-known Brouwer-Janiszewski-Knaster Con-

tinuum, also known as the BJK Continuum, or the Buckethandle Continuum. This

continuum is an indecomposable continuum, and each of its proper subcontinua is an

arc.

The following observation about Markov maps will see much use in Section 4.

Observation 3.31. If f : [a, b]→ [a, b] is Markov with respect to A, then ω(A, f) ⊆ A,

and f maps A bijectively onto itself.

Proof. It can be seen that ω(A, f) =
⋂∞
i=1 f

i[A], and so ω(A, f) ⊆ A. The set A is

finite and invariant under f , and so if follows that f is one-to-one on A. �
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Before further discussing the properties of Markov maps, we introduce the notion

of a turning point of an interval map. It can be seen from the following definition that

a turning point is a specific type of local extremum.

Definition 3.32. Given a mapping f : [a, b]→ [c, d], we say that p ∈ [a, b] is a turning

point of f if there is a subinterval J ⊆ [a, b] containing p in its interior such that the

following conditions are satisfied:

1. f [J ] is a nondegenerate interval having f(p) as an end point, and

2. if C is any component of J − {p}, then f [C] is nondegenerate.

For an example illustrating the turning points of a mapping, refer to Figure 3.2.

In Figure 3.2, the turning points of f are p1, p4, p5, and the points in the interval

[p2, p3].

In this paper, we will primarily be concerned with mappings which have a fi-

nite number of turning points. We make the following observations concerning such

mappings.

Observation 3.33. Let f : [a, b] → [c, d] be a non-constant mapping with a finite

number of turning points. Note the following:

Figure 3.1. The BJK Continuum.
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Figure 3.2. Turning points

1. The points a and b are both turning points of f .

2. The mapping f fails to be monotone on some interval I ⊆ [a, b], if and only if I

contains a turning point in its interior.

3. If p is a turning point of f , then J may be chosen in such a way that if C1 and

C2 are components of J −{p}, then f [C1] = f [C2] and f is monotone on C1 and

C2.

4. If f : [a, b]→ [a, b] is Markov with respect to A ⊆ [a, b] and p is a turning point

of f , then f(p) ∈ A.

Item 4 of Observation 3.33 addresses what is perhaps the most important char-

acteristic of Markov maps. If f is Markov with respect to A, then every turning point

of f maps into A under f . Since A is finite and invariant, it follows that each turning

point eventually maps onto a periodic point.
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Notice that if f is Markov with respect to A, and p is an element of A whose

orbit does not contain any critical points, then the entire orbit of p may be removed

from A, and the remaining points will still provide a Markov partition for f . This

observation motivates the following definition.

Definition 3.34. Let f : [a, b] → [a, b] be Markov with respect to A. A point p ∈ A

is essential with respect to f if Orbit(p, f) contains a turning point of f . Otherwise,

we say that p is inessential. We say that A is an essential Markov partition for f if

each point in A is essential.

Observation 3.35. Let f : [a, b] → [a, b] is a Markov map, and denote by Tf the

collection of all turning points of f . Then A = Tf ∪
(⋃∞

n=1 f
n[Tf ]

)
is the only essential

Markov partition for f .

To simplify the statement of the statement of Theorem 3.37, and the language

used in situations where this theorem applies, we introduce the following definition.

Definition 3.36. Let f : [a, b]→ [a, b] and g : [c, d]→ [c, d] be Markov maps. We say

that f and g follow the same pattern if there exist Markov partitions A = {a = a1 <

a2 < ... < an = b} and B = {c = b1 < b2 < ... < bn = d} for f and g respectively such

that f(ai) = aj if and only if g(bi) = bj.

The following theorem, due to Raines, states that any two Markov maps which

follow the same pattern will generate homeomorphic inverse limits. In particular, given

a Markov map f , we may change the spacing of the partition points and change the

slope of f on the components of the complement of the Markov partition in any way

that preserves monotonicity, without changing the inverse limit.

Theorem 3.37. (Raines [34, Corollary 3.2.1]) Let each of f : [a, b] → [a, b] and

g : [c, d]→ [c, d] be Markov maps which follow the same pattern. Then lim←−{[a, b], f} is

homeomorphic to lim←−{[c, d], g}.

Raines’ theorem provides an an extremely useful tool for simplifying the study of

inverse limits with Markov bonding maps as it allows us to represent any such inverse
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Figure 3.3. Raines’s Theorem

limit as an inverse limit with a piecewise linear Markov bonding map (See Figure 3.3).

We will use this theorem extensively throughout this paper.

The following technical lemma is used to prove Theorem 3.39, which is a modifi-

cation of Raines’s theorem. Theorem 3.39 will be used later in the proof of Corollary

4.15.

Lemma 3.38. Let f1, f2 : [a, b] → [a, b] and g1, g2 : [c, d] → [c, d] be mappings, and

let A = {a = a1 < a2 < ... < an = b}, B = {c = b1 < b2 < ... < bn = d},

C = {a = c1 < c2 < ... < cm = b}, and D = {c = d1 < d2 < ... < dm = d} be partitions

of [a, b] and [c, d]. Assume further that the following conditions are satisfied:

1. f1 and g1 are Markov with respect to A and B respectively,

2. f1(ai) = aj if and only if g1(bi) = bj,

3. f2[C] ⊆ A and g2[D] ⊆ B (and thus A ⊆ C and B ⊆ D),

4. f2 and g2 are Markov with respect to C and D respectively,

5. for any i = 1, ..., n − 1, the number of elements of C in [ai, ai+1] is equal to the

number of elements of D in [bi, bi+1], and
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6. f2(ci) = aj if and only if g2(di) = bj.

Then there are partitions P = {a = p1 < p2 < ... < pk = b} and Q = {c = q1 < q2 <

... < qk = d} such that if f = f2 ◦ f1 and g = g2 ◦ g1, then:

i. f [P ] ⊆ A and g[Q] ⊆ B (and thus A ⊆ P and B ⊆ Q),

ii. f and g are Markov with respect to P and Q respectively,

iii. for any i = 1, ..., n− 1, the number of elements of P in [ai, ai+1] is equal to the

number of elements of Q in [bi, bi+1], and

iv. f(pi) = aj if and only if g(qi) = bj.

Proof. Define P to be a partition of [a, b] containing every point in A and exactly one

point from each component of g−1
1 (C) which does not intersect A. In a similar fashion,

define Q to be a partition of [c, d] containing every point in B and exactly one point

from each component of f−1
1 (D) which does not intersect B. Denote the elements of

P and Q by P = {a = p1 < p2 < ... < pk = b} and Q = {c = q1 < q2 < ... < qk = d}.

We shall establish claims i-iv one at a time.

(i) It is clear from the definition of P and Q that f1[P ] = C and g1[Q] = D, and

so f [P ] = f2[f1[P ] = f2[C] ⊆ A and g[Q] = g2[g1[Q] = g2[D] ⊆ B.

(ii) Notice that A ⊆ P , and so invariance of P under f follows from (i). Let

J1 = [pi, pi+1] for some i = 1, ..., k − 1, and let J2 = f1[J1].

The only points in the interval J1 which could be in A are the end points of J1,

from which it follows that f is monotone on J1. Also, it is clear from the definition of

P that pi and pj+1 map onto consecutive members of C, so we see that J2 = [cj, cj+1]

for some j = 1, 2, ...,m − 1, and hence that f2 is monotone on J2. The composition

of monotone maps is monotone and f |J1 = f2|J2 ◦ f1|J1 , so we may conclude that f

is monotone on J1. Since our choice of i was arbitrary, we see that f is Markov with

respect to P . A similar argument shows that g is Markov with respect to Q.

(iii) Let I = [al, al+1] and J = [bl, bl+1] for some l = 1, .., n − 1. Condition (1)

of our hypothesis tells us that the end points of f1[I] and g1[J ] are points in A and

B, respectively. Further, Condition (2) allows us to conclude that if f1[I] = [aN , aM ]
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for some 1 ≤ N < M ≤ n, then g1[J ] = [bN , bM ]. Since f1 is monotone on I, the

pre-image of any point in f1[I] has exactly one component intersecting I, and so it

follows from the definition of P that |I ∩ P| = |f1[I] ∩ C| = |[aN , aM ] ∩ C|. Similarly,

we see that |J ∩Q| = |g1[J ] ∩D| = |[bN , bM ] ∩D|. We may then use Condition (5) to

conclude that |I ∩ P| = |J ∩Q|.

(iv) Let I = [al, al+1] and J = [bl, bl+1] for some l = 1, .., n− 1. Since A ⊆ P and

B ⊆ Q, we see that the end points of I and J are members of P and Q respectively.

Applying (iii) we can see that if N and M are integers such that I = [pN , pM ], then

J = [qN , qM ]. LetK and L be positive integers such that f1(pN) = cK and f1(pM) = cL.

It follows from conditions (2) and (5) that g1(qN) = dK and g1(qM) = dL. The mapping

f1 is monotone on I and g1 is monotone on J , so we may conclude that for N ≤ i ≤M ,

we have f1(pi) = cj if and only if g1(qi) = dj. In fact, since our initial choice of l was

arbitrary, we in fact have that f1(pi) = cj if and only if g1(qi) = dj for any i and j.

Applying Condition (6), we see that f(pi) = aj if and only if g(qi) = bj. �

Theorem 3.39. Let f = fm ◦ fm−1 ◦ ... ◦ f1 and g = gm ◦ gm−1 ◦ ... ◦ g1 where for each

i = 1, 2, ...,m, fi is a mapping from [a, b] to itself and gi is a mapping from [c, d] to

itself. Let A = {a = a1 < a2 < ... < an = b} and B = {c = b1 < b2 < ... < bn = d} be

partitions of [a, b] and [c, d]. Assume that for each i, fi is Markov with respect to A

and gi is Markov with respect to B, and for any j = 1, 2, ..., n, we have fi(aj) = ak if

and only if gi(bj) = bk. Then lim←−{[a, b], f} is homeomorphic to lim←−{[c, d], g}.

Proof. By repeatedly applying Lemma 3.38, we obtain partitions P = {a = p1 < p2 <

... < pk = b} and Q = {c = q1 < q2 < ... < qk = d} such that f is Markov with

respect to P and g is Markov with respect to Q, and for each i, f(pi) = pj if and only

if g(qi) = qj. Applying Theorem 3.37 produces the desired result. �

The following theorem provides a necessary and sufficient condition for a point

to be a turning point of a mapping which is defined as the composition of mappings,

and will be applied later in the proof of Theorem 4.5.
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Lemma 3.40. Let f = fk ◦ ... ◦ f1, where f1, ..., fk are mappings from [a, b] onto itself

such that for each i = 1, ..., k, fi has only finitely many turning points and is nowhere

locally constant. Let p1 ∈ [a, b], and for each i = 1, ..., k, set pi+1 = fi(pi). Note that

pk+1 = f(p1). The point p1 is a turning point for f if and only if there is an n = 1, ..., k

such that pn is a turning point for fn.

Proof. We begin by assuming that there does not exist an integer n ∈ {1, ..., k} such

that pn is a turning point for fn. We will show that this assumption leads to the

conclusion that p1 is not a turning point of f .

For each i = 1, 2, ..., k, fi has only finitely many turning points, so we may find

intervals J1, J2, ..., Jk such that for each i, Ji contains pi in its interior, and contains

no turning points. Observation 3.33.2 tells us that fi is monotone of Ji for each i.

Since each fi is nowhere locally constant, we see that fi[Ji] is a nondegenerate interval

containing f(pi) = pi+1 for each i = 1, 2, ..., k − 1. For each such i, the fact that pi is

not a turning point of fi leads us to deduce that pi+1 is not an end point of fi[Ji], and

hence lies in the interior of fi[Ji]. Continuity of the mappings fi, and the fact that each

fi is monotone on Ji, allows us to define our intervals Ji in such a way that fi[Ji] = Ji+1

for each i = 1, 2, ..., k − 1. It then follows that f |J1 = fk|Jk
◦ fk−1|Jk−1 ◦ ...f1|J1 . Since

f |J1 is the composition of monotone mappings, f itself is monotone on J1. Since p1 is

in the interior of J1, if follows from Observation 3.33.2 that p1 is not a turning point

for f . Thus, we have proven that if p1 is a turning point for f , then pn must be a

turning point for fn for some n = 1, ..., k.

Now we assume that there is some n = 1, ..., k such that pn is a turning point

for fn. Since pn is a turning point of fn, we may find an interval Ln containing pn in

its interior such that fn[Ln] is a nondegenerate interval having f(pn) as an end point,

and if C is any component of J−{p}, then fn[C] is nondegenerate and fn is monotone

on C. For each i ∈ {n, n + 1, ..., k}, let Li+1 = fi[Li]. For each such i, the interval Li

contains the point pi, which may be a turning point for fi. But since each fi has only

finitely many turning points, we may, without loss of generality, choose Ln to be small

enough to ensure that for each i = n, ..., k, Li contains at most one turning point for
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the map fi, which would have to be pi, assuming pi is a turning point of fi. By the

continuity of the functions fi, we may find an interval J1 containing p1 in its interior

such that (fn−1 ◦ ... ◦ f1)[J1] ⊆ Ln. For each i = 1, ..., k, let Ji+1 = fi[Ji]. Again, we

may assume that J1 is small enough that each Ji contains at most one turning point

of fi, which, if it exists, would have to be pi. One can see that for each i = n, ..., k,

Ji ⊆ Li, and that pn+1 is an end point of the interval Jn+1. Since each fi is nowhere

constant, f [J1] = Jk+1 is a nondegenerate interval which contains f(p1) = pk+1. It

follows from the facts that pn+1 is an end point of Jn+1 and that for any i = 1, ..., k,

the only possible turning point for fi in Ji is pi, that f(p1) is an end point of f [J1],

and that f is monotone on any component of J1 − {p1}. Hence, we conclude that p1

is a turning point for f . �

Theorem 3.41, which is due to Ryden, will provide two separate conditions, each

of whose satisfaction by a particular Markov map is both necessary and sufficient for

that map to produce an indecomposable inverse limit.

Theorem 3.41. (Ryden [35, Theorem 3.4]) Let X = lim←−{[a, b], f} where f : [a, b] →

[a, b] is a Markov map. The following are equivalent:

1. X is indecomposable.

2. fn is a two pass map for some n.

3. f has at least three maximal periodic subcontinua.

The following theorem of Holte does not explicitly relate to inverse limits of

Markov maps, or even inverse limits on intervals, though it is a useful tool for proving

that certain maps generate inverse limit spaces which are homeomorphic to inverse

limits with Markov bonding maps.

Theorem 3.42. (Holte [17, Lemma 1.1]) Suppose that f and g are mappings from a

metric space X into itself, and A1, ..., Am are closed disjoint subsets of X such that:

1. f(x) = g(x) for all x ∈ X −
⋃m
i=1Ai,

2. diam(fk[Ai])→ 0 and diam(gk[Ai])→ 0 as k →∞ for i = 1, ...,m,
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3. for each i = 1, ...,m, there exists j such that f(Ai) ∪ g(Ai) ⊆ Aj.

Then the shift homeomorphisms on lim←−{X, f} and lim←−{X, g} are topologically

conjugate, and hence the inverse limits are homeomorphic.

3.5. KELLEY CONTINUA

Definition 3.43. Given a continuum X and a point p ∈ X, X is said to be Kelley

at p (or alternately, to have the property of Kelley at p), provided that for each sub-

continuum K of X containing p and for each sequence {pn}∞n=1 converging to p, there

is a sequence of subcontinua {Kn}∞n=1 converging to K such that pn ∈ Kn for each n.

A continuum is said to be a Kelley continuum (or alternately, to have the property of

Kelley), if it is Kelley at each of its points.

Since we assume a continuum to be metric, the following observation follows

directly from the previous definition.

Observation 3.44. A continuum X is Kelley at p ∈ X if and only if for each subcon-

tinuum K of X containing p and for each ε > 0, there exists δ > 0 such that if q ∈ X

satisfying d(p, q) < δ, then there exists a subcontinuum L of X containing q such that

H(K,L) < ε, where H represents the Hausdorff metric on C(X).

The following theorem states that being a Kelley continuum is preserved under

the inverse limit operation when the bonding mappings are confluent. It is due to W.

J. Charatonik and originally appeared in the paper Inverse limits of smooth continua

[12], although the proof given here is different from that given by Charatonik. The

theorem also appears in [24], with the proof provided here.

Theorem 3.45. Let {Xi, fi} be an inverse sequence where for each i = 1, 2, ..., the

factor space Xi is a Kelley continuum and the bonding map fi is confluent. Then the

inverse limit X = lim←−{Xi, fi} is a Kelley continuum.
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Proof. Let p ∈ X, let K be a subcontinuum of X containing p, and let ε be a positive

real number. For each i = 1, 2, ..., we set pi = πi(p) and Ki = πi[K]. Let N be a

positive integer and εN be a positive real number such that if A and B are subcontinua

of X satisfying HN(πN [A], πN [B]) < εN , then H(A,B) < ε, as guaranteed by Lemma

3.25. Since XN is a Kelley continuum we may find η > 0 such that if y ∈ XN satisfying

dN(pN , y) < η, then there exists a subcontinuum Y of XN such that HN(KN , Y ) < εN .

Let δ > 0 such that if a, b ∈ X satisfying d(a, b) < δ, then dN(πN(a), πN(b)) < η.

Choose q ∈ X such that d(q, p) < δ, and for each i = 1, 2, ... set qi = πi(q). Since

d(q, p) < δ, we have that dN(pN , qN) < η, and hence that there exists a subcontinuum

LN of XN containing qN such that HN(KN , LN) < εN . For each i = 1, 2, ..., N − 1, let

Li = fi,N [LN ] and for each i = N + 1, N + 2, ..., let Li be the component of f−1
i,N(LN)

which contains qi. Now, define a subcontinuum L of X by L = lim←−{Li, fi|Li+1
}. Notice

that q ∈ L. From the definition of the sets Li, and the fact that each bonding map fi

is confluent, it follows that fi|Li+1
is surjective for each i, and hence that πi[L] = Li

for each positive integer i. Since HN(KN , LN) < εN , we have that H(K,L) < ε, and

thus may conclude that X is a Kelley continuum. �

3.6. DECOMPOSITIONS

In this subsection, we will discuss upper semi-continuous decompositions, which

provide a useful technique for constructing continua. We begin by defining the notion

of a decomposition space.

Definition 3.46. Let X be a topological space. A partition of X is a collection

D of nonempty, mutually disjoint subsets of X whose union is X. The collection

T (D) = {U ⊆ D :
⋃
U is open in X} provides a topology for D. Such a topology is

called the decomposition topology, and when D is equipped with this topology, we refer

to it as a decomposition space, or simply a decomposition of X. We define the natural

map P : X → D by setting P (x) equal to the unique element of D which contains
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x. We say that D is an upper semi-continuous decomposition if the natural map P is

closed.

The following theorem explains why upper semi-continuous decompositions are

of particular importance in the theory of continua. A proof of the theorem can be

found in [32].

Theorem 3.47. Any upper semi-continuous decomposition of a continuum is itself a

continuum.

Let X be a continuum, K be any subcontinuum of X, and DK = {K}∪{{p} : p ∈

X −K}. It is well known that this decomposition space is an upper semi-continuous

decomposition. This decomposition space is typically denoted by X/K. Intuitively,

one may imagine X/K being obtained from X by shrinking K to a point.

In this paper, we will use a slight generalization of this notion. Let K be a finite

collection of pairwise disjoint subcontinua of a continuum X, and let K denote the

union of the members of K. Let DK be the partition of X given by DK = K ∪ {{x} :

x ∈ X − K}. We denote the decomposition space (DK, T (DK)) by X/K. It follows

from the previous paragraph that X/K is an upper semi-continuous decomposition,

and can be obtained from X by shrinking each subcontinuum in K to a separate point.

Now, assume that X is a continuum, and f is a mapping from K onto itself.

Assume further that K is periodic with respect to f and let K = Orbit(K). In this

case, we define a mapping f/K from X/K onto itself in a natural way: If A,B ∈ X/K,

then (f/K)(A) = B if and only if f [A] ⊆ B.
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4. PERMUTATION MAPS

In [22] Ingram introduced a family of Markov maps whose members are based

on permutations. Our goal in this section, and the primary goal if this paper, is to

conduct a study of the topological properties of the inverse limits generated by such

Markov maps. In particular, we study indecomposability, end points, subcontinua, and

the property of Kelley for such inverse limits. We begin by providing the definition of

a permutation map. As is standard, for a given positive integer n, we denote the set

of all permutations of degree n by Sn.

Definition 4.1. Let n ≥ 2 be an integer. For 1 ≤ i ≤ n, let ai = i−1
n−1

and let

An = {a1, ..., an}. Given σ ∈ Sn, we define the permutation map associated with σ,

fσ : [0, 1]→ [0, 1], by first setting fσ(ai) = aσ(i) for each ai ∈ An, and then extending

fσ linearly to the rest of the interval. Let Sn denote the family of all permutation maps

generated by permutations in Sn, and let Scn denote the family of all finite compositions

of members of Sn.

Is is clear from the definition that any permutation map f ∈ Sn is Markov with

respect to An, and that An is not only invariant under f , but strongly invariant (that

is, f [An] = An). It is not the case that every Markov map which maps its Markov

partition onto itself is a permutation map. The partition points may not be evenly

spaced, or the the function might not be piecewise linear. However, in light of Theorem

3.37, if we are studying an inverse limit using such a Markov map, then we may instead

consider the inverse limit using the permutation map which “follows the same pattern”

on its partition.

In [22], Ingram began a study of inverse limits on [0, 1] with a single bonding map

chosen from the permutation family. Though he gave some general results concerning

the topology of such continua, Ingram focused his study on inverse limits with maps

chosen from S3, S4, and S5. For each of these maps, he gave detailed information

about the continuum it generated, including whether or not it is indecomposable, the
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number of its end points, and a description of its subcontinua. A table containing

brief descriptions of each of the continua in Sn for 2 ≤ n ≤ 5 appears in the appendix

of this dissertation. In a later paper [24, Section 5] Ingram established that each of

these continua are Kelley.

In [33], Ingram posed the problem of classifying the continua which can be rep-

resented as an inverse limit on [0, 1] using a single permutation map f from Sn for

arbitrary n, and in [23],[24],[25],and [33, page 296], has asked if all permutation maps

produce inverse limits which are Kelley continua (though he credits the latter question

to W. J. Charatonik). In this section, we address each of these questions. Though we

do not provide a complete classification of such inverse limit spaces, we shall provide

methods for determining when such an inverse limit space is indecomposable, how

many end points it has (in terms of he standard definition, and in the classical sense),

and what sort of subcontinua it contains. We also show that each such inverse limit

is a Kelley continuum, providing an affirmative answer to Charatonik’s question.

Most of the results we develop will apply not only to inverse limits generated

by single permutation maps, but also to inverse limits generated by the composition

of such maps. We will show that this widening of scope is in fact necessary to be

able to fully understand the topological properties of the subcontinua of inverse limits

generated by only a single permutation map.

To facilitate our discussion, we introduce the following notation.

Notation. For each n ≥ 2, we define families of continua Mn and M c
n as follows:

Mn = {X : X is homeomorphic to lim←−{[0, 1], fσ} for some fσ ∈ Sn}

Mc
n = {X : X is homeomorphic to lim←−{[0, 1], f} for some f ∈ Scn}

Further, let M =
⋃∞
n=1Mn and Mc =

⋃∞
n=1Mc

n.

We begin our investigation of the families M and Mc with the following obser-

vation.
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Observation 4.2. Assume that X = lim←−{[0, 1], f} where f ∈ Scn for some n ≥ 2. If

p ∈ An has period k and is inessential with respect to f , then X ∈Mc
n−k. Additionally,

if f ∈ Sn, then X ∈Mn−k.

Proof. Since p is inessential, we may remove it and each point in its orbit from An

and have a Markov partition for f containing n − k points. On the new partition,

the mapping f will follow the same pattern as a mapping g in either Sn−k or Scn−k
(depending on whether we started with a permutation map, or a composition of per-

mutation maps). Then we may apply Theorem 3.37 (Raines’ Theorem) to obtain to

desired result. �

Knowing the smallest n for which a continuum X is in the familyMc
n will provide

us with some useful topological information about X. In particular, if n is the smallest

integer such that X ∈ Mc
n, then X has exactly n end points in the classical sense.

This will be established later in Corollary 4.10.

As we shall see, the family M is not closed with respect to subcontinua. We

will formally demonstrate this in observations 4.3 and 4.4 by showing that there is a

continuum in Mc which is not in M, and then showing that every continuum in Mc

appears as a subcontinuum of some member ofM. As we show later in Theorem 4.19,

the familyMc is in fact closed with respect to subcontinua. For these reasons, we will

focus much of our discussion on this larger family.

Observation 4.3. There is a continuum X ∈Mc such that X /∈M.

Proof. Let fσ and fγ be permutation maps from S4 associated with the permutations

σ = (234) and γ = (24), and let f ∈ Sc4 be given by f = fσ ◦ fγ. The graph of this

mapping is pictured in Figure 4.1. Let X = lim←−{[0, 1], f} ∈ Mc. Applying Bennett’s

Theorem 3.29, one can see that X is a topological ray limiting to a sin( 1
x
)-curve.

We actually do not yet have the machinery in place to show that X /∈ M. We will

eventually see, by way of Theorem 4.10, that since X has 4 end points in the classical

sense, if X ∈ M, then X would have to be in M4. In [22] Ingram specified each

continuum inM2,M3,M4, andM5. A table detailing the continua in these families
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has been provided in the appendix. It can be seen from this table that X is not

homeomorphic to any continuum in M4. �

Observation 4.4. If K ∈ Mc
n for some integer n ≥ 2, then there exists an integer

m ≥ n and an X ∈Mm such that K is homeomorphic to a subcontinuum of X.

Proof. Let n ≥ 2 be an integer, and let K ∈ Mc
n. Then K is homeomorphic to

lim←−{[0, 1], f} where f = fk ◦ fk−1 ◦ ... ◦ f1 for some f1, ..., fk ∈ Sn. Let m = kn. We

will construct g ∈ Sm such that X = lim←−{[0, 1], g} contains a homeomorphic copy of

K.

Denote the members of Am by Am = {0 = a1 < a2 < ... < am = 1}, and for

each integer i such that 1 ≤ i ≤ k, let Ji = [akn−k+1, akn]. The Ji’s form a collection

of disjoint subintervals of [0, 1] whose union contains every element of Am. For each

Figure 4.1. Composition of fσ and fγ
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1 ≤ i < k, set α(i) = i+1 if i < k, and set α(k) = 1. For each such i, let φi : Ji → [0, 1]

and ψi : [0, 1]→ Jα(i) be linear homeomorphisms, and define a function f ∗i : Ji → Jα(i)

by f ∗i = ψi ◦ fi ◦ φi. We now define g : [0, 1]→ [0, 1] by setting g(x) = f ∗i (x) if x ∈ Ji

for some i, and then extending g linearly to the rest of the interval. Loosely speaking,

the effect of this construction is to place a “copy” of the graph of each fi in the square

Ji × Jα(i). See Figure 4.2.

Let X = lim←−{[0, 1], g}. It can be seen that g is a permutation map with Markov

partition Am, and hence that X ∈Mm. Further, it is not difficult to see that for each

1 ≤ i ≤ k, the subinterval Ji is mapped back onto itself under gk, and that gk|J1 is

conjugate to f . It follows that K = lim←−{[0, 1], f} is homeomorphic to lim←−{J1, g
k|J1},

and hence to a subcontinuum of X. In fact, one may show that X contains k disjoint,

homeomorphic copies of K. �

Figure 4.2. Sketch of the graph of g from Observation 4.4 with k=4
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It should be made clear that a mapping f ∈ Scn is not, in general, a permutation

map. However, as we note in the following Observation, if f ∈ Scn, then f is Markov

with respect to some partition P such that An ⊆ P , and ω(P , f) = An.

Observation 4.5. If f ∈ Scn for some integer n ≥ 2, then f is Markov with respect to

some partition P such that An ⊆ P, and ω(P , f) = An.

Proof. Fix n ≥ 2, and let f ∈ Scn. Then f = fk ◦ fk−1 ◦ ... ◦ f1 for some permutation

maps f1, f2, ..., fk ∈ Sn. Since fi[An] = An for each i ∈ {1, 2, ..., k}, we see that

f [An = An. It follows immediately from Lemma 3.40 that if p is a turning point for

f , then f(p) ∈ An. If fσ is any permutation map and p ∈ [0, 1], then the pre-image

of p under fσ is finite, from which it follows that Tf , the set of turning points of f , is

finite. Let P = Tf ∪An. Then f [P ] = f [Tf ]∪ f [An] = An ⊆ P . Since P contains each

turning point of f , and maps into itself under f , we see that f is Markov with respect

to P . Also, since f [P ] = An, we have that fm[P ] = An for each positive integer m,

and hence ω(P , f) = An. �

In the rest of this section, we will provide several results relating to inverse

limits with Markov bonding maps, and then apply these results specifically to the

cases in which the bonding maps are permutation maps, or compositions of such. The

following observation, provides an important tool for working with inverse limits of

inverse sequences with Markov bonding maps.

Observation 4.6. Let X = lim←−{[a, b], f}, where f : [a, b] → [a, b] is Markov with

respect to some partition P, and let A = ω(P , f). If K is a subcontinuum of X, then

|πi[K] ∩ A| ≥ |πi+1[K] ∩ A| for each positive integer i. As a result, |πi[K] ∩ A| is

eventually constant.

Proof. This observation follows immediately from the fact that f is one-to-one on A,

which was noted in Observation 3.31. �

The results of Observation 4.6 will be used frequently in subsequent proofs. To

simplify the language in these proofs, we will introduce some special notation for the
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limiting value of |πi[K] ∩ A|, the number of points of A which are contained in the

projections of K.

Notation. Let X = lim←−{[a, b], f}, where f : [a, b] → [a, b] is Markov with respect

to some partition P , and let A = ω(P , f). Let C(X) denote the collection of all

subcontinua of X. We define the function Φ : C(X)→ N by Φ(K) = lim |πi[K]∩A| =

min{|πi[K] ∩ A| : i is a positive integer}.

Before moving on to establish results concerning the inverse limits of Markov

maps, we introduce one last piece of notation that we will use throughout this section.

Notation. Let A = {a = a1 < a2 < ... < an = b} be a partition of the interval [a, b].

We denote by I(A) the collection of all nondegenerate subintervals of [a, b] whose end

points are elements of A.

4.1. END POINTS

In this subsection, we will discuss the end points of inverse limits with Markov

bonding maps. The main result of this section appears as Corollary 4.10, which pro-

vides a method of determining exactly how many end points in the classical sense that

such an inverse limit contains.

Theorem 4.7. Let X = lim←−{[a, b], f}, where f : [a, b] → [a, b] is a nowhere locally

constant Markov map. Denote by P some Markov partition of f , and set A = ω(P , f).

Let K be a subcontinuum of X. If Φ(K) = 0, then K is an arc. If Φ(K) = 1, and

|πN [K] ∩ P| = 1 for some positive integer N , then K is an arc. Furthermore, if

p = (p1, p2, ...) ∈ K such that pi ∈ A for each i, and pk is a turning point of f for

some positive integer k, then p is an end point of K.

Proof. For each positive integer i, set Ki = πi[K]. By using the Subsequence Theorem

3.22, we may assume without loss of generality that |Ki∩A| = Φ(K) for each positive

integer i. We first consider the case where Φ(K) = 0, and hence Ki∩A = ∅ for each i.

There exists a positive integer M such that fM [P ] = A, so Ki∩P = ∅ for each i > M .
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By again appealing to the Subsequence Theorem, we may assume this to be true for

all i. Since each turning point of f must reside in P , we see that for each i =∈ Z+, the

interval Ki contains no turning points for f , and hence f |Ki+1 is monotone for each

positive integer i. It follows from Theorem 3.28 that K = lim←−{Ki, f |Ki+1
} is an arc.

Now assume that Φ(K) = 1 and that there exists a positive integer N such

that |KN ∩ P| = 1. Applying the Subsequence Theorem, we may as well assume

that N = 1. For each positive integer i, let pi denote the unique point in Ki ∩ A.

Notice that since f [A] = A, it must be the case that pi = f(pi+1) for each i. Since

|K1 ∩ P| = |K1 ∩ A| = 1, it is clear that K1 ∩ P = K1 ∩ A = {p1}. Our next step is

to use an inductive argument to show that Ki ∩ P = Ki ∩ A = {pi} for each positive

integer i. Assume this to be true for some positive integer M . By way of contradiction,

assume that KM+1 contains points of the partition P other than pi+1. Since P is finite,

we may choose a point q ∈ KM+1∩P such that there are no points of P between q and

pi+1. Since q ∈ KM+1 ∩P , we see that f(q) ∈ KM ∩P = {pM}, and so f(q) = f(pi+1).

Since f is nowhere locally constant, the fact that q and pi+1 map to the same point

under f indicates that there must be a turning point between q and pi+1, which is

contrary to our selection of q. Hence, we see that if Ki ∩ P = Ki ∩ A = {pi} i = M ,

then the same is true for i = M + 1. Since the statement is true for i = 1, we see that

Ki ∩P = Ki ∩A = {pi} for each positive integer i. Thus, for each i, the only point in

Ki which could possibly be a turning point of f is pi.

It is clear that if pi is not a turning point for any positive integer i, then f |Ki+1

is monotone for each i, and Theorem 3.28 tells us that K is an arc. So, we assume

that there is a positive integer n such that pn is a turning point of f . Since f acts as

a permutation on the members of A, we see that pi = pn for infinitely many positive

integers i, and so we may choose n to be arbitrarily large. Since pn is a turning point

and there are no other turning points in Kn, we see that pn−1 must be an end point

of the arc Kn−1. Furthermore, as pi is the only possible turning point in Ki for any

given i, it then follows that pi is an end point of Ki for all i < n. Since n may be

chosen to be arbitrarily large, we in fact have that pi is an end point of Ki for every
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positive integer i. Hence, f |Ki+1
is monotone for each such i, and K is an arc.

Let p = (p1, p2, ...) ∈ K. We have left to show that in the last case, in which we

assume that pn is a turning point for some n, the point p is an end point of the arc K.

This follows directly from the fact that pi is an end point of Ki for each i. If A and

B are subcontinua of K, then for each positive integer i, Ai = πi[A] and Bi = πi[B]

are subintervals of Ki containing pi, and so either Ai ⊆ Bi for all i, or Bi ⊆ Ai for all

i. �

Theorem 4.7 has three immediate corollaries. Corollary 4.8 states that each

sufficiently small subcontinuum of an inverse limit with Markov bonding maps is an

arc. Corollary 4.9 characterizes the number of end points in the classical sense that

such an inverse limit contains, and Corollary 4.10 is an application of Corollary 4.9 to

inverse limits of permutation maps.

Corollary 4.8. Let X be as described in Theorem 4.7. There exists an ε > 0 such

that if K is a subcontinuum of X satisfying diamK < ε, then K is an arc.

Proof. This follows immediately from Theorem 4.7, since we may choose ε in such a

way as to ensure that if diamK < ε, then diamπ1[K] is small enough that |π1[K]∩P| ≤

1. �

Corollary 4.9. Let X be as described in Theorem 4.7. Denote by P the essential

Markov partition of f , and set A = ω(P , f). Let p = (p1, p2, ...) ∈ X. The following

are equivalent:

1. The point p is an end point of X in the classical sense.

2. For each positive integer i, pi ∈ A.

Proof. Assume Condition 2 to be true. It follows from Theorem 4.7 that p is an end

point of every sufficiently small arc containing it, and so it follows that p is an end

point of every arc that contains it. Hence, p is an end point of X in the classical sense.

We now show that that Condition 1 implies Condition 2. Assume that p is an

end point of X, and assume that there is a positive integer N such that pN /∈ A. Since
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f maps A onto itself, we see that pi /∈ A for each i ≥ N . There exists a positive

integer M such that fM [P ] = A, so we see that pi /∈ P for each i > N + M . By

applying the Subsequence Theorem 3.22 if necessary, we may assume that pi /∈ P for

each positive integer i. For each i = 1, 2, ..., let Ji be the smallest member of I(P)

containing pi. Notice that pi lies in the interior of Ji for each such i.

Let k be an arbitrary positive integer. It is clear that f must map Jk+1 onto

a member of I(P) which contains f(pk+1) = pk, and hence f [Jk+1] must contain

Jk. Since Jk+1 contains no turning points in its interior, f is monotone, and hence

confluent, on Jk+1. In particular, if I is any subset of Jk which contains pk, and

C = Jk+1 ∩ f−1(I), then f [C] = I.

With the observations of the previous paragraph in mind, let K1 be a subinterval

of [a, b] containing p1 in its interior such that K1 ∩ P = ∅. For each positive integer

i, we inductively define Ki+1 = Ji+1 ∩ f−1(Ki). We can see that Ki ∩ P = ∅ for each

i, and the discussion in the previous paragraph gives us that f [Ki+1] = Ki for each i,

and so K = lim←−{Ki, f |Ki+1
} is a subcontinuum of X containing p such that πi[K] = Ki

for each positive integer i. Since Φ(K) = 0, Theorem 4.7 gives us that K is an arc.

For each i ∈ Z+, the point pi fails to be an end point of Ki, and so it follows that p is

not an end point of the arc K, and thus that p is not an end point of X in the classical

sense. We have therefore shown that if p is an end point of X in the classical sense,

then pi ∈ A for each positive integer i. �

Corollary 4.10. If f ∈ Scn and each point of An is essential with respect to f , then

X = lim←−{[a, b], f} has exactly n end points in the classical sense.

Corollary 4.10 provides useful information about the topology of the inverse limit

of any permutation maps. Given a mapping f ∈ Scn, we may remove all inessential

points of the Markov partition, and then apply Raines’ Theorem to represent the

inverse limit with f as a single bonding map as an inverse limit using a bonding

map g ∈ SCm such that each point of Am is essential with respect to g. This tells us
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immediately how many end points in the classical sense that we may expect to find in

the inverse limit.

4.2. INDECOMPOSABILITY

In this subsection, we discuss indecomposability of inverse limits with permu-

tation bonding maps. Recall that Theorem 3.41 by Ryden has provided a very nice

characterization of indecomposability of inverse limits with Markov bonding maps.

The goal of this section is to provide sufficient conditions for such an inverse limit to

produce an indecomposable arc continuum.

Theorem 4.11. Let X = lim←−{[a, b], f} where f : [a, b] → [a, b] is a Markov map.

Denote by P the essential Markov partition for f , and set A = ω(P , f). Assume that

|P| ≥ 3, and denote |A| by n. If there is no proper subinterval J of [a, b] such that

J ∈ I(P) and fm[J ] ⊆ J for some positive integer m, then X is an indecomposable

arc continuum with exactly n end points.

Proof. We first establish indecomposability of X. Since |P| ≥ 3, we may find intervals

J1 and J2 in I(P) whose intersection contains at most one point. Since f is Markov,

it is the case that f i[J1] ∈ I(P) and f i[J2] ∈ I(P) for each positive integer i. Fur-

thermore, by our hypotheses, for k = 1, 2 and each positive integer i, f i+1[Jk] properly

contains f i[Jk], unless f i[Jk] = [a, b]. So we see that there exists an N such that

fN [J1] = fN [J2] = [a, b]. Applying Theorem 3.41 establishes indecomposability of X.

Next we show that X is an arc continuum. Let K be a proper subcontinuum

of X, and set Ki = πi[K] for each positive integer i. Assume that |Ki ∩ P| ≥ 2 for

each such i. Then Ki contains some Ji ∈ I(P) for each i. As shown in the previous

paragraph, each member of I(P) maps onto the entire interval [a, b] in finitely many

iterations of f . It follows from this fact that Ki = [a, b] for all i. This is a contradiction

to the assumption that K is a proper subcontinuum of X. Therefore, there exists a

positive integer j such that |Ki ∩ P| < 2. It follows from Theorem 4.7 that K is an

arc.



41

Figure 4.3. Map generating a 6 end point indecomposable arc continuum.

We finish the proof by showing that X has exactly n end points. Recall that

f maps A onto itself in a one-to-one manner. Since A contains n points which are

permuted by f , there are exactly n points p1, p2, ..., pn ∈ X satisfying the property

that πi(pj) ∈ A for each j = 1, 2, ..., n and for each positive integer i. Theorem 4.9

tells us that these are precisely the points of X which are end points in the classical

sense. Since each proper subcontinuum of X is an arc, we see that p1, p2, ..., pn are in

fact actual end points of X. Since any other end point would also have to be an end

point in the classical sense, we conclude that X has exactly n end points. �

We now apply Theorem 4.11 to inverse limits with permutation bonding maps

to obtain Corollary 4.12.

Corollary 4.12. Let f ∈ Scn such that An is the essential Markov partition of f , and

let X = lim←−{[0, 1], f}. If [a, b] is the only member of I(An) which is periodic under f ,

then X is an indecomposable arc continuum with exactly n end points.

As we shall soon see, indecomposable arc continua will play a crucial role in our

study of inverse limits with Markov bonding maps. The arc along with indecomposable
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Figure 4.4. Indecomposable arc continuum with exactly two end points.

arc continua will, in some sense provide the building blocks from which all continua

generated as inverse limits with Markov bonding maps are constructed.

It is worth noting that there exist n end point, indecomposable arc continua in

Mn for every n > 2. For such an n, it is simple to see that the n-cycle (123...n)

generates a permutation mapping satisfying the conditions in Corollary 4.12. See

Figure 4.3 for an example with n = 6. One may not, however, find indecomposable

arc continua with only 1 or 2 end points in the family M of continua generated by

permutation maps, or even in Mc, those continua generated by compositions of such

maps. Such continua do appear as the inverse limits of Markov maps, however. The

familiar BJK Continuum, pictured in Figure 3.1, is an indecomposable arc continuum

with only a single end point. A variation of the BJK Continuum with two end points

is pictured in Figure 4.4 along with the Markov map which generates it.

4.3. SUBCONTINUA

In Theorem 4.11, we showed that if f : [a, b] → [a, b] is a Markov map with

Markov partition P such that no member of I(P) other than [a, b] is periodic under f ,

then lim←−{[0, 1], f} is an indecomposable continuum each of whose proper subcontinua

is an arc. In this section, we consider what sort of subcontinua appear in lim←−{[0, 1], f}
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when such periodic subintervals exist.

We begin with Theorem 4.13, which provides conditions under which we may

represent an upper semi-continuous decomposition of an inverse limit space as the

inverse limit of a decomposition of the factor spaces. Theorem 4.15 applies this the-

orem to inverse limits of permutation maps to obtain a central result of this paper.

The notation relating to decomposition spaces which is used in these two theorems is

explained in subsection 3.6.

Theorem 4.13. Let M = lim←−{X, f} where X is a continuum, and let K be a subcon-

tinuum of X which is periodic under f with period k, and such that the elements of

Orbit(K, f) are pairwise disjoint. Denote Orbit(K, f) by K, and let L be the family

of subcontinua of M such that L ∈ L if and only if πi[L] ∈ K for each i ∈ Z+ (note

that K and L each have k elements). The upper semi-continuous decomposition M/L

is homeomorphic to lim←−{X/K, f/K}.

Proof. Let ψ : X → X/K be the natural projection (or quotient map) from X to X/K.

That is, for a given x ∈ X, ψ(x) = A ∈ K if and only if x ∈ A. Notice that for any

x ∈ X we have that (ψ◦f)(x) = ψ(f(x)) = (f/K)(ψ(x)) = (f/K◦ψ)(x), and so ψ◦f =

f/K ◦ ψ. Hence, the mapping ψ from X to the decomposition space X/K induces a

limit mapping g : M → lim←−{X/K, f/K}}, which is given by g((xi)
∞
i=1) = (ψ(xi))

∞
i=1.

Let D be the decomposition of M given by D = {g−1(p) : p ∈ lim←−{X/K, f/K}. In

light of [32, Theorem 3.21], our proof will be complete if we can show that D = M/L.

In other words, we wish to show that two points a, b ∈M are in the same block of the

decomposition D if and only if they are in the same block of the decomposition M/L.

Let a = (ai)
∞
i=1 and b = (bi)

∞
i=1 be points in M . We wish that show that g(a) =

g(b) if and only if a = b or a, b ∈ L for some L ∈ L. It is obvious that if a = b, then

g(a) = g(b). Assume that a, b ∈ L for some L ∈ L. Then for each positive integer i,

ai, bi ∈ πi[L] ∈ K, and so ψ(ai) = ψ(bi). It follows that g(a) = g(b). We establish the

other direction of the implication by assuming that a 6= b, and that g(a) = g(b), and

showing that this leads to the conclusion that a, b ∈ L for some L ∈ L. If g(a) = g(b),
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then (ψ(ai))
∞
i=1 = (ψ(bi))

∞
i=1. The points a and b are distinct, so there exists a positive

integer N such that ai 6= bi for each i ≥ N . For each such i, ai 6= bi, but ψ(ai) = ψ(bi),

so there must be a Ki ∈ K such that ai, bi ∈ Ki. Since the members of K are permuted

by f , it follows that for each i ∈ Z+, there is a Ki ∈ K such that ai, bi ∈ Ki. Recalling

that the members of K are pairwise disjoint, and that f(ai+1) = ai for all i ∈ Z+, we

see that f [Ki+1] = Ki for each such i. So, L = lim←−{Ki, f |Ki+1} is a subcontinuum of

M containing both a and b. We note that each projection of L onto a factor space is

a member of K, and hence L ∈ L. This completes our justification that D = M/L,

and hence the proof of the theorem. �

We can of course apply Theorem 4.13 to inverse limits on intervals with Markov

bonding maps. When we do so, our “decomposed” bonding map will itself be a Markov

map on the shrunken interval.

Theorem 4.14. Let f : [a, b] → [a, b] be a Markov map with Markov partition P.

Assume that K ∈ I(P) is periodic and that the members of K = Orbit(K, f) are

pairwise disjoint. Then the mapping f/K from [a, b]/K to itself is a Markov map with

Markov partition ψ[P ], where ψ : [a, b]→ [a, b]/K is the natural projection.

Proof. Let B = ψ[P ]. We begin by showing that (f/K)[B] ⊆ B. If B ∈ B, then either

B = {p} for some p ∈ P , or B is a member of K which contains some p ∈ P . In either

case, (f/K)(B) = ψ(f(p)) ∈ B. Notice that if C is a component of [a, b] − P , then

either C gets shrunk to a point (if it is contains in a member of K), or φ is one-to-one

on C, and maps each point of C to its associated singleton. It can also be seen that

D = φ[C] is a component of [a, b]/K − B, and in fact each component of [a, b]/K − B

is obtained in such a way from a component of [a, b]−P . The mapping φ is monotone

and f is monotone on C. Since f/K = φ ◦ f , we thus may conclude that f/K is

monotone on D. �

Theorem 4.14 shows that f/K is Markov when f is Markov. The next theo-

rem states that if f is the composition of permutation maps, then f/K follows the



45

same pattern on its partition as some mapping g which is also the composition of

permutation maps.

Theorem 4.15. Let f ∈ Scn and X = lim←−{[0, 1], f} and let J ∈ I(An) such that J

is periodic under f with period k, and such that the elements of K = Orbit(J, f) are

pairwise disjoint. Let L be the family of subcontinua of X such that L ∈ L if and only

if πi[L] ∈ K for each positive integer i. Let m denote the number of points in J ∩An.

Then X/L is homeomorphic to lim←−{[0, 1], g} for some g ∈ ScN , where N = n−km+k.

Furthermore, if f ∈ Sn, then g can be chosen from SN .

Proof. Since f ∈ Scn, there exist mappings f1, f2, ..., fl ∈ Sn such that f = fl◦fl−1◦ ...◦

f1. It can be seen then that f/K = fl/K ◦ fl−1/K ◦ ... ◦ f1/K. Let ψ : [0, 1]→ [0, 1]/K

denote the natural projection from X to X/K, and set B = ψ[An]. Notice that

km of the n points in An reside in members of K and ψ maps these points onto the k

elements of K. The remaining n−km points in An are each mapped to their respective

singletons, and hence φ is one-to-one on these points. It follows that B is a partition of

[0, 1]/K containing N = n−km+k points. For each i ∈ {1, 2, ..., l}, the mapping fi/K

is Markov with respect to B, and in fact permutes the elements of B. The mappings

fi/K might not be permutation maps, as they may contain flat spots, but each such

map is a Markov map which “follows the same pattern” as some permutation map

gi ∈ SN . It follows from Theorem 3.39 that lim←−{[0, 1]/K, f/K} is homeomorphic to

lim←−{[0, 1], g} where g ∈ ScN is given by g = gl ◦ gl−1 ◦ ... ◦ g1. Applying Theorem 4.13,

we conclude that X/L is homeomorphic to lim←−{[0, 1], g}. �

The combination of Corollary 4.12 and Theorem 4.11 will provide a useful set of

tools for determining the topology of any inverse limit with a single Markov bonding

map. If there exist periodic elements of I(P), then we can apply Theorem 4.15

to shrink the associated subcontinua of the inverse limit to points. The continuum

resulting from this decomposition will be representable as the inverse limit of some

other Markov map g. It f was originally a permutation map, or composition of

permutation maps, then g will be as well. We continue to shrink down continua
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until we no longer have periodic subintervals. At this stage in the process, we remove

all of the inessential points in the partition, apply Raines’ Theorem 3.37, and then

use Corollary 4.12 to determine that our final decomposition space is either an arc,

or an indecomposable arc continuum with some number of end points. We then move

backwards through the process, growing continua back from the points to which they

were shrunk. Of course, there are many ways that this “growing of continua” can

occur. To get a handle on this, we have the following two theorems, which address the

issue of terminality of subcontinua of inverse limits on intervals.

Theorem 4.16. Let X = lim←−{[a, b], fi} where, for each positive integer i, fi is a

mapping from [a, b] onto itself. Let K be a subcontinuum of X, and for each i ∈ Z+,

set Ki = πi[K]. Assume that there exists a positive integer m such that for any i > m,

if C is the component of f−1(Ki−1) which contains Ki, and D is any component of

C − int(Ki), then fi−m,i[D] = Ki−m. Then K is terminal in X.

Proof. Let L be a subcontinuum of X such that L ∩K 6= ∅ and L * K. We wish to

show then that K ⊆ L. For each i ∈ Z+, let Li = πi[L]. Since L * K, there must exist

a positive integer n such that Li * Ki for each i ≥ n. We will assume that n ≥ m.

For each i ∈ Z+, let Ci be the component of f−1(Ki−1) which contains Ki. If Li ⊆ Ci

for any i > 2, then certainly Li−1 ⊆ Ki−1. Therefore, for each i > n, it must be the

case that Li * Ci. But L ∩K 6= ∅, so Li ∩Ki 6= ∅ for each i. The facts that for i > n

we have Li * Ci and Li ∩Ki 6= ∅ lead us to observe that Li must completely contain

some component Di of Ci − int(Ki) for each i > n. But since fi−m,i[Di] = Ki−m for

all i > n, we see that Ki−m ⊆ fi−m,i[Li] = Li−m for each i > n. Thus, we have that

Ki ⊆ Li for each positive integer i, and so K ⊆ L. �

In the next theorem we will supply conditions which characterize when certain

subcontinua of a continuum X ∈Mc are terminal in X.

Theorem 4.17. Let X = lim←−{[0, 1], f} where f ∈ Scn. Let K be a subcontinuum of X

and for each i ∈ Z+, set Ki = πi[K]. Assume that for each i, Ki is a periodic element

of I(An). Let m be the order of the permutation f |An. The following are equivalent:
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1. K is terminal in X.

2. There is a positive integer i and an interval Ji such that Ki ⊆ int(Ji) and if D

is a component of Ji − int(Ki), then fm[D] = Ki.

3. For each positive integer i, there is an interval Ji such that Ki ⊆ int(Ji) and if

D is a component of Ji − int(Ki), then fm[D] = Ki.

Proof. It is clear that Condition 3 implies Condition 2, which in turn implies Condition

1 by Theorem 4.16. We will now show that Condition 1 implies Condition 3. To that

end, assume that K is terminal in X. Hoping to achieve a contradiction, we assume

that there is a positive integer N such that given any interval JN which contains KN

in its interior, there is a component D of JN − int(KN) such that fm[D] 6= KN . By

using the Subsequence Theorem 3.22, we see that we lose no generality in assuming

that N = 1. Notice that since m is the order of f |An , each point of An is fixed under

fm. It follows that any periodic element of I(An) is fixed under fm. In particular,

we have that fm[K1] = K1. By again appealing to the Subsequence Theorem 3.22,

we see that X is homeomorphic to X∗ = lim←−{[0, 1], fm} and K is homeomorphic to

K∗ = lim←−{K1, f
m|K1}. Furthermore, there is a homeomorphism of X to X∗ with take

K to K∗. Therefore, it will suffice to show that K∗ is terminal in X∗.

Let c, d ∈ An be such that K1 = [c, d]. We shall first assume that c is not a

turning point for fm.

Since fm[c, d] = [c, d], and c is not a turning point, fm must be strictly increasing

at c. Let Q be the Markov partition for fm, and let u and v be the elements of Q

immediately to the left and right of c, respectively. Since [u, v]∩Q = {u, c, v}, and c is

not a turning point for fm, the mapping fm is monotone, and hence confluent on [u, v].

Furthermore, since fm[{u, v}] ⊆ fm[Q] ⊆ Q and fm is strictly increasing at c, we see

that fm(u) ≤ u and fm(v) ≥ v, and hence [u, v] ⊆ fm[u, v]. These observations lead

us to conclude that, given any subinterval A of [u, v], if C = (fm)−1(A) ∩ [u, v], then

fm[C] = A. With this in mind, let L1 be any subinterval of (u, v) containing c in its

interior, and for each i > 2, inductively define intervals Li by Li = (fm)−1(Li−1)∩[u, v].

We see that fm[Li+1] = Li and c ∈ Li for each i ∈ Z+. So the inverse limit L =
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lim←−{Li, f
m|Li1

} is a subcontinuum of X containing the point (c, c, c...), and satisfying

πi[L] = Li for each positive integer i. The mapping fm is monotone on each Li, so we

have that L is an arc. The subcontinua L and K∗ both contain the point (c, c, c, ...),

and so they intersect. We chose L1 in such a way that c is not an end point of L1, and

so that d /∈ L1. This allows us to claim that L1 6⊆ K1 and K1 6⊆ L1, and so L 6⊆ K∗

and K∗ 6⊆ L. This contradicts the terminality of K∗. Assuming that d is not a turning

point for fm produces a similar contradiction.

We now assume that both c and d are turning points of fm. If c is a turning

point, then for all x sufficiently close to c, it is either the case that fm(x) ≥ fm(c) = c,

or fm(x) ≤ fm(c) = c. Since fm[c, d] = [c, d], we see that we are operating under the

former of the two cases. Similar considerations show that fm(x) ≤ fm(d) = d for all x

sufficiently close to d. Let r = min{x : fm[x, c] ⊆ K1} and let s = max{x : fm[d, x] ⊆

K1}. It is clear from these definitions that fm[r, c] ⊆ K1 and fm[d, s] ⊆ K1. These

observations, combined with the fact that points in An are fixed under fm, tells us

that the intervals [r, c] and [d, s] intersect A only at {c} and {d} respectively. We have

assumed that if J1 is an interval containing K1 in its interior, then there is a component

D of J1 − int(K1) such that fm[D] 6= K1. Taking J1 to be [r, s], we see that either

fm[r, c] or fm[d, s] is a proper subset of K1. We will only consider the case where

fm[r, c] is a proper subset of K1, as the other case is completely analogous. We can

see from the definition of r that fm(r) ∈ {c, d}, and the fact that fm[r, c] is a proper

subset of K1 gives us that fm(r) = c. The definition of r also tells us that r is not a

turning point of fm, and in fact fm is strictly increasing at r. Let t be the first turning

point of fm to the left of r. Since fm is increasing at r, we have that f(t) < f(r) = c.

Let z be the largest point of An such that z < c. Then fm(t) ≤ z. Assume that t > z.

Since z < t < r < c and fm(t) ≤ z < c = fm(r), we see that there is a fixed point

p ∈ (t, r). Now assume that t ≤ z. In this case, we will let p = z. In either case, we

have that fm(p) = p, fm is monotone on [p, r] and fm[p, r] = [p, c]. Now, notice that

since fm(r) = fm(c) = c ∈ An, and each turning point of fm maps into An, the image

of [r, c] under fm must be in I(An). Also, recall that fm[r, c] is a proper subinterval
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of [c, d] which contains c. We will denote fm[r, c] by [c, q]. Since every member of

I(An) is fixed by fm, we have that fm[c, q] = [c, q]. Hence, we have that fm[p, q] =

fm[p, r] ∪ [r, c] ∪ [c, q] = fm[p, r] ∪ fm[r, c] ∪ fm[c, q] = [p, c] ∪ [c, q] ∪ [c, q] = [p, q].

So, the interval [p, q] is fixed under fm. Let L = lim←−{[p, q], f
m|[p,q]}. The continuum

L intersects K∗ at the point (c, c, c, ...), but since [p, q] 6⊆ [c, d] and [c, d] 6⊆ [p, q] we

see that L 6⊆ K∗ and K∗ 6⊆ L. Thus we have shown that K∗ is not terminal in X∗,

and hence that K is not terminal in X, producing the desired contradiction. This

completes the argument that Condition 1 implies Condition 3, and thus completes the

proof. �

We shall close this subsection with Theorem 4.19, which was alluded to earlier in

this section, and states that the family Mc of all continua arising as the inverse limit

of a mapping f ∈ Scn is closed with respect to subcontinua. Before proving Theorem

4.19, however, we must first establish the following lemma.

Lemma 4.18. Let f ∈ Sn for some i ∈ Z+, and let K1 and K2 be subintervals of

[0, 1] such that f [K2] = K1. For each i ∈ {1, 2}, set Ii to be the smallest member of

I(An) containing Ki. Let W = {x ∈ I2 : f(x) ∈ I1}. Then W is a closed interval,

and f [W ] = I1.

Proof. We begin by proving that W is an interval. It follows from the continuity of f

that W is closed. Assume that that W is not connected. Then there exist a, b ∈ W

such that (a, b) ∩W = ∅. Since f is continuous, it must be the case that f(a) = f(b).

Since f is nowhere locally constant, it follows that there must be a turning point

t ∈ (a, b). Each turning point of f in the interior of I2 lies in K2. In particular,

t ∈ K2, and so f(t) ∈ K1 ⊂ I1, which indicates that t ∈ W , which is a contradiction.

Thus, we conclude that W is connected, and hence a closed interval.

Next we show that f [W ] = I1. Let c, d ∈ I1 such that f [W ] = [c, d], and let

a, b ∈ I2 such that f(a) = c and f(b) = d. If a is an end point of I1, then a ∈ An and

hence c = f(a) ∈ An. If a is not an end point, and f(a) = c is not an end point of

I1, then it follows that a is a turning point of f . If a is a turning point, then a ∈ An
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and hence c = f(a) ∈ An. So, we see that in any case, c ∈ An. Similar considerations

show that d ∈ An, and thus we have that f [W ] = [c, d] ∈ I(An). It is clear that

K1 ⊆ f [W ] ⊆ I1, and so it follows from the definition of I1 that f [W ] = I1. �

Theorem 4.19. Let X = lim←−{[0, 1], f} where f ∈ Scn for some n ≥ 2. If K is a

subcontinuum of X, then K is homeomorphic to lim←−{[0, 1], g} where g ∈ ScN for some

N ∈ {2, 3, ..., n}.

Proof. For ease of reading, we introduce the following notation: Given positive integers

i and k, denote by α(i, k) the positive integer n such that 1 ≤ n ≤ k and (i− n) = 0

mod k. So, the calculation α(i, k) is quite similar to finding the modulus of i with

respect to k, except that when k divides i, α(i, k) is equal to k instead of 0.

We begin the proof by denoting the elements of An by An = {a = a1 < a2 <

... < an = b}. Let K be a proper subcontinuum of X. We may assume without loss of

generality that |πi[K]∩An| = Φ(K) for each positive integer i. Notice that if Φ(K) ≤ 1,

then by Theorem 4.7, K is an arc, which is homeomorphic to the inverse limit of any

map in S2. So, we will assume henceforth that Φ(K) ≥ 2. In this case, for each i ∈ Z+,

there exists an interval Zi ∈ I(An) such that Zi ⊆ πi[K] and |Zi ∩An| = Φ(K) (Zi is

the smallest arc which contains every point in πi[K] ∩ An). Notice that the following

statements are true for each i ∈ Z+: Zi ∈ An, and so f [Zi] ∈ An; f is one-to-one on

An, so |f [Zi] ∩ An| ≥ |Zi ∩ An|; and Zi+1 ⊆ Ki+1, so f [Zi+1] ⊆ Ki. It follows from

these facts that f [Zi+1] = Zi for each i ∈ Z+. Since the end points of each Zi lie

in An, and are hence periodic under f , we see that Zi is periodic under f for each

i ∈ Z+. Denote the period of Z1 by m. Then fm[Zi] = Zi and Zi = Zα(i,m) for each

i. Let J = lim←−{Zi, f |Ji+1}. Since f [Zi+1] = Zi for each i ∈ Z+, we see that πi[J ] = Zi

for each such i. Notice that for a given i, it is not necessarily the case that f |Zi
is a

Markov map, since its domain and range are different. However, it is not hard to see

that one can linearly map each Zi onto the interval [0, 1], and redefine the bonding

maps accordingly to represent J as an inverse limit on [0, 1] with Markov bonding

maps. In fact, it can be seen that these new bonding maps will be in ScΦ(K), and so
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J ∈ Mc
Φ(K). Our goal is to establish a similar result for K, though the proof for K

will be more involved since for a given i, the end points of πi[K] are not necessarily in

An. If they were, then it would be the case that πi[K] = Zi for each i, and hence K

would equal J .

As we continue, it will be useful for us to represent X as the inverse limit of a

sequence of permutation maps rather than as the inverse limit with a single bonding

map chosen from Scn. Since f is a mapping in Scn, it can be written as f = f1 ◦ f2 ◦

... ◦ fk, where f1, f2, ..., fk ∈ Sn. For each i > k, set fi = fα(i,k). In other words

{fi}∞i=1 = {f1, f2, ...., fk, f1, f2, ..., fk, f1, ...}. By the Subsequence Theorem 3.22, X

is homeomorphic to X∗ = lim←−{[0, 1], fi}. Further, it can be seen that the mapping

ϕ : X∗ → X given by ϕ((x1, x2, ...)) = (x1, xk+1, x2k+1, x3k+1, ...) is a homeomorphism

between these two spaces. Define subcontinua K∗ and J∗ of X∗ by K∗ = ϕ−1(K)

and J∗ = ϕ−1(J). From this point on, we will work exclusively with X∗ and its

subcontinua. Our goal will be to show that K∗, and thus K, is representable as an

inverse limit on [0, 1] with bonding map chosen from ScN for some N . For each i ∈ Z+,

let Ki = πi[K
∗] and Ji = πi[J

∗]. Notice that the following statements regarding

Ki and Ji are true for each i ∈ Z+: (1) |Ji ∩ An| = |Ki ∩ An| = |Phi(K), (2)

Ji ∈ I(An), and (3) J(i−i)k+1 = Zi = Zαi,m. It follows from this last observation that

Z1 = J1 = Jmk+1 = J2mk+1 = ..., and in fact Ji = Jα(i,mk) for each positive integer i.

Next, we claim that for each such i, the number of end points that Ji and Ki

have in common is greater than or equal to the number of end points that Ji+1 and

Ki+1 share. It is clear that if Ji+1 and Ki+1 have two end points in common, then

Ji+1 = Ki+1 and so Ji and Ki are equal, and obviously share two end points. If Ji+1

and Ki+1 share exactly one end point, then Ki+1− Ji+1 has one component, on which

fi is monotone, and thus contains no turning points. It follows that the image of the

end point shared between Ji+1 and Ki+1 is a common end point of Ji and Ki. The

claim is obvious when Ji+1 and Ki+1 share no end points. Having established our

claim, we may then conclude that there must exist a positive integer N such that the

number of end points Ji and Ki have in common is constant for all i > N . We then
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lose no generality in assuming that the number of shared end points is constant for all

i. We will consider three cases:

A. For each i ∈ Z+, Ji and Ki share no end points.

B. For each i ∈ Z+, Ji and Ki share exactly one end point.

C. For each i ∈ Z+, Ji and Ki share two end points.

Case C is the simplest to deal with. In this case, Ji = Ki for each i, from which it

follows that K∗ = J∗ ⊆ ScΦ(K). The proofs for Case A and Case B are very similar.

Since either of these proofs is long on its own, we will consider both simultaneously.

As we proceed, we will clearly state any differences in the proofs of the two cases.

For each i ∈ Z+, let Ii = [ci, di] be the smallest member of I(An) containing Ki.

For later use, note that since Ji = Jα(i,mk) for each i, we also have that Ii = Iα(i,mk).

Now, recall that |Ji ∩ An| = |Ki ∩ An| for each i, and then notice the following:

A. If Ji and Ki share no end points, then |Ii ∩ An| = |Ji ∩ An|+ 2 = Φ(K) + 2.

B. If Ji and Ki share exactly one end point, then |Ii∩An| = |Ji∩An|+1 = Φ(K)+1.

Since Ki ⊆ Ii for each positive integer i, we see that K∗ ⊆
(∏∞

i=1 Ii
)
∩X. However, it

is not necessarily the case for any given i that fi[Ii+1] ⊆ Ii, and so lim←−{Ii, fi|Ii+1
} may

not be defined. Our goal is to define for each i a surjective mapping ψi : Ii+1 → Ii

which will be based on fi. We will then argue based on the definitions of our new

mappings, that K∗ is homeomorphic to lim←−{Ii, ψi}, and that lim←−{Ii, ψi} is in turn

homeomorphic to lim←−{[0, 1], g}, where g ∈ ScN for some positive integer N .

We now begin working toward the definition of the aforementioned functions ψi.

For each i > 2, let Wi = {x ∈ Ii : fi−1(x) ∈ Ii−1}. So that we have Wi defined for

each positive integer, we will arbitrarily set W1 = [r1, s1] = I1. We see from Lemma

4.18 that for each i ∈ Z+, Wi is an interval and fi[Wi+1] = Ii. For each i ∈ Z+, we

define ψi : Ii+1 → Ii as follows: First, set ψi(x) = fi(x) for all x ∈ Wi+1. Then, extend

ψ to the rest of Ii+1 by setting it constant on each component of Ii+1 −Wi+1 in such

a way that ψ is continuous. Let L = lim←−{Ii, ψi}. Since Ki ⊆ Wi for each i, it follows
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that K∗ ⊆
(∏∞

i=1Wi

)
∩X∗. But since fi and ψi agree on Wi+1 for each i, we see that(∏∞

i=1Wi

)
∩X∗ =

(∏∞
i=1Wi

)
∩ L, and hence that K∗ ⊆ L. Our next step is to show

that K∗ is homeomorphic to L.

Notice that since Ii = Iα(i,mk) for each i, we may define a mapping ψ : I1 → I1 by

ψ = ψ1 ◦ψ2 ◦ ...ψmk. Also recall that for each i, fi = fα(i,k) from which it immediately

follows that fi = fα(i,mk). Combining the facts that Ii = Iα(i,mk) and fi = fα(i,mk),

we can see that ψi = ψα(i,mk). Therefore L is homeomorphic to L̃ = lim←−{I1, ψ}, by

the Subsequence Theorem 3.22. Notice that J1 is fixed under ψ, and that, again by

the Subsequence Theorem, J∗ is homeomorphic to J̃ = lim←−{J1, ψ|J1}. We wish to

show that the decomposition space L̃/J̃ is an arc. We will do so by showing that

the mapping ψ/J1 : I1/J1 → I1/J1 is monotone, and then applying Theorem 4.13.

Notice that in either Case A or Case B, for any given i, if S is a subinterval of Ii

containing Ji, then ψ−1
i (S) is a subinterval of Ii+1 containing Ji+1. From this we may

gather that ψ−1(J1) is a subinterval of I1, and thus is connected. Additionally, if T is a

(possibly degenerate) subinterval of Ii+1 which does not intersect Ji+1, then ψ−1
i (T ) is

a subinterval of Ii+1 which does not intersect Ji+1. By repeatedly applying this result,

we see that if x ∈ I1 − J1, then ψ−1(x) is connected. Since ψ−1(J1) is connected, as is

ψ−1(x) for each x ∈ I1− J1, we see that ψ/J1 is monotone, and so lim←−{I1/J1, ψ/J1} is

an arc. It follows then from Theorem 4.13 that L̃/J̃ is an arc as well, and thus, so to

is L/J∗. Notice that K∗ is a subcontinuum of L properly containing J∗, and so K∗/J∗

is itself a nondegenerate arc. Let P : L → L/J∗ be the natural map which assigns

each point x ∈ L to the unique member of the decomposition L/J∗ which contains x.

We now consider cases A and B separately.

A. Assume that for each i ∈ Z+, the intervals Ji and Ki share no end points. It

follows that Ji and Ii share no endpoints. For each i ∈ Z+, it can be seen from the

definition of the mapping ψi that the end points of the interval Ii+1 are mapped

onto the endpoints of the interval Ii. There are then points a and b in L such that

each i ∈ Z+, the end points of Ii are the points πi(a) and πi(b). It can be seen

that the singletons {a} and {b} are the end points of the arc L/J∗, and so J∗ is
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a cut point of the arc L/J∗. Let C1 and C2 be the components of L/J∗ − {J∗}.

Let R1 = P−1(C1) and R2 = P−1(C2). It is clear that L = J∗ ∪ R1 ∪ R2, and

that J∗, R1, and R2 are pairwise disjoint. When restricted to either R1 or R2,

the natural map P is a homeomorphism, and so R1 and R2 are homeomorphic

to C1 and C2, and each of these spaces is a topological ray. Each of the rays R1

and R2 spirals down to some portion of J∗, or in other words, cl(R1)−R1 ⊆ J∗

and cl(R2)−R2 ⊆ J∗. Using a similar argument, one can see that the point J∗ of

the decomposition space K∗/J∗ is a cut point of the arc K∗/J∗. It follows that

the subcontinuum K∗ of L contains J∗ and intersects each of the rays R1 and

R2. It can be seen that any subcontinuum of L which contains J∗ and a portion

of each of the rays R1 and R2 must be homeomorphic to L, and in particular

that K∗ and L are homeomorphic.

B. In this case, Ji and Ii have an end point in common for each positive integer i, and

so we can see that J∗ is an end point of the arc L/J∗. Using an argument similar

to that used in Case A, we can see that L = R ∪ J∗, where R is a topological

ray spiralling down to some subcontinuum of J∗. We can also see that since K∗

is a subcontinuum of L properly containing J∗, K∗ is homeomorphic to L.

We have established our claim that K∗ is homeomorphic to L. We have left to show

that L ∈Mc
N for some positive integer N .

Recall that the number of points of An which lie in Ii does not vary with i. Let

N = |I1 ∩ An|. Notice that in Case A, we have that N = Φ(K) + 2, whereas in

Case B, we have N = Φ(K) + 1. It is our goal to show that L is homeomorphic to

lim←−{[0, 1], g} for some g ∈ ScN . For each i, let hi be a linear homeomorphism from

Ii onto [0, 1]. Of course it is the case that the end points of Ii are mapped onto

{0, 1} for each i, but it is also the case that the N points of Ii ∩ An are mapped

onto AN . For each positive integer i, let ξi : [0, 1] → [0, 1] be given by ξi = hi ◦ ψi ◦

h−1
i+1. The homeomorphisms h1, h2, ... induce a limit homeomorphism h between L and

lim←−{[0, 1], ξi}. It can readily be seen from the definition of ξi and hi that for each each

i = 1, 2..., the mapping ξi permutes the members of AN , and is monotone on each
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component of [0, 1] − AN . Thus, for each i, ξi is a Markov map which follows the

same pattern as some permutation map gi ∈ SN . Since Ii = Iα(i,mk) for each i, we

see that hi = hα(i,mk) for each i. Furthermore, since ψi = ψα(i,mk) for each i, we may

conclude that ξi = ξα(i,mk) and gi = gα(i,mk) for each i. Let ξ = ξ1 ◦ ξ2 ◦ ... ◦ ξmk and

g = g1 ◦ g2 ◦ ... ◦ gmk. Then g ∈ ScN . It follows from Theorem 3.39 that lim←−{[0, 1], ξ}

is homeomorphic to lim←−{[0, 1], g}. Using the Subsequence Theorem 3.22, we see that

lim←−{[0, 1], ξ} is homeomorphic to lim←−{[0, 1], ξi} which is in turn homeomorphic to L. We

previously established that L was homeomorphic to K∗, and hence to K. Therefore,

we have that K is homeomorphic to lim←−{[0, 1], g} where g ∈ ScN , which completes the

proof.

�

4.4. KELLEY CONTINUA

In this subsection, we address the occurrence of Kelley continua as inverse limits

on intervals using permutation maps. In Theorem 4.20, we provide an affirmative

answer to Charatonik’s question as to whether each permutation map generates a

Kelley continuum in the inverse limit. In fact, we show that for a fixed n ≥ 2, the

inverse limit with any sequence of maps from Sn will be a Kelley continuum.

Theorem 4.20. Let n ≥ 3 be an integer, and let X = lim←−{[0, 1], fi} where fi ∈ Sn for

each positive integer i. Then X is a Kelley continuum.

Proof. Let p ∈ X, K be a subcontinuum of X containing p, and ε > 0. We wish to

find a δ > 0 such that if q ∈ X satisfying d(p, q) < δ, then there exists a subcontinuum

L of X containing q such that H(K,L) < ε. For each positive integer i, we will set

Ki = πi[K] and pi = πi(p). Let An be as defined in Definition 4.1. By applying the

Subsequence Theorem 3.22, we shall assume that |Ki ∩ An| = Φ(K) for each positive

integer i. Let N and εN be as guaranteed by Lemma 3.25. Let 0 < η < εN be

such that if J is a subinterval of [0, 1] satisfying KN ⊆ J and HN(J,KN) < η, then

|J ∩ An| = Φ(K). Now let δ be a positive real number such that if x, y ∈ X with
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d(x, y) < δ, then dN(πN(x), πN(y)) < η, and let q ∈ X such that d(p, q) < δ. For

each positive integer i, let qi = πi(q). We will eventually define a subcontinuum L of

X, containing q, by L = lim←−{Li, f |Li+1
} where each Li will be a subinterval of [0, 1]

containing qi. We wish to define the Li’s in such a way that f |Li+1
is surjective for

each i.

Let LN be the interval irreducible about KN ∪ {qN} and let Li = fi,N [LN ] for

all 1 ≤ i < N . We will define Li for i > N inductively. For each such i, we will

consider one of two cases in defining Li+1. To begin the process, notice that since

HN(KN , LN) < η, we have that |LN ∩ An| = Φ(K). If Φ(K) = 0, proceed to Case 1

with i = N , otherwise proceed to Case 2 with i = N .

(Case 1) It follows from the definition of a permutation map that if Li ∩An = ∅,

then every component of f−1
i (Li) maps onto Li under fi. Let Li+1 be the component

of f−1
i (Li) which contains qi+1. Notice that Li+1 ∩ An = ∅, and repeat Case 1 with i

incremented by 1.

(Case 2) In this case, Li is irreducible about Ki ∪ {qi} and |Li ∩ An| = Φ(K).

Since fi is one-to-one on An, we know that |f−1
i (Li)∩An| = |Li ∩An| = Φ(K). Since

Ki ⊆ Li, we can see that Ki+1 ⊆ f−1
i (Li). The continuum Ki+1 must be contained in

a single component of f−1
i (Li). Since |Ki+1 ∩ A| = Φ(K) = |f−1

i (Li) ∩ A|, it is the

case that if C is a component of f−1
i (Li), then either C ∩ An = ∅ or Ki+1 ⊆ C. In

particular, let C be the component of f−1
i (Li) which contains qi+1. If C ∩An = ∅ then

it follows from the definition of a permutation map that fi[C] = Li. In this situation,

let Li+1 = C and proceed to Case 1 with i incremented by 1. If C ∩ An 6= ∅, then

Ki+1 ⊆ C. In this case, let Li+1 be the interval irreducible about Ki+1 ∪ {qi+1}. From

the fact that Li+1 ⊆ C ⊆ f−1
i (Li), and Li is irreducible about Ki ∪ {qi}, it follows

that fi[Li+1] = Li. It also follows that |Li+1 ∩An| = Φ(K). Next, repeat Case 2 with

i incremented by 1.

Continuing this process, we define Li for every positive integer, and then we

set L = lim←−{Li, fi|Li+1
}. It is the case that fi|Li+1

: Li+1 → Li is surjective for

each i, and so it follows that πi[L] = Li for all i. Notice that q ∈ L, and since
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HN(KN , LN) < η < εN , Lemma 3.25 tells us that H(K,L) < ε. Hence, we conclude

that X is a Kelley continuum. �

4.5. AN EXAMPLE

In this section, we will provide an example of the process we have described for

determining the inverse limit generated by a map fσ ∈ Scn. Although our specific

example will be generated by a map f ∈ S14, the same technique can be applied when

the bonding map is given as the composition of permutation maps rather than a single

such map.

Let fσ be the permutation map determined by a permutation σ ∈ S14, which is

represented in cycle notation as σ = (1 7)(2 9)(3 8)(4 10)(5 14 11 6 13 12). Notice that

in light of Theorem 3.37 (Raines’s Theorem), we may, for the sake of convenience, think

Figure 4.5. fσ for σ = (1 7)(2 9)(3 8)(4 10)(5 14 11 6 13 12)
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of fσ as a mapping from [1, 14] onto itself instead of [0, 1]. In this case, the Markov

partition for fσ will be given by {1, 2, ..., 14}. The graph of fσ is pictured in Figure

4.5. Our goal is to determine the space X which is generated by fσ.

Observe that the points on the orbit (4 10) are both inessential, so we may

remove these points from the Markov partition. Removing these points and then

applying Raines’ Theorem, we see that we can represent X as the inverse limit with

bonding map fρ ∈ S12 where ρ = (1 6)(2 8)(3 7)(4 12 9 5 11 10). The graph of fρ (or at

least a mapping with is equivalent for our purposes) is pictured in Figure 4.6. Despite

the fact that they are homeomorphic, X and lim←−{[1, 12], fρ} are not the “same” space.

Nonetheless, to facilitate our discussion, we will now use X to refer specifically to

lim←−{[1, 12], fρ}.

We can see that each of the 12 points in An is essential with respect to fρ, and so

Figure 4.6. fρ for ρ = (1 6)(2 8)(3 7)(4 12 9 5 11 10)
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we may conclude from Corollary 4.10 that X has exactly 12 end points in the classical

sense. The next step in the process of determining X is to identify members of I(An)

which are periodic under fρ. Notice that under iteration of fρ the interval [1, 3] is

mapped onto [6, 8], which is mapped back onto [1, 3]. Also, we have that [4, 5] is taken

to [11, 12], which goes to [9, 10], which is mapped back onto [4, 5]. We can see then

that there are two subcontinua K1 and K2 of X such that for each i ∈ Z+ and j = 1, 2,

the projection πi[Kj] is either [1, 3] or [6, 8]. Similarly, there are three subcontinua L1,

L2, and L3 of X such that for each i ∈ Z+ and k ∈ {1, 2, 3}, the projection πi[Lk] is

[4, 5], [9, 10], or [11, 12]. Considering the mappings f 2
ρ and f 3

ρ we can see that K1 and

K2 are homeomorphic copies of the familiar sin( 1
x
) curve, and L1, L2, and L3 are arcs.

Also, notice that the shift homeomorphism on X swaps K1 and K2 and cycles the arcs

L1, L2, and L3.

We do not yet know where these specific subcontinua lie in X. In fact, we don’t

have a clear picture of the structure of X outside of these subcontinua. However,

we can see by way of Theorem 4.17 that each of these subcontinua is terminal in X.

Figure 4.7. The mapping fρ/G
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Notice also that if p is an end point of any of these terminal subcontinua, then p is

an end point of X in the classical sense. It is clear that each of K1 and K2 has 3 end

points, while each of L1, L2, and L3 has two. This accounts for each of the 12 end

points in the classical sense which are present in X.

Let X/D be the upper semi-continuous decomposition space obtained from X by

shrinking each of K1, K2, L1, L2, and L3 to separate points. Additionally, let [1, 12]/G

be the interval obtained by shrinking each of the 5 periodic members of I(An) which

were observed in the previous paragraph to separate points. Let fρ/G be the mapping

from [1, 12]/G to itself determined by fρ in the manner described in Section 3.5. The

graph of fρ/G is shown in Figure 4.7.

Theorem 4.13 tells us that X/D is homeomorphic to lim←−{[1, 12]/G, fρ/G}. We

use Raines’ Theorem to straighten portions of the graph of f/G without affecting

the inverse limit. Doing so, we see that lim←−{[1, 12]/G, fρ/G} is homeomorphic to

lim←−{[1, 5], fγ} where γ ∈ S5 is given by γ = (1 3)(2 5 4). The graph of fγ is pic-

tured in Figure 4.8. Notice that applying Theorem 4.13 and Raines’ Theorem in this

manner to show that X/D is homeomorphic to an inverse limit with a permutation

bonding map amounts to a applying Theorem 4.15.

It is clear from Corollary 4.12 that lim←−{[1, 5], fγ}, and hence X/D, is homeomor-

phic to an indecomposable arc continuum having exactly 5 end points. The 5 end

points of X/D are precisely the points to which the continua K1, K2, L1, L2, and L3

were shrunk. We may now grow these points back to their original continua to arrive

back at X. Thus we see that X is constructed from a 5 end point indecomposable

arc continuum by replacing two of the end points with terminal sin( 1
x
) curves, and

replacing the other three end points with terminal arcs.

It is worth noting that the shift homeomorphism on lim←−{[1, 5], fγ} swaps the

points (1, 3, 1, 3, ...) and (3, 1, 3, 1, ...) and acts as a 3-cycle on the points (2, 4, 5, 2, ...),

(4, 5, 2, 4, ...), and (5, 2, 4, 5, ...). If we imagine growing our continua from the end

points of lim←−{[1, 5], fγ} instead of from X/D (which are of course homeomorphic), the

points with period two under the shift homeomorphism would be grown to the sin(1
2
)
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curves, while the other three points would be grown into the arcs.

We should also note that our approach does not provide a method for completely

classifying the continua generated by permutation maps, as it does not distinguish

between different indecomposable arc continua which have the same number of end

points.

Figure 4.8. fγ for γ = (1 3)(2 5 4)



62

5. LOGISTIC FAMILY

In this section we turn our attention to the logistic family of mappings, given

by fλ = 4λx(1 − x) where 0 ≤ λ ≤ 1. This family has been extensively studied

by dynamicists, as it is an example of a family of simple functions, some of which

exhibit complicated, chaotic dynamics. As the parameter λ increases from 0, the

mapping fλ undergoes a period doubling bifurcation. The parameter values at which

the bifurcations occur limit to λc ≈ .89249..., which is called the Feigenbaum limit.

Beyond this value, there exist uncountably many parameter values λ for which fλ

behaves chaotically. On the other hand, the parameter values for which fλ has an

attracting periodic orbit is an open and dense subset of [0, 1] [15]. For information

about the dynamics of maps in this family, see, for example, [13, Chapter 1].

Much work has been done in studying inverse limits on [0, 1] with a single bonding

map taken from the logistic family. See, for example, [3], [14], [24], and [31]. In [3],

Barge and Ingram identify the continua that arise as such inverse limits for all values

of λ ≤ λc, and in [24] Ingram shows that each of these continua is a Kelley continuum.

Ingram also shows that there are values of λ > λc for which lim←−{[0, 1], fλ} is not Kelley.

Our main goal in this section is to establish Corollary 5.3, which states that if fλ has

an attracting periodic orbit, then lim←−{[0, 1], fλ} is homeomorphic to lim←−{[0, 1], fσ} for

some permutation map fσ, and is thus a Kelley continuum. We will do this by first

establishing the more general Theorem 5.1. To show that Corollary 5.3 follows from

Theorem 5.1, we will need to use the fact that mappings in the logistic family have

negative Schwarzian derivative, which can be established by direct calculation.

The following theorem provides the main theorem of this section.

Theorem 5.1. Let f : [a, b]→ [a, b] be a surjective, mapping with N attracting periodic

orbits, where N is a positive integer. If each turning point of f in (a, b) lies in the

immediate basin of attraction for some point on an attracting orbit, then lim←−{[a, b], f}

is homeomorphic to lim←−{[0, 1], fσ} for some permutation map fσ.
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Proof. Let P = {p1, ..., pm} be the collection of all points in [a, b] which lie on periodic

orbits. Note that we are not assuming that f(pi) = pi+1 in general. For each i =

1, ...,m, let Bi denote the immediate basin of attraction for pi. The Bi’s are open,

pairwise disjoint subintervals of [a, b]. For convenience, let α and β be positive integers

such that pα and pβ are respectively the smallest and the largest elements of P .

Since f is surjective, there exist r, s ∈ [a, b] such that f(r) = a and f(s) = b.

The points r and s are local extrema, and so each must be either a critical point or an

end point. An examination of the possible cases shows that if d ∈ {a, b} then one of

the following three conditions must be satisfied: d is a fixed point, d is periodic with

period 2, and its orbit is {a, b}, or d lies on the orbit of some critical point, and hence

lies in Bi for some i.

Fix i = 1, ...,m. Notice that Bi cannot be the entire interval. If it were, then

pi would be fixed and would attract the entire interval. Since f is surjective, this

situation is impossible. The basin Bi can thus contain either a or b, or neither, but

not both. Let ai = inf(Bi) and bi = sup(Bi). Observe the following two facts:

(a) If a /∈ Bi, then ai ∈ bd(Bi), and hence is not attracted to pi. In this case,

f(ai) 6= f(pi), and we may find a point ci, sufficiently close to ai, such that ci is

strictly less than every critical point in Bi, and if x ∈ [ai, ci], then f(x) 6= f(pi).

(b) If b /∈ Bi, then bi ∈ bd(Bi), and hence is not attracted to pi. In this case,

f(bi) 6= f(pi), and we may find a point di, sufficiently close to bi, such that

di is strictly greater than every critical point in Bi, and if x ∈ [di, bi], then

f(x) 6= f(pi).

We now define Di to be a subinterval of Bi as follows:

1. If a ∈ Bi, then b /∈ Bi. Let Di = [a, di] where di is as in (b) above.

2. If b ∈ Bi, then a /∈ Bi. Let Di = [ci, b] where ci is as in (a) above.

3. If a, b /∈ Bi, let Di = [ci, di] where ci and di are as in (a) and (b).

In the same manner, define Di for all i = 1, ...,m. For the purpose of applying

Theorem 3.40, we wish to have intervals satisfying the conditions of Di, but also such
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that f [Di] ⊂ Dj if f(pi) = pj. We currently have no such guarantee for our intervals.

To correct this, we will define intervals Ai such that Di ⊂ Ai ⊂ Bi and f [Ai] ⊂ Aj if

f(pi) = pj. To that end, let Q ⊂ P be an attracting orbit of f with period n. Without

loss of generality, we will assume that Q = {p1, ..., pn} and that f(pi) = pi+1 if i < n

and f(pn) = p1. For each i, j = 1, ..., n, let ki,j denote the smallest non-negative

integer such that fki,j (pi) = pj. For each i = 1, ..., n, let Ai =
⋃n
j=1 f

ki,j [Di]. For any

i = 1, ..., n, the interval Di is in the basin of attraction Bi, and so fn[Di] ⊂ Di. From

this fact, it follows that f [Ai] ⊂ Ai+1 if i < n, and f [An] ⊂ A1. In the same manner,

define Ai for all i = 1, ...,m.

We will now define a mapping g : [a, b] → [a, b] as follows: If x /∈
⋃m
i=1Ai or if

x ∈ P , then set g(x) = f(x). If g(a) was not defined in the first step, then a ∈ Aα.

If this is the case, let g(a) = f(pα). Similarly, if g(b) remains undefined, then b ∈ Aβ.

If this is the case, let g(b) = f(pβ). We conclude the definition of g by extending it

linearly to the entire interval [a, b]. Note that if x ∈ [a, b] such that f(x) 6= g(x), then

it must be the case that x ∈ Bi for some i, and that x is not periodic under f or g.

Notice also that the definition of g guarantees that min{g(x) : x ∈ [a, b]} is either a or

pα and similarly max{g(x) : x ∈ [a, b]} is either b or pβ

The mappings f and g, and the intervals A1, ..., Am satisfy the conditions of

Theorem 3.40, and so lim←−{[a, b], f} is homeomorphic to lim←−{[a, b], g}. The mapping g

permutes the points in P and is monotone on [a, b] − P . If the end points a and b

are periodic under g, then g is a Markov map, and by applying Theorem 3.37 we can

conclude that lim←−{[a, b], g}, and thus lim←−{[a, b], f}, is homeomorphic to lim←−{[0, 1], fσ}

for some permutation map fσ. Thus, assume that one of the end points is not periodic

under g. This leaves us with three cases to consider: (Case 1) a is not periodic under

g, but b is, (Case 2) b is not periodic under g, but a is, and (Case 3) neither a nor b

is periodic under g.

(Case 1) Assume that a is not periodic under g, but b is. Then g(a) 6= a and

g(b) 6= a. So, if there is a point c ∈ [a, b] such that g(c) = a, then a < c < b. Certainly,

such a point c would be a local minimum. We can see from the definition of g that
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this situation can only occur if c ∈ P , but this would result in both c and a being

periodic under f and g, and hence is a contradiction. Thus, there is no c ∈ [a, b] such

that f(c) = a. This means that min{g(x) : x ∈ [a, b]} = pα. Let J denote the interval

[pα, b]. We have shown that g[[a, b]] = J , and thus that lim←−{[a, b], g} is homeomorphic

to lim←−{J, g|J}.

(Case 2) Assume that b is not periodic under g, but a is. In this case, we may

proceed in a manner similar to Case 1 to show that lim←−{[a, b], g} is homeomorphic to

lim←−{J, g|J}, with J = [a, pβ] in this case.

(Case 3) Assume that neither a nor b is periodic under g. As in Case 1, if

x ∈ g−1(a) ∪ g−1(b), then x ∈ {a, b} ∪ P . But, if x ∈ P , then f(x) ∈ {a, b} would be

periodic. So, we can see that if x ∈ g−1(a) ∪ g−1(b), then x ∈ {a, b}. If g−1(a) and

g−1(b) are both nonempty, then g−1(a)∪ g−1(b) = {a, b}, from which we can conclude

that a and b are both periodic, which is a contradiction. So, g−1(a) ∪ g−1(b) contains

at most one element, either a or b. First assume that g−1(a) ∪ g−1(b) = ∅. Then

f [[a, b]] = J , and lim←−{[a, b], g} is homeomorphic to lim←−{J, g|J}, where J = [pα, pβ].

Now assume that g−1(a) ∪ g−1(b) = {a}. Then f(a) = b. In this case, g−1(a) = ∅, so

f [[a, b]] = [pα, b], and then f 2[[a, b]] = [pα, pβ]. Similarly, if g−1(a)∪ g−1(b) = {b}, then

f 2[[a, b]] = [pα, pβ]. In either case, lim←−{[a, b], g} is homeomorphic to lim←−{J, g|J}, with

J = [pα, pβ].

In each of the cases above, g|J is a Markov map which permutes the elements of

its Markov partition, and so we may use Theorem 3.37 to conclude that lim←−{J, g|J} is

homeomorphic to lim←−{[0, 1], fσ} for some permutation map fσ. We have already shown

that lim←−{[a, b], f} is homeomorphic to lim←−{[a, b], g}, which is in turn homeomorphic to

lim←−{J, g|J}. Thus lim←−{[a, b], f} is homeomorphic to lim←−{[0, 1], fσ}. �

Corollary 5.2. Let f : [a, b]→ [a, b] be a surjective mapping with negative Schwarzian

derivative, N attracting periodic orbits, and N critical points, where N is a positive

integer. Assume also that a and b are not attracted to any of the attracting orbits.

Then lim←−{[a, b], f} is homeomorphic to lim←−{[0, 1], fσ} for some permutation map fσ.
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Proof. Theorem 3.11 guarantees that every critical point lies in the immediate basin

of attraction for a point on one of the attracting periodic orbits, and so we may apply

Theorem 5.1. �

It is clear from the definition of the logistic family that when fλ has an attracting

orbit, it satisfies the conditions of Corollary 5.2, giving us the following corollary, which

is the main result of this section.

Corollary 5.3. If fλ : [0, 1] → [0, 1] is a member of the logistic family which has

an attracting periodic orbit, then lim←−{[a, b], fλ} is homeomorphic to lim←−{[0, 1], fσ} for

some permutation map fσ, and is hence a Kelley continuum.

As mentioned in the first paragraph of this section, fλ = 4λx(1 − x) has an

attracting periodic orbit, and hence lim←−{[a, b], fλ} is Kelley, for an open and dense

set of parameter values in [0, 1]. So, in this sense, parameter values λ for which

lim←−{[a, b], fλ} is not Kelley are rare, though as Ingram has shown in [24], they do

exist. It is worth noting that Corollary 5.3 does not characterize those values of λ for

which lim←−{[a, b], fλ} is Kelley. The mapping fλc does not have an attracting periodic

orbit, but does generate a Kelley continuum as its inverse limit [24].

In the set of parameter values for which fλ has no attracting periodic orbit, there

is a countable dense subset of parameter values λ for which the critical point of fλ

eventually maps on to a repelling periodic orbit. We will apply the following theorem

to show that for these values of λ, the continuum generated by fλ is not a Kelley

continuum.

Theorem 5.4. Let f : [a, b] → [a, b] be a surjective mapping satisfying the following

conditions:

1. there is a point t ∈ (a, b) and a point c ∈ [a, b] such that f(c) = f(t) = t,

2. there is a subinterval I of [a, b] containing t in its interior such that I ⊂ f [I]

and if x ∈ I, then |t− x| ≤ |t− f(x)|,

3. there is a subinterval J of [a, b] containing c in its interior such that f [J ] ⊂ I,

t ∈ bd(f [J ]), and f is not constant on any component of J − {c}.
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Then X = lim←−{[a, b], f} is not a Kelley continuum.

Proof. Let I1 = [a, t] ∩ I and I2 = [t, b] ∩ I. Notice that condition 2 implies that

I1 ⊂ f [I1] and I2 ⊂ f [I2] or I1 ⊂ f [I2] and I2 ⊂ f [I1]. Assume first that I1 ⊂ f [I2]

and I2 ⊂ f [I1]. We may find intervals I∗ ⊂ I and J∗ ⊂ J satisfying condition 2 and

3 above for f 2, and it is certainly true that f 2(c) = f 2(t) = t. Notice also that in

this case we have that I1 ⊂ f 2[I1] and I2 ⊂ f 2[I2]. Therefore, since lim←−{[a, b], f} is

homeomorphic to lim←−{[a, b], f
2}, it is enough to establish the result for the case when

I1 ⊂ f [I1] and I2 ⊂ f [I2]. Further, notice that condition 3 implies that f [J ] ⊂ Ii for

some i ∈ {1, 2}. We may assume without loss of generality that f [J ] ⊂ I1.

Let β ∈ I1 such that β 6= t and if J∗ is a component of J − {c}, then β ∈ F [J∗]

(see Figure 5.1). We will establish that if L is a subinterval of [a, b] containing c such

that fN [L] ∩ I2 6= ∅ for some positive integer N , then there exists a positive integer

Figure 5.1. Conditions of Theorem 5.4



68

M ≤ N such that β ∈ f i[L] for all i ≥ M . We will use this fact later in the proof of

the theorem. Assume that L is as described. Observe that t ∈ f i[L] for all i = 1, 2, ...,

and that condition 2 guarantees [t, β] ⊂ f [[t, β]]. These facts tell us that if β ∈ fM [L]

for some M = 1, 2, ..., then β ∈ f i[L] for all i ≥ M . If β /∈ f [L], then it is clear that

L ⊂ J , and that t ∈ f [L] ⊂ [t, β) ⊂ I1. It readily follows from condition 2 that if

β /∈ f i[L] for each positive integer i, then f i[L] ⊂ [t, β) for all such i. This contradicts

our assumption that fN [L] ∩ I2 6= ∅ for some positive integer N . Hence, there exists

a positive integer M ≤ N such that β ∈ f i[L] for all i ≥M .

Let p = (t, t, t, ...) ∈ X and K be a subcontinuum of X such that p ∈ K and

π1[K] is a nondegenerate subinterval of I2. Notice that condition 2 of our hypotheses

guarantees that such a K does indeed exist. For each i = 1, 2, ..., set Ki = πi[K]. For

each positive integer n, let pn ∈ π−1
n (c). It is clear that for each i < n, πi(p

n) = t, and

hence it follows that the sequence {pn}∞n=1 converges to p. Let {Kn}∞n=1 be a sequence

of subcontinua of X such that pn ∈ Kn for each n. We will show that {Kn}∞n=1 does

not converge to K, and hence that X is not Kelley.

Assume to the contrary that {Kn}∞n=1 does converge to K. For each pair of

positive integers n and i, set Kn
i = πi[K

n]. The sequence {Kn
1 }∞n=1 must converge to

K1, and thus Kn
1 must intersect K1 ⊂ I2 for all but finitely many n. Without loss

of generality, we may assume that Kn
1 ∩ I2 6= ∅ for each positive integer n. For a

given n, we have that pn ∈ Kn, and hence that c ∈ Kn
n . It then follows from the

discussion in the second paragraph that β ∈ Kn
1 for all n, and therefore that {Kn

1 }∞n=1

does not converge to K1. This provides the desired contradiction to the assumption

that {Kn}∞n=1 converges to K, and thus completes the proof that X is not a Kelley

continuum. �

Theorem 5.5. If λ ∈ [0, 1] is such that fλ : [0, 1] → [0, 1] has no attracting periodic

orbit, and 1
2

is not periodic under fλ, but is eventually periodic, then lim←−{[a, b], fλ} is

not a Kelley continuum.
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The table provided here contains a brief description of the continua in the family

M5. For 2 ≤ n ≤ 4, the continua inMn are precisely those continua in S5 which have

n or less end points in the classical sense. The results summarized in this table are

due to Ingram [22].

Continua in M5

Continuum e.p.c.s.*

arc 2

sin( 1
x)-curve 3

3 endpoint indecomposable arc continuum 3

double sin( 1
x)-curve 4

pair of sin( 1
x)-curves 4

ray limiting to a 3 endpoint indecomposable arc continuum 4

4 endpoint indecomposable arc continuum 4

two rays limiting to sin( 1
x)-curve 5

ray limiting to double sin( 1
x)-curve 5

ray limiting to pair of sin( 1
x)-curves 5

union of sin( 1
x)-curve and double sin( 1

x)-curve 5

intersecting at one limit bar

double ray limiting to an arc on one end, and a 3 endpoint 5

indecomposable arc continuum on other end

two rays each limiting to a 3 endpoint indecomposable 5

arc continuum

ray limiting to a 4 endpoint indecomposable arc continuum 5

3 endpoint indecomposable arc continuum with a 5

non-endpoint grown into an arc

4 endpoint indecomposable arc continuum with an 5

endpoint grown into an arc

5 endpoint indecomposable arc continuum 5
* End points in the classical sense
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