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ABSTRACT

Accurate estimation of production from frac-pack completed gas wells requires reliable
estimation of flow properties from reservoir rocks and proppants. This study is composed of
three parts: core-scale, pore-scale and reservoir-scale analyses of this problem. In the core-scale
analysis, simultaneous estimation of permeability, non-Darcy, and Klinkenberg coefficients of
reservoir rock is conducted from steady-state and pulse-decay experiments. Confidence intervals
of the estimated parameters are determined from the Bootstrap method. The duration of pulse-
decay experiments has a large impact on confidence intervals; therefore, correlations are
developed to estimate the experimental duration for both 1-tank and 2-tank set-ups from the core
properties and design parameters.

In the pore-scale analysis, the Lattice Boltzmann method (LBM) and network modeling
are used to calculate proppant flow properties. For reliable simulation, resolution- and relaxation-
time effects on LBM simulation are investigated; resolution and network-structure effects for
network modeling are investigated. It is found that the minimum particle diameter should be
represented with 30 voxels for reliable estimations. Statistically significant permeability and non-
Darcy coefficient correlations are developed by using other calculated petrophysical properties
and network model parameters. A new approach, path analysis, is applied to petrophysical
properties to show the relationship between them. Compaction and sand-migration effects on
porosity, permeability and the non-Darcy coefficient are investigated. Trends in permeability and
the non-Darcy coefficient as a function of porosity and sand concentration are found. Pore-scale
simulations indicate that non-Darcy coefficients obtained from correlations always underestimate
the inertial effects.

A reservoir simulator is developed using the finite difference method by integrating the

continuity and sand-migration equations, and by using the compaction and sand-migration

xxii



correlations developed from pore-scale simulations. A parametric study is conducted for the rate
constants for sand migration equations, critical velocity, flow rate, and initial movable sand
concentration, to investigate their effects on sand production, reservoir flow properties, and
pressure profile near the wellbore. While pore-throat plugging has a large impact on the pressure
profile and reservoir flow properties, it causes an insignificant decrease in sand production. In
addition, a sensitivity analysis is conducted for fracture dimensions and fracture conductivity to
investigate their effects on sand production. Sand production does not decrease linearly with
sensitivity parameters; therefore, designing fractures with moderate half-length, width, and

conductivity is recommended.

xXXiii



CHAPTER 1: INTRODUCTION

Henry Darcy (1856) found his famous equation while working on flow characteristics of
sand filters used to filter public water in the city of Dijon in France. He observed a linear
relationship between flow rate and pressure difference. The Darcy equation is analogous to
Fourier’s law for heat conduction, Ohm’s law for electricity or Fick’s law for diffusion. Even
though the Darcy equation is a phenomenologically derived constitutive equation, Hubbert
(1956) derived the Darcy equation from the Navier-Stokes equation via homogenization. Darcy's
law is only valid for viscous flow; usually, most groundwater flow is slow and falls into this
category.

Forchheimer (1901) noticed deviations from Darcy flow and attributed this deviation to
turbulence in the fluid flow. He proposed a second order equation as a function of velocity from
an experimental data fit. Cornell and Katz (1953) modified the second term as a product of g and
density so that for low velocities, the equation converges to the Darcy equation. This equation is
called the Forchheimer equation in literature.

The coefficient f and the reason for the deviation from Darcy equation has been
investigated for decades. The first investigation was conducted by Fancher et al. (1933). They
used the Reynolds number and friction factor to fit the data; therefore, early papers refer to f as
the turbulence coefficient (Cornell & Katz, 1953; Tek, Coats, & Katz, 1962). However; Bear
(1972) clarified the difference between flow equations for the pipes and the porous media and he
explained that flow transition is sharp in pipe flow and occurs at high Reynold numbers. On the
other hand, in porous media, there is a transition zone and a nonlinear relation between flow rate
and pressure gradient occurs about Reynolds number unity. Comparing with the flow equation,

there is no linear term in the pipe flow equation. Many researchers also agreed that the flow



deviation does not result from turbulence (e.g. Bear, 1972; Geertsma, 1974; H. Ma & Ruth,
1993) but rather it is caused by inertial effects due to diverging-converging flow paths. However,
there is no common term for 5. Many researchers give different name based on their preferences.
For example, B is called turbulence factor (Cornell & Katz, 1953; Tek et al., 1962), inertial
resistance coefficient (Al-Rumhy & Kalam, 1993; Geertsma, 1974), velocity coefficient
(Firoozabadi & Katz, 1979), non-Darcy coefficient (Civan & Evans, 1991; X. Liu, Civan, &
Evans, 1995), Forchheimer coefficient (Ruth & Ma, 1992) and inertial coefficient (Huiping Ma
& Ruth, 1997), among various other names. In this study g is called the non-Darcy coefficient.
Flow regimes for pipes flow are well established. If the Reynolds number is greater than
approximately 2100, the expected flow regime will be turbulent; otherwise, flow regime will be
laminar. On the other hand, the flow regimes in porous media are different from pipes flow due
to complex structure of the pore space. There are mainly two classifications of flow regimes.
Basak (1977) classified the flow into three regimes. For very low velocities, slip flow exists and
the increase in velocity is larger than increase in the pressure gradient. He named this region the
pre-Darcy zone. With increasing flow rate, the flow will be laminar and the velocity increase is
directly proportional to the pressure gradient. In this regime, the Darcy equation can be applied
and it is called the Darcy zone. Further increases in velocity leads to increases in inertial effects.
This leads to velocity increases that are less than the increase in pressure gradient. This flow
regime is called the post-Darcy zone. Dyybs and Edwards (1984) used laser anemometry and a
visualization technique to investigate the flow regimes and defined four flow zones with the
intervals based on Reynold number. Reynold number up to 1, the flow is laminar and the region
is in the Darcy flow regime. For Reynolds numbers from 1-10 to 150, flow is still laminar and

flow velocity, pressure gradient trend is not linear anymore, and this regime is called inertial



flow. For Reynold numbers between 150 and 300, unsteady state characteristics appear and the
flow regime is called unsteady laminar flow. For Reynolds numbers greater than 300, flow is
turbulent, like in turbulent flow in pipes, and flow is dominated by eddies.

The transition between Darcy to non-Darcy flow is summarized by Zeng and Grigg
(2003). There are mainly two types of criteria is used in the literature: Reynolds number and
Forchheimer number. A Reynolds number criterion was started with the Chilton and Colburn
(1931) study. After that many researchers investigated the critical Reynold number (e.g. Ergun,
1952; Fancher et al., 1933; H. Ma & Ruth, 1993); however their observations were very different
with the transition changing between 1 and 100. This implies that there is no magic number to
classify the flow type. In addition, the main problem in Reynolds number definition is
characteristic lengths. For pipe flow or flow in unconsolidated media, characteristic lengths are
well defined; pipe diameter and mean particle diameter. However, the structure of consolidated
media is too complicated for a clear definition of characteristic length. Due to the disadvantages
of Reynolds number, the second criterion, the Forchheimer number, was proposed by Ma and
Ruth (1993). With this criterion, the characteristic length is defined as a product of permeability
and non-Darcy coefficient. The studies conducted for Forchheimer number also indicates that
there is no clear value for flow transition between Darcy to non-Darcy flow; the critical
Forchheimer number changes between 0.005 and 0.2. Therefore, some authors suggest some
factor based on the ratio of pressure decrease caused by viscous forces and pressure decrease due
to inertial effects under which inertial effects can be ignored (Belhaj, Agha, Nouri, Butt, &
Islam, 2003; Zeng & Grigg, 2003). Since these factors depend on inertial effects, accurate

estimation of non-Darcy coefficient is important.



Inertial flows cannot be neglected for gas flow, gas condensate reservoirs, near wellbore
flows (especially at the perforations). Therefore, the non-Darcy coefficient is investigated every
decade. Many researchers were developed non-Darcy correlations from theory, core lab
experiments, field data and network modeling. Porous media can be modeled with parallel and
series bundles of capillaries. Non-Darcy correlations were derived through comparison of
theoretical flow equations with the Forchheimer equation (Li & Engler, 2001, 2002). However,
non-Darcy coefficients estimated from these correlations are different than the one obtained from
lab measurements. The main reasons for this difference results from the complicated pore
structure. This implies that reservoir rock properties should be determined from lab
measurement.

Many experimental studies were conducted to estimate non-Darcy coefficients from
petrophysical properties such as permeability, porosity and tortuosity (e.g. Geertsma, 1974; S.C.
Jones, 1987; Tek et al., 1962). Some researchers thought non-Darcy coefficients depend on the
fluid properties and overburden pressure (e.g. Avila & Evans, 1986; Evans, Hudson, & Greenlee,
1987). Most of the correlations are not consistent in terms of units. Therefore, some researchers
developed dimensionally consistent correlations from dimensional analysis (Avila & Evans,
1986; Evans et al., 1987; Geertsma, 1974). However, they are not sufficient to estimate the non-
Darcy coefficient. There are only few studies to investigate non-Darcy flow at the pore scale
with network modeling (Cooper, Wang, & Mohanty, 1999; Thauvin & Mohanty, 1998). They
investigated how the pore and throat radius and the connectivity of pores affect inertial effects.
They also investigated the impact of compaction and sand deposition by changing the network

parameters.



Inertial effects become more significant for two-phase flow. Experimental studies
indicate that the non-Darcy coefficient increases up to an order of magnitude compared to single
phase flow (Gewers & Nichol, 1969; Wong, 1970). The main causes of the increase in inertial
effects are the decrease in the relative permeability of gas. Some researchers suggest the use of
non-Darcy coefficient correlations developed for single phase flow provided that effective gas
permeability and void volume occupied by gas should be used instead of single phase
permeability and pore volume (Avila & Evans, 1986; Coles & Hartman, 1998; Frederick Jr. &
Graves, 1994; Geertsma, 1974). The other estimation method relates relative non-Darcy
coefficient with relative permeability (X. Liu et al., 1995a). Heterogeneity has a great effect on
inertial effects. Therefore, the non-Darcy coefficient obtained from lab experiment can be
different than the one obtained from well-test analysis. Most of the correlations include porosity
and permeability as a predictive petrophysical parameter; however, two core samples with
similar porosity and permeability can shows different inertial characteristics due to different pore
structure. This characteristic is apparent especially for carbonate samples since their pore
structures are complicated due to precipitation and dissolution. Therefore, for non-Darcy
coefficient estimation for heterogeneous reservoirs, specific surface area should be considered as
a required petrophysical parameter.

Some researchers have proposed that the field is more heterogeneous compared with
cores; therefore, non-Darcy coefficient should be determined from field tests. They defend this
point by the inconsistency between non-Darcy coefficient obtained from lab measurements and
the ones obtained from well tests (Morrison & Dugan, 1991; Pascal & Quillian, 1980). On the
other hand, same researchers are against this idea and they used both lab measurement and well

test data to develop a correlation (Noman, Shrimanker, & Archer, 1985).



If the formation is layered, a small high-permeability layer in the direction of flow leads
to a decrease in inertial effects and increases the well productivity. For modeling of such
reservoirs, estimating inertial effects from a correlation using average permeability may cause
underestimation of production. The effective permeability should be determined to estimate the
effective non-Darcy coefficient. The trend between single phase permeability and non-Darcy
coefficient can be used to estimate effective non-Darcy coefficient from effective permeability.

Reservoir pressure decreases with production and this results in changes in effective
pressure. This leads to porosity and permeability decreases and an increase in inertial effects.
Pore-scale studies about compaction clearly show that a decrease in pore volume leads to a
significant increase in the non-Darcy coefficient (Thauvin & Mohanty, 1998). Some
experimental studies indicate that overburden pressure has significant effects on inertial effects
(Avila & Evans, 1986). Some researches claimed that including effective stress in non-Darcy
correlations is unnecessary if the non-Darcy correlation includes both porosity and effective
permeability (Frederick Jr. & Graves, 1994).

Accurate estimation of non-Darcy coefficient effects on well productivity estimation is
investigated with reservoir simulations. For low permeability reservoirs, high rate gas flows and
gas condensate reservoirs, inertial effects cannot be ignored. Even though inertial effects are
considered near-wellbore phenomena, inertial effects cannot be neglected away from the
wellbore if the reservoir is tight. The pressure drop due to inertial effects can be significant even
for flow rates less than 1MMscf/D if reservoir permeability and porosity are small. Ignoring
inertial effects in well test data can cause misestimation of reservoir and fracture properties. For
single-phase flow, permeability estimation is higher than the actual values. If the reservoir is

fractured, higher estimation of permeability leads to lower estimation of fracture length and its



conductivity. On the other hand, for two-phase flow, both permeability and fracture estimation is
uncertain if inertial effects are ignored.

In this study, inertial effects for frac-pack completed gas reservoirs are investigated
closely. Accurate estimation of well productivity of frac-pack completed gas reservoirs, the
reservoir and fracture permeabilities and non-Darcy coefficients, and compaction and sand
migration effect on them should be known. Therefore, this study consists of three main parts:
core-scale analysis, pore-scale analysis and reservoir-scale analysis (Figure 1.1). This
dissertation is organized into eight chapters.

In the Literature Review, flow regimes, non-Darcy flows and non-Darcy flow criteria are
explained in detail. Non-Darcy correlations developed from theoretical derivations, lab
experiments, field data, and numerical studies are given in historical order. Important
observations about multi-phase flow and heterogeneity effects are given. To emphasize the
inertial effects for well productivity estimation, some studies are given as examples.

In the Problem Statement Chapter, the reason why there are so many correlations are
available in the literature is discussed and some misinterpretation of lab experiments are
illustrated with example to emphasize the importance of this study. Misuse of correlations in the
case of compaction and sand migration are given.

In Objectives, based on the stated problems, for correct estimation of production from
high-rate frac-pack completed gas reservoirs, the methodology is given. For reliable estimation
of production, flow properties of the reservoir and proppants used in the fracture, and
compaction and sand migration effects on the flow properties should be modeled accurately.
Therefore, the objectives of this study are divided into five steps given in Chapter 5 through

Chapter 7.



In Chapter 5, core-scale analyses are conducted to estimate reservoir flow properties;
permeability, Klinkenberg coefficient and non-Darcy coefficient. A new optimization approach
for steady-state lab-experiment interpretation is given for simultaneous estimation of flow
properties. The effect of measurement errors on the estimation process is discussed. The
methodology for pulse decay experiments and statistical analysis techniques are illustrated for
reliable estimation of flow properties. The effects of the experimental duration on the estimation
of flow parameters confidence intervals and production are given. A sensitivity analysis is
conducted for the duration of pulse-decay experiments and development of correlations to
estimate the experiment duration is given in this chapter.

In Chapter 6, pore-scale analyses are conducted by using two numerical methods, Lattice
Boltzmann Method (LBM) and Network modeling, to estimate the flow properties of gravel
packs. LBM is investigated for grid resolution and relaxation time; Network modeling is
investigated for pore resolution and pore merging conditions to determine which conditions
reliable estimations are done from these methods. Due to the domain-size limitations of LBM,
representative elementary volume sizes of gravel packs are investigated. By creating a database
systematically, some correlations are developed for permeability and non-Darcy coefficient. A
new approach, path analysis, is used to correlate petrophysical variables and it is used for
missing data estimation. Pore-scale analyses are used for studying compaction effects on
permeability and the non-Darcy coefficient. Changes in pore structure with compaction is
investigated with Network modeling. Similarly, the effect of sand migration on permeability and
non-Darcy coefficient is found and correlations are developed for use in reservoir simulations. In
addition to the comparison of pore-scale results for compaction and sand migration, some misuse

of non-Darcy correlations is illustrated.



In Chapter 7, to integrate the findings from core-scale and pore-scale analyses, a 2-D
reservoir simulator is developed using a finite difference algorithm. This simulator is validated
with core experiment data found from the literature. A parametric study is conducted to estimate
the effect of the sand migration rate equation constant on production. Some simulations are
presented to show how fracture properties affect the sand production.

In Chapter 8, the findings from core-scale, pore-scale and reservoir-scale analyses are
given and discussed. Some recommendations are given for further improvement of this study. In

the Conclusions, the most important points of this study are summarized.
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CHAPTER 2: LITERETURE RIVIEW

Henry Darcy (1856) conducted water flow experiments through sand beds and observed
that the flow rate, g is directly proportional to the potential difference, A h, and flow area, A, of
the filter sand with a thickness, L.

KAAR
L

g = (2.1)

K in this relation represents the hydraulic conductivity and it can be expressed as k/u where k is
permeability of the porous medium and p is viscosity of the flowing fluid. The Darcy equation

can be written in the form of a partial differential equation as;

_ Z_’; - %u (2.2)

Darcy equation states that pressure gradient, — dP /dx, is linearly related with velocity, u.
Hubbert (1956) derived the Darcy equation from the Navier-Stokes equation with the

assumptions of laminar and viscous flow and negligible inertial terms and he stated that Darcy

law is valid for liquids and gases at high pressure.

2.1  Non-Darcy Flow

Forchheimer (1901) discovered that Darcy flow did not accurately describe the pressure
drop if the flow rate was high, and the deviation of pressure drop was related to the flow rate. To
account for this non-Darcy part, he proposed an equation (Eqn.2.3) by fitting the pressure
gradient to velocity obtained from experimental data. Later, a third order equation (Eqn.2.4) was
derived in order to fit very high flow rate experiments (Ezeudembah & Dranchuk, 1982). In
these equation, the coefficients, a, b and c, are constants.

dpP
—— = qu + bu? (2.3)
dx
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dpP
—— =au + bu? + cu? (2.4)
dx

Another equation proposed to express the non-linearity between measured pressure data
and Darcy equation is power law model (Eqn.2.5). The power n is between 1 and 2.

dP_
dx

au™ (2.5)
Cornell and Katz (1953) reformulated Eqn.2.3 by replacing the constant term a as the
product of fluid density and £ (Eqn.2.6). This equation implies that Darcy’s equation is still valid
and the additional pressure drop is accounted for. The factor B is called the turbulence factor
(Cornell & Katz, 1953; Tek et al., 1962), inertial resistance coefficient (Al-Rumhy & Kalam,
1993; Geertsma, 1974), velocity coefficient (Firoozabadi & Katz, 1979), non-Darcy coefficient
(Civan & Evans, 1991; X. Liu et al., 1995), Forchheimer coefficient (Ruth & Ma, 1992) and
inertial coefficient (Huiping Ma & Ruth, 1997), among various other names. Eqn.2.6 equation

turns into Darcy equation for low flow rates.

—Z—i = %u + Bpu? (2.6)

The non-linearity can be identified with the flow rate vs. pressure drop as indicated in
Figure 2.1. For high flow rates, pressure drop is higher than what is expected from Darcy’s
equation. Therefore, permeability prediction from the experiments conducted in that region will
be lower than the actual if inertial effects are ignored.

Fancher et al.(1933) correlated the pressure drops by using the friction factor and
Reynolds number (Figure 2.2). Based on the fit, Katz et al. (1959) explained the excessive
pressure drop based on turbulence. Therefore, § was known as turbulent factor. Bear (1972)

systematically expressed the difference between turbulent flow and non-Darcy flow. He

indicated that there is no linear term in turbulent flow and the flow transition is sharp at higher

11



Reynolds number for flow in conduits. Geertsma (1974) related the deviation of Darcy’s
equation with the acceleration and de-acceleration of fluid in the pore space. Ruth and Ma (1993)

attributed this excessive pressure drop to inertial effects.
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Figure 2.1  Nonlinear Flow of Air through Sand (Adopted from Katz, 1959)
2.2  Slip Flow

Another type of non-Darcy flow is slip flow. Muskat (1937) recognized a large
discrepancy between air permeability and water permeability. Klinkenberg (1941) noted a
similar discrepancy from experiments conducted with flowing fluids hydrogen, nitrogen and
carbon dioxide (Figure 2.3). He observed that the mean free path of gas, A, was directly

proportional with the mean pressure, B,, in pore capillary system.
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4cA b
—_— = (2.7
T P,
In this equation, r is pore capillary radius. ¢ is constant and b is called Klinkenberg coefficient
or gas slippage factor. For low pressures, the mean free path increases; therefore slippage effect.
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Figure 2.2

He combined the Poiseuille’s law with Darcy equation and derived the following
equation.

kgzk@+f?) (2.8)

Here, k, and k are observed gas permeability and liquid (instinct) permeability, respectively.

Combining the Egqn.2.7 with Eqgn.2.8, the Klinkenberg equation is written as;
k —k(1+ b) (2.9)
g Pav .
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Slippage effects depend on both gas type and pore-space structure of the medium (Figure

2.3). Klinkenberg claimed that if the pore radius is close to the mean free path of gas, interaction

between gas molecules and walls leads to gas molecules moves forward in flow direction which

leads to decrease in viscous drag and increase in apparent permeability.

4:5

FE iaaie i -

Gas Permeability: Milidarcies

0 HYDROGEN
2 NITROGEN
P

EARBCN DIDRIDE

25 | I 1 i _ 1
i 0.2 04 0.6 0a 1

Reciprocal Mean Pressure: [ﬂtm}'1

12

1.4

Figure 2.3  Observed Permeability Change with Reciprocal Mean Pressure (Adopted from

Klinkenberg, 1941)

2.3 Flow Regimes

For pipes and conduit flow, the flow regimes are well established and can be determined

based on the Reynold number. If Reynold number is less than 2100, then flow is laminar;

otherwise, flow is turbulent. However, in porous media there is no well-established criteria for

flow regimes. Researchers have tried to formulate expressions for flow regimes where inertial

terms are not negligible.
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Dybbs and Edwards (1984) conducted water flow experiments in bundles of rods and

classified the flow regimes into four groups using laser anemometry and visualization

techniques. These regimes are:

Darcy (Creeping Flow) Regime: This flow regime is dominated by viscous forces. The
velocity profile depends on local geometry. This flow regime exits until the Reynolds
number is close to unity.

Inertial Flow Regime: As the Reynolds number becomes greater than one, inertial effects
appear outside the boundary layers. Even though flow is still laminar, the relationship
between pressure drop and velocity deviates from linearity. This flow regimes starts at
Reynolds numbers between 1 and 10 and persists until Reynolds numbers up to 150.
Unsteady Laminar Flow Regime: This flow regime exists at Reynolds number between
150 and about 300. This regime is characterized by the occurrence of waves and the flow
shows unsteady characteristics.

Turbulent Flow Regime: If Reynolds number is greater than 300, the flow is dominated
by eddies like with turbulent flow in pipes.

Basak (1977) divided the flow regimes into 3 zones with observations (Figure 2.4).
Pre-Darcy Zone: Increase in flow rate is more compared to increase in pressure gradient.
Darcy Zone: The flow rate is directly proportional with the pressure gradient. Flow is
laminar and Darcy’s equation is applied in that regime.

Post-Darcy Zone: The increase in flow rate is less than proportional to pressure gradient.
In reservoir flow, the observed flow regimes are Darcy Zone and early Post-Darcy Zone

(Forchheimer).
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2.4  Non-Darcy Flow Criteria

Some criteria for transition from Darcy flow to Post-Darcy flow are specified. The first
criterion used in the literature is Reynold number (Eqn.2.10). p, D,, v and u are fluid density,
velocity, the mean particle diameter and fluid viscosity, respectively. The limitation of this
criterion is that there is no specific number to define the transition between Darcy and non-Darcy
flow. For laminar flow, Reynold number is less than one. The transition can occur for Reynolds
numbers between 1 and 10. The Reynolds number criterion is generally applied in columns of
packed particles in which characteristic length, D,, can easily be identified. There are many

different observations about the critical Reynolds numbers at which the transition between Darcy

and non-Darcy occurs.

Chilton and Colburn (1931) conducted flow experiment on packed particles and reported

the critical Reynolds number changed between 40 and 80. Fancher et al. (1933) observed that

Fluid pressure gradient =)
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non-Darcy flow occurs at a critical Reynold number between 10 and 1000 for unconsolidated
media, or between 0.4 and 3 for loosely consolidated media. Ergun (1952) modified the
Reynolds number proposed by Chilton and Colburn by adding porosity (Egn. 2.11). He
conducted gas flow experiments through packed particles and observed that non-Darcy flow
started at modified Reynolds number between 3 and 10.

_ pDyu
U

Re

(2.10)

D,u 1
it e (2.11)

Re =
u 1-¢

Due to the difficulty in determination of characteristic length of consolidated porous
media, another criterion, Forchheimer number is proposed (Egn. 2.12) (H. Ma & Ruth, 1993). It
is the ratio of pressure drop due to non-Darcy effects to viscous effects. For this criterion, the
characteristic length is defined as the product of permeability and non-Darcy coefficient. Green
and Duwez (1951) conducted gas flow experiment for different porous metal and they observed
the critical Forchheimer number between 0.1 and 0.2. However, they referred the term as
Reynolds number. Ma and Ruth (1993) used non-Darcy flow simulation using a diverging-
converging model and they defined Reynold number by using pore-throat diameter (Egqn.2.13).
They observed that the critical Reynolds changes between 3 and 10, and the critical Forchheimer
number changes between 0.005 and 0.02. Andrade et al. (1998) modelled non-Darcy flow for
distorted media and found that the critical Forchheimer number is between 0.01 and 0.1. Thauvin
and Mohanty (1998) simulated porous media with network modeling and noted that critical
Reynolds number is 0.11. Based on these observations the range of critical Reynold number and

Forchheimer numbers are large: between 1 and 100 and between 0.005 and 0.2, respectively.
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Belhaj et al. (2003) noticed that the point where pressure trend estimated from Darcy
equation and the one estimated from non-Darcy equation deviation depends on fluid and rock
properties and flow characteristics. With dimensional analysis, they developed the dimensionless
group Be (same with Forchheimer number) and they specified critical pressure drop ratio

(Eqgn.2.14) as 5% and the corresponding Be is 0.0526.

1

2.14
1+ Be ( )

Pressure Drop Ratio =

Because the critical value at which non-Darcy terms become significant is unclear, Zeng
et al. (2003) suggested new non-Darcy effect criteria, E based on the Forchheimer number. This
is simply ratio of pressure drop due to non-Darcy effects to the total pressure drop (Eqn.2.15).
Specifying the limit of E under which pressure drop can be ignored, the critical Forchheimer

number can be determined.

Fy

E =
1+F,

(2.15)

2.5  Non-Darcy Coefficient Observations

Forchheimer equation is the most common model used in the literature. The second term
of Egn.2.6 become significant as the flow rate increases; therefore inertial effects cannot be
neglected gas reservoirs, gas condensate reservoirs or high potential wells, hydraulically
fractured gas reservoirs, near wellbore especially at the perforation.

Similar to permeability, non-Darcy coefficient is a rock property depending on pore
structure of the media. Therefore, it depends on rock parameters such as porosity and tortuosity.

Katz (1959) is the first researcher who determined the non-Darcy coefficient from core
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experiments. After Katz, many studies were conducted and non-Darcy coefficient correlations
were developed from theory, lab experiments, field data and network simulations.

2.5.1 Theoretical Non-Darcy Coefficient Correlations

Bird et al. (1965) derived a non-Darcy coefficient by comparing the Ergun equation
(Eqgn.2.16) with the Forchheimer equation (Eqn.2.17).

AP 150pu (1 — @)* N 1.75pu?1 -0

AL~ D2 @2 D, @2 (2.10)
00117 D, )17
Fo%a-9 &

Porous media can be modeled with bundles of capillaries of uniform diameter. Two types
of arrangement are used: serial and parallel. Li et al. (2001) compared flow equations derived for
parallel (Irmay, 1958) and series models (Scheidegger, 1974) and derived Forchheimer

coefficients (Eqn.2.18 and Egn.2.19).

p= ko+¢1-5 (2.18)
_ c’'T
p = E (2.19)

In this equation, c and ¢~ are constants related to pore size distribution.

Li and Engler (2002) proposed a semi-theoretical non-Darcy coefficient equation by
using non-Darcy correlations developed for two extreme pore arrangements: parallel and serial
models (Eqn.2.20). In this equations c,(z, §) is the parameter related with medium tortuosity, t,
and pore size distribution, §. The coefficients ¢, and c; are constants related with permeability
heterogeneity and pore geometry and their sum is equal to 1. They developed a one-phase 2-D
simulator to investigate non-Darcy effects and they validated the simulator with analytical
equations given by Katz et al. (1959). To validate the correlation they proposed, they conducted

flow experiments using N, as flowing fluid and compared with the simulation results. They
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found that the proposed semi-theoretical correlation could better estimate the inertial effects in
all directions compared with the correlations developed from the parallel and serial models

ci(t,8)

b= [ 0-5+0.5¢, ()1+0.5¢; (2.20)

2.5.2 Experimental Analysis of Non-Darcy Coefficient

The pore structure is much more complicated to represent with capillaries; therefore,
many experimental studies were conducted to derive non-Darcy coefficient correlations.
Although they are different, they all depend on petrophysical properties such as permeability,
porosity and tortuosity. In this part, all non-Darcy correlations developed from experimental
measurements of single-phase or multi-phase flow and experimental observations are given in
historical order..

The first study was conducted by Cornell and Katz (1953). They investigated gas flow
through consolidated sandstone, limestone, and dolomite samples. They measured permeability,

porosity and resistivity factor of these samples and proposed a relation (Eqn.2.21).

3
/
po2f2 (2.21)

kDX 2
F, k,, Dg, X are electrical resistivity factor, dimensionless geometrical factor, effective diameter
of porous structure and porosity, respectively.
After that Tek et al. (1962) revised the study of Cornel and Katz and (1953). They
observed that F is approximately 4/@ and k, is related with porosity and permeability. They
expressed the non-Darcy coefficient in a simpler form (Eqn.2.22).

_ 55x 10°

= e (2.22)

Gewers et al. (1969) studied the non-Darcy coefficient for microvugular carbonate cores

and the effect of liquid saturation on the non-Darcy coefficient. He observed that although the
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same non-Darcy coefficient-permeability trends were observed, measured non-Darcy
coefficients were higher by about an order of magnitude compared to those estimated from data
in the literature, perhaps due to the heterogeneity. He made flow experiments for different water
saturation and observed that the non-Darcy coefficient decreased between 0 and 10% liquid
saturation and then rapidly increased.

Wong (1970) studied the effect of liquid saturation on the non-Darcy coefficient and he
observed similar trend of water saturation and non-Darcy coefficient change with Gewers et al.
(1969). He observed increases in non-Darcy coefficient by a factor 8 with the increase in liquid
saturation from 40% to 70%. He explained this decrease as a result of streamlining of the pores
by the liquid. After this effect, he explained the increase of the non-Darcy coefficient as caused
by a decrease in gas effective permeability. He claimed that for two-phase flow, the non-Darcy
coefficient could be obtained from correlations developed for dry cores provided that gas
effective permeability is used instead of rock permeability.

Geertsma (1974) found the following dimensionally consistent relation from linear
regression by using the experiment data of Green and Duwez (1951) and Cornell and Katz
(1953) in addition to his experiments.

Lq)S-S = 0.005 (2.23)

J1/k

Geertsma also pointed out that this correlation could be updated for multiphase flow considering

the gas effective permeability, k. (k X k,.) and void volume occupied by gas (¢>(1 — SW)).

1 1
B = 0005 oo ( o sw)5~5k$-5> (2.24)

In these equations, k and § are in mD and 1/cm, respectively.
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Avila et al. (1986) studied the temperature and overburden stress effect on the non-Darcy
coefficient. They conducted the experiment over a temperature range of 70 to 200 °F and
overburden pressure of 1000 to 4000 psia by using consolidated sandstone and permeability,
porosity and the non-Darcy coefficient were recorded. They observed that the non-Darcy
coefficient increased as temperature increased and the change in non-Darcy coefficient with
overburden stress was negligible. In addition, they investigated immobile water saturation
between saturations of 0 to 30% on the non-Darcy coefficient and observed that the non-Darcy
coefficient increased with an increase in water saturation. They performed dimensional analysis

by considering the both rock and fluid properties and developed the following correlation.

|-<@>—0.7865-|

= AN 2.25
B 13.387l¢(1_sw)\/%‘ (2.25)

In this equation, p and p are fluid density and viscosity, and o is overburden pressure,
respectively.

Jones (1987) conducted flow experiments using consolidated cores of 355 sandstone
cores and 29 limestone cores from different reservoirs. Based on these measurements, two
correlations were put forward using regression (Egn.2.26 and Eqn.2.27). Jones developed two

more correlations (Eqn.2.28 and Eqn.2.29) based on Geertsma (1974) equation.

10
_ 6.15x 10 (2.26)
k155
1.88 x 1010
= k1-47¢0-53 (2'27)
3.13 x 1012
= k178178 (2.28)
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- k0.52¢5.68 (2'29)

Evans et al. (1987) measured the non-Darcy coefficient for Berea sandstone cores for dry
conditions and different immobile saturations. They used dimensionless variables derived from

Geertsma and developed the following correlation using linear regression.

5.123 x 1075 1 1.839
= (2.30)

o (1 - Sw)\/’g
Also, they used the data by Geertsma (1974), and Cornell and Katz (1953) to estimate the

non-Darcy coefficient with this correlation and Geertsma’s correlation and they indicated that the
prediction of the non-Darcy coefficient was better with this new correlation except in low
permeability core samples. Evans et al. (1987) developed a dimensionally consistent correlation
(Eqgn.2.31) to estimate non-Darcy coefficients using rock and fluid properties. This correlation is

similar to one developed by Avila et al. (1986).

(W)“’””

Hg

¢(1 - Swr)\/k—g

Here, pgy, kg4, 0, 1, are gas density, gas effective permeability, effective stress and gas viscosity,

B = 13387 (2:31)

respective, in units of Ibm/ft3, darcy, psi, and cp, respectively.

Morrison and Dugan (1991) noted that estimation of the non-Darcy coefficient should be
field specific. They measured the non-Darcy coefficient of samples taken from three facies of the
Sherwood reservoir: channel sands, sheetflood deposit and aeolian sand. They also separated the
samples based on the clay content. They indicated that the facies and diagenetic group had little
effect on measured non-Darcy coefficients. They developed a correlation by combining all
measured data (Eqn.2.32). In Eqn.2.32, permeability and non-Darcy are in units of mD and 1/ft,

respectively.
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1.56 x 10!
= 184

(2.32)
Frederick et al. (1994) conducted experiments for varying overburden stress and
immobile liquid saturation and developed four correlations for non-Darcy coefficient estimation.

198 x 101

o (2.33)
e
7.89 x 1010
= KL80[ (1 — S,,)]0-40 (2.34)
2.11 x 1010
_ 2.35
PECTPICENn] (2.35)
g = ; 45—\/407+81ln(¢(1k_esw)) (2.36)

[p(1— S
Here, k, is effective permeability, and k., and S are in units of mD and 1/ft. In their correlations
development, they neglected the overburden stress since stress directly influenced the porosity
and permeability.
Liu et al. (1995) used the porosity, permeability, tortuosity and non-Darcy coefficient
data by Cornell and Katz (1953). They plotted all data against the Geertsma (1974) correlation
and showed that the Geertsma correlation was not adequate even if it is dimensionally consistent.

Therefore, they modified the Geertsma’s correlation to fit the experiment data (Eqn.2.37).

_ 20.6
'8_¢4.62\/E

(2.37)

The fit was improved compared to Geertsma’s correlation and they considered tortuosity
factor for further improvement. They proposed the following correlation.

_ 891x10°r

ok (2.38)
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In these equations, B and k are in units of 1/ft and mD. To estimate the non-Darcy coefficient in

multi-phase flow, they used the relative non-Darcy coefficient, ,;, of phase [ (Eqn.2.39).

B
= — 2.39
BT'l ﬁl ( )

They pointed out (Eqn.2.40) that the relative non-Darcy coefficient could be easily obtained if

relative permeability and non-Darcy coefficient of single phase were known.

Bri = kr (2.40)

They also emphasized that effective stress should not be included since it affects the
permeability, porosity and tortuosity. In short, effective stress has no direct effect but rather an
indirect effect on the non-Darcy coefficient.

Coles et al. (1998) made experimental studies on dry core samples and core samples with
different immobile liquid saturations to estimate the non-Darcy coefficient. In their experiments,
they used solidified paraffin wax to mimic immobile condensate phase. They compared the
estimated non-Darcy coefficients for dry cores with data by Jones et al. (1987) to indicate that
while some data followed the same trend with the literature data, some did not which may lead to
significant errors. They derived correlations (Eqn.2.41 and Eqn.2.42) using the dry core

experimental results.

0.449

B =1.07 x 102 illgg (2.41)
0.537

B =249 x 101 d;cm (2.42)

In these correlations,  and k are in units of 1/ft and mD, respectively. They pointed out that
these correlations could be used for immobile liquid saturation cases provided that effective
porosity and permeability should be used instead of absolute porosity and permeability. They

showed that for different immobile liquid saturation, non-Darcy coefficient and permeability
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trends were similar, but plots were much more steep. In the case of immobile liquid saturation,
the non-Darcy coefficient could be calculated following correlation which was valid saturation of
0 - 0.5 and gave almost perfect fits for saturations less than 0.20.

B(Sw) = Barye®26>w (2.43)

Lombard et al. (1999) indicated that high pressure decrease near the wellbore leads to
increases in condensate saturation and high velocities. Both increases in gas condensate
saturation and velocity lead to increase in inertial effects. He conducted experiments with dry
cores and cores with irreducible water saturation and different condensate saturations. He stated
that observed non-Darcy coefficients trends were consistent with literature data. For example, he
found that non-Darcy coefficients were higher for consolidated media than for unconsolidated
media. The non-Darcy coefficient was more significant for low permeability media and
increased with water saturation. They compared the Non-Darcy coefficient measurements for dry
cores with the literature data and found that the ones calculated from the Geertsma correlation
underestimated inertial effects. He calculated the equivalent pore radius and found a good linear
relation between the non-Darcy coefficient and equivalent pore radius.

Cooper et al. (1999) studied the non-Darcy effect on anisotropic and layered medium by
conducting experiments and constructing macroscopic and microscopic models. They measured
permeability, non-Darcy coefficient and tortuosity in both flow directions for different Berea
sandstone and carbonates cores. For macroscopic models, they proposed the effective non-Darcy

coefficients for parallel, ,Eeff, and perpendicular, [?eff, arrangement of layers given in Eqn.2.44

and Eqgn.2.46, respectively. In Eqn.2.44, w; is mass flow rate and is found iteratively. For
effective non-Darcy coefficient calculation, layer permeabilities measured from experiment were

used and effective permeabilities for parallel and perpendicular models were calculated from
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Eqn.2.45 and Eqn.2.47, respectively. They noticed that the calculated effective non-Darcy
coefficient changes with effective permeability and showed a similar trend with intrinsic non-

Darcy coefficient and permeability of each layer.

_ w;A u |A
k;L;
keff - ZZ L; (2.45)

E _ ZLL
T Y Li/k

(2.47)

They investigated the effect of water saturation on inertial effects and they found that the
non-Darcy coefficient increased with water saturation. They observed an order of magnitude
increase in non-Darcy coefficient for perpendicular core, and for parallel core, non-Darcy
coefficient did not change because high permeability layers in perpendicular cores led to lower
water saturations. For carbonate cores, they observed that non-Darcy coefficient almost did not
change since the carbonate cores used in the experiments were very homogenous.

Khaniaminjan and Goudarzi (2008) conducted flow experiments using sand beads with
different grain sizes changing from 0.192 mm to 1.0 mm. They measured the pressure decrease
and found that it was consistent with the pressure decreases calculated from Kozeny-Carman
equation. In experiments, they measured the porosity, permeability and non-Darcy coefficients

and developed two correlations to estimate non-Darcy coefficient.

17.2 x 1010

= (2.48)
4.8 x 1011

= k18p—048 (2.49)
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2.5.3 Non-Darcy Coefficient Estimation from Field Data

Pascal et al. (1980) obtained non-Darcy coefficients from single-point, variable flow
drawdown tests of shallow low permeability and developed the following correlation.

4.8 x 1012
~ T li76

(2.50)
Here, B and k are in units of 1/m and mD, respectively.

Noman et al. (1985) estimated the non-Darcy coefficient from reservoir porosity,
permeability and gas saturation by using a multi-rate pressure test analysis conducted for 105

sandstone gas wells and 24 sets of experimental core data. They used linear and multiple

regression and proposed the following correlations.

-0.5
k
logB = 2.4388 log (—) —2.4071 (2.51)
® Sy
logB = —1.0609 logk + 11.0485 (2.52)
logB = —1.0805 log(k exp(—0.035)) + 11.0756 (2.53)
logB = —1.0356 log(k¢) + 10.1544 (2.54)
log¢p = —0.0233 logB — 0.6068 (2.55)
log (£> = —30.0799 logp — 21.7707 (2.56)
vk
B\ _
log(—=) = —13.463910g(¢S,) — 10.7036 (2.57)
Vk
47543 x10'°

B 1.3633 x 101°
(k exp(—0.19 §))0-8804(¢ S, )

0.7770 (2.59)

In these correlations, S and S, are skin and gas saturation respectively. Units of k and g are in

mD and ft=t. Also, Noman et al. (1985) compared the non-Darcy coefficients measured with the
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ones calculated from Geertsma’s correlation, and they showed the discrepancy between them.
The inaccuracy of the Geertsma correlation was attributed to an insufficient porosity range (0.07
—0.23) for the measurements.

Narayanaswamy et al. (1999) used well test data conducted in 12 different wells in a
carbonate gas condensate reservoir; they calculated non-Darcy coefficients and compared with
the lab data of carbonate cores by Gewers and Nichols (1969), Geertsma (1974), Jones (1972)
and Frederick and Graves (1994). They found significant differences between the non-Darcy
coefficient obtained from well testing and the ones from lab experiments especially for high-
permeability regions. They explained the difference with heterogeneity of carbonate reservoirs.
They modified the non-Darcy correlations developed by Bird (1965) by replacing the particle
diameter with specific surface area so that reservoir heterogeneity could be taken into account.

g = 007 (2:60)
B kav(l - Q)) .

Khaniaminjan and Goudarzi (2008) used field data and developed a correlation

(Egn.2.61). In these equations, non-Darcy coefficient and permeability are in 1/ft and mD,

respectively.

9 x 10°

= oG (2.61)

2.5.4 Non-Darcy Coefficient Estimation from Network Modeling

Thauvin and Mohanty (1998) used network modeling to estimate porous medium
morphology effect on flow properties. To define the pore network, they used a regular cubic
pack arrangement with connectivity of six. They defined converging-diverging pore segments
with spheres and cylinders for pores located at the lattice nodes and pore throats. Pore and pore
throat sizes were determined based on the random number generated based on a specified

distribution. They calculated the pressure drop caused by viscous forces, bending of flow at the
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pore body, and expansion and contraction as suggested by Bird et al. (1965). With this
methodology, they investigated the pore morphology effect on flow properties. They observed
that an increase in pore throat diameter led to a decrease in non-Darcy coefficient and increase in
permeability. Pore throat radius had little effect on porosity and tortuosity. Porosity slightly
increased and tortuosity slightly decreased with the increase in pore throat diameter.

They observed that the pore radius increase led to porosity increase and a slight decrease
in non-Darcy coefficient; however, this had no effect on permeability and tortuosity. They
observed that the most significant parameter affecting the flow properties was average
coordination number. The non-Darcy coefficient increased sharply and the permeability and
tortuosity decreased with a decrease in average coordination number. The effect of decreasing
average coordination number on porosity was less compared with how it affected flow
properties. Porosity slightly decreased with the decrease in average coordination number. They
created a database of flow parameters calculated from all network parameters and developed

some non-Darcy coefficient correlations given below.

3.35

T
5
4.3
_ 3.1 Xklo T (2.64)

In these correlations, permeability and non-Darcy coefficient units are Darcy and 1/cm,
respectively.

Thauvin and Mohanty (1998) also investigated the compaction effect by reducing the all
pore and pore throat radii with a multiplication of constant factors. With compaction, the non-

Darcy coefficient increased sharply due to increasing velocities. Similarly, permeability and
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porosity decreased sharply due to decreases in pore throats radii. Even though the non-Darcy
coefficient, permeability, and porosity were significantly affected by compaction, compaction
had little effect on tortuosity. For compaction, the non-Darcy coefficient change can be estimated
from porosity with the correlation given below.

B =72 x 103¢?316 (2.65)

They investigated the deposition effect by reducing the pore and pore throat radii with
constant thickness to simulate particle deposition even though natural deposition reduces the
pore size in a more complex way. They observed that decreasing the pore and pore-throat radii
led to increases in velocity. The ratios of pore radius to adjacent pore throat radius increase due
to constant thickness reduction of the pore and pore throat radii. These led to decrease in
porosity, permeability and increases in non-Darcy coefficient and tortuosity. Changes in non-
Darcy coefficient due to deposition can be estimated from permeability with the following
correlation.

2.8 x 10°
— T i4

(2.66)
Cooper et al. (1999) investigated carbonate samples with microscopic models by using

network modeling. They calculated the pressure drop similar to the study of Thauvin and

Mohanty (1998). They conducted the network simulations in three directions to estimate the non-

Darcy coefficient, permeability and tortuosity tensors. They found that carbonate cores were
anisotropic since k., # k,, and B,, # [,,. They noticed that the tensor product of permeability
and non-Darcy coefficient, C was not as anisotropic compared with the permeability and non-
Darcy coefficient tensors.

They used to same network model used for carbonate samples and investigated anisotropy

effects on flow properties by reducing the pore throat radii in the z direction with a
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multiplication factor between 0.25 and 1. Decreasing the multiplication factor up to 0.25 led to
increases in non-Darcy coefficient and tortuosity and decreases in permeability in z direction up
to a factor of 610, 2 and 200, respectively. The change of flow parameters in x and y directions
were negligible compared with in the z direction. They noticed that the product of permeability
and non-Darcy coefficient change with tortuosity were similar in each direction and their relation
is given as in Eqn.2.67. In this equation, the index ii represents the direction and C is given in
cm. In addition, they found a correlation by using step-wise regression to estimate the non-Darcy
coefficient (Eqn.2.68). In this correlation, k and S are in cm? and cm units, respectively.

ai = 1073167143 (2.67)

T1'943

B = TEE Y (2.68)
Balhoff and Wheeler (2009) used network modeling to generate a modified Delaunay
tessellation (MDT) algorithm to calculate the permeability and non-Darcy coefficient of
computer generated packs and sandstones samples digitized from microtomography. First, they
used a duct geometry and they calculated the pressure drop for different diameters, lengths and
aspect ratios from Navier-Stokes equation with FEM and an empirical equation was developed to

calculate pressure considering the linear term (viscous term) and nonlinear term (inertial term)

(Egn.2.69). In this equation, g;; is the hydraulic conductance between pore throats connecting
pores i and j. u, P and q are fluid viscosity, pressure and flow rate, respectively. b;; and c;; are

constants that depend on throat properties: its length, radius and aspect ratio. With the constraint

of summation of g;; equals to 0, the equation was solved.

_u begoi] Pqij\3
(Pp—P) = g—iqu'j + ub;;q;jlog|1 + CijT (2.69)
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The non-Darcy coefficient for a computer generated pack and real sandstone sample was
estimated by calculating permeability for different pressure differences and fitting the results
with the Forchheimer equation. They found that the permeability calculated from Forchheimer
equation gave a slightly different result than when calculated from the Darcy equation, but the
error was small and could be ignored. However, they found that the deviation was high for high
velocities, in which the trend become concave down reaching a minimum plateau suggested by
Barree and Convey (2004).

They used the experimental data found from the literature (Kim, 1985) and constructed a
network model of sphere packs with specific grain-size distribution used in the experiment. They
calculated the non-Darcy coefficient and found that the calculated permeability and non-Darcy
coefficient were close to experimental values (within 20% error range). Unlike numerical
analysis, they could not observe the deviation at high flow rates in experiments. They concluded
that the Forchheimer equation was valid over limited range of velocities.

2.6 Non-Darcy Flow Simulations

With the development of computational methods, many researchers have solved
numerical equations with finite difference methods. In this part of the dissertation, some
examples are given to emphasize inertial effects especially for frac-pack completed gas
reservoirs.

Narayanaswamy et al. (1999) investigated the effects of heterogeneity on the effective
non-Darcy coefficient. They show that using average permeability for the non-Darcy coefficient
caused underestimation by up to two orders of magnitude. They noticed that a small fraction of
high permeability layers could lead to lower estimation of effective non-Darcy coefficients if

average permeability was used in the estimation. They suggested Eqn.2.70 to calculate the
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effective non-Darcy coefficient for reservoir simulation. In this equation, A; and A; are the cross-

sectional area of layer i and total cross-sectional area, respectively.

Berr = Altz BiA; (2.70)

They conducted single-well radial simulations to investigate the effect of heterogeneity
and they observed that the productivity index decreased from 180 MSCF/D/psi to 150
MSCF/D/psi with an increase in the Dykstra-Parsons coefficient from O to 0.8 due to an increase
in effective non-Darcy coefficient. They also conducted reservoir simulations and found that
most of the rate-dependent skin in gas wells resulted of non-Darcy flow and small part was
related to decreases in gas relative permeability due to condensate drop out.

Even though many authors assume that non-Darcy flow is related with high flow rates
and near-well bore phenomena, Armenta and Wojtanowicz (2003) indicated the importance of
non-Darcy effects away from the wellbore with reservoir simulation even for low flow rates.
They did sensitivity analysis for permeability, porosity and flow rates, and calculated the
pressure drop due to non-Darcy effects from an analytical equation. They observed that for lower
permeability and porosity, non-Darcy effects were significant. For reservoirs with permeability
and porosity of 100 mD and 0.01, inertial effects for flow rate of 5.5 MMscf/day caused half of
the pressure drop. To support their observations from sensitivity analysis, they used Brar and
Aziz (1978) multi-rate well test data and calculated that the pressure drop resulted from inertial
effects changing between 30% and 70%.

They also used a commercial simulator to estimate the gas recovery and they observed
that for volumetric reservoir the ultimate recovery was not change with inertial effects; however,

the recovery time increased with inertial effects. For a water drive gas reservoir, the recovery
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depended on inertial effects. They observed that the recovery decreased from 61% to 42.9%
when inertial effects were included due to early well load up.

Alvarez et al. (2002) studied well-test techniques to evaluate pressure transient tests of
hydraulically fractured gas wells to illustrate the importance of inertial effects on reservoir
permeability, fracture half-length and fracture conductivity estimation. They used reservoir
simulator to generate pressure drawdown and build-up data for both Darcy flow and non-Darcy
flow and analyzed synthetic data with well-testing techniques. They conducted simulations for
different fracture half-lengths and fracture conductivities and they observed that bottom-hole
pressures obtained from Darcy simulations were significantly higher especially at early times.
From well test analysis, they obtained the same permeabilities and fracture properties used in the
simulations. However, for the non-Darcy simulations permeabilities were higher than the
simulation input by about 50%. On the other hand, fracture lengths and fracture conductivities
were significantly lower than the actual values especially for the well test conducted for high
flow rates. For example, estimated permeability, fracture half-length and fracture conductivity
from well test for flow rate 4 MMscf/D were 0.153 mD, 103.7 ft and 26.57 mD-ft, respectively,
while simulation inputs were 0.1 mD, 660 ft and 100 mD-ft. A similar sensitivity analysis was
conducted for two-phase flow. The estimated parameters changed with water saturation;
however, there was no trend with estimation parameters and water saturation. For example,
estimated permeabilities were 0.085 mD and 0.109 mD for the flow rates 2 MMscf/D and 4
MMscf/D, respectively. The estimated fracture half-lengths were always greater than the
simulation input. After sensitivity analysis, they conducted reservoir simulations to see the

impact of misestimation of parameters on reserve estimation. They conducted simulations for
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input parameters used in well test simulations and parameters obtained from well test analysis
and observed that recovery could be misestimated up to 25%.

Belhaj et al. (2003) developed a Forchheimer diffusivity equation (Eqn.2.71) for single
phase flow for numerical investigation of inertial effects. They developed a simulator by using
the finite difference method and conducted several simulations by using different non-Darcy
correlations from literature (Coles & Hartman, 1998; S.C. Jones, 1987; Li & Engler, 2001). The
estimated pressure gradients for specific flow rates changed significantly with the non-Darcy
coefficient estimated from different correlations. This emphasizes the importance of accurate
estimation of the non-Darcy coefficient. They suggested that for correct estimation of pressure
gradients, the non-Darcy coefficient should be experimentally determined or it should be
estimated from well tests.

92P  92p 9P 0P
]) 2.71)
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They conducted experiments using synthetic sandstone samples and calculated the non-
Darcy coefficients from the Forchheimer equation. Using the calculated coefficient, they
validated the proposed diffusivity equation. Also, to show the importance of accurate estimation
of the non-Darcy coefficient, they used the Jones correlation (1987) to calculate the pressure
drop. For the same core experiments, the estimated pressure drops were less than the measured
ones.

Lolon et al. (2004) investigated the non-Darcy flow effect for high rate, frac-pack
completed gas reservoirs with sensitivity analysis for gas rate, fracture conductivity, fracture half
length, reservoir permeability, non-Darcy coefficient of proppant, irreducible water saturation,

gel damage in order to show the importance of modeling the entire system to accurately estimate

the well productivity. For their simulations, they used the Forchheimer equation and the non-
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Darcy coefficient for the reservoir was estimated from Geertsma (1974) and Frederick and
Graves (1994) for single-phase and two-phase flows, respectively. In their work, they calculated
pressure drops in the reservoir due to viscous forces and inertial effects and the pressure drop in
the fracture due to viscous forces and inertial effects, separately, to compare them.

For single-phase flow, the pressure drop due to viscous forces was more in the reservoir
and fracture compared in the perforation. However, the pressure drops in the reservoir, fracture
and perforation due to viscous forces were negligible compared the pressure drops due inertial
effects. The majority of the pressure drop was observed in the perforations. Fracture length
significantly affected the pressure drop in the reservoir. For example, they observed that an
increase in fracture length from 12 to 50 ft led to decrease in pressure drop due to the inertial
effects in the fracture from 1620 to 498 psi for a flow rate of 4 MMscf/D/ft. Sensitivity analysis
of fracture conductivity indicated that the increase in fracture conductivity led to a decrease in
pressure drop. For example, they observed that an increase in dimensionless fracture
conductivity from 0.001 to 0.1 led to a decrease in pressure drop in the fracture due inertial
effects from 498 to 121 psia for the same flow rate. Compared to the pressure drop in the fracture
due to inertial effects, pressure drop in the reservoir due to inertial effects was only significant
for the moderate or low permeability reservoirs.

They also investigated the effect of flow rate on pressure drop and found that below 0.4
MMscf/D/ft, only pressure drop in the fracture due to inertial effects could be considered,;
however, above this flow rate, pressure drop in the reservoir due to inertial effects should be
taken into account. They investigated the non-Darcy coefficient for proppants in the fracture with
sensitivity analysis by decreasing the non-Darcy coefficient calculated from Frederick and

Graves correlation up to 10% of original value. They observed that the decrease in non-Darcy
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coefficient for proppants highly affected the pressure drop especially for low-permeability
reservoirs. For example, the decrease in non-Darcy coefficient up to 10% of the original value
led to a decrease in pressure drop in the fracture from about 650 to 180 psi for the flow rate 100
MMscf/D for the reservoir with 15 mD permeability. They also investigated the effect of water
saturation on non-Darcy pressure drop. They found that increases in mobile water saturation led
to increases in non-Darcy pressure drop especially for low permeability reservoir.

Mohan et al. (2006) studied non-Darcy flow effects for hydraulically fractured gas-
condensate reservoirs to study grid refinement and inertial effects on recovery estimation. They
investigated the effect of fracture length and fracture conductivity on the productivity in addition
to inertial effects by using the compositional reservoir simulator. They used the Geertsma
correlation (1974)to estimate the non-Darcy coefficient. In the first attempt, they ignored the
inertial effect and they observed that frac-pack completion for tight gas reservoir led to an
increase in productivity index up to 9 times compared to the reservoir without fractures. They
observed that the increase in production or decrease in pressure led to a condensate band around
the well. The condensate band was circular if the well was not fractured; in the case of the
fracture, the condensate band was elongated along the fracture due to bilinear flow. They
observed that the estimated productivity could be three times higher than the real one if inertial
effects were ignored and the increase in fracture conductivity or fracture length led to a

productivity index increase.
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CHAPTER 3: STATEMENT OF THE PROBLEM

Accurate production estimation of frac-pack completed gas reservoirs depends on correct
estimation of flow properties of both the reservoir and proppants used in frac-pack completions.
In addition, the effects of compaction and sand migration on flow properties should be known
and quantifiable. In this part, some deficiencies of non-Darcy correlations and flow-property
estimation from lab experiments are explained. Problems associated with the misuse of Kozeny-
Carman and non-Darcy correlations are also illustrated.

There are many correlations to estimate the non-Darcy coefficient in the literature. Two
questions that arise from the literature review are why there are so many correlations and
whether these correlations are reliable. Amao (2007) conducted core experiments and determined
the permeability and porosity of a set of cores. Then he compared the non-Darcy coefficients
calculated from well-known correlations. Figure 3.1 gives the calculated non-Darcy coefficient
from these correlations (Table 7.1 from his thesis) for a sandstone core with porosity and
permeability 0.18 and 6.18 mD.

Based on this comparison, the estimated non-Darcy coefficients from correlations are
very different. To better assess this problem, understanding of the derivation of these correlations
is necessary. They were derived by taking of the logarithm of the petrophysical properties and
doing linear regression (Eqn.3.1).

logf = ay + a,logk + a,log® + a,logt + --- (3.1)

The main assumption of the linear regression is that all explanatory variables should be
independent. For the petrophysical properties used in the equations, this assumption does not
hold because petrophysical properties are highly correlated, creating a multicollinearity problem.
Therefore, the a; coefficients in front of the petrophysical properties change from data set to data

set. This indicates that these correlations are not reliable and interpretable.
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Figure 3.1 Non-Darcy Coefficient (Beta Factor) Comparison for Core#9 (Adopted from
Amao, 2007)

The second problem is misestimation of permeability, Klinkenberg coefficient, and non-
Darcy coefficient determination from steady-state lab experiments. In the lab measurement
analysis, inertial effects in Klinkenberg Analysis and slippage effect in Forchheimer Analysis are
ignored. Neglecting these effects may cause errors and misestimation of the predicted
parameters. To demonstrate this error, 1-D single-phase simulations are conducted for a synthetic
core (Table 3.1) with constant outlet pressure equal to 0.20 MPa, and used for prediction of the
relevant parameters (see below). Figure 3.2 gives the steady-state flow rate change as a function
of inlet pressure.

For gas flow, mass flow rate, q,,, is used instead of velocity, and gas properties are
calculated at core mean pressures. The Forchheimer equation is written as,

pA

P2 P ==t pin (3.2)
agnl " ° Y Tk T AR '
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Plotting groups for a linear plot are: xaxiszj—"l_zandyaxisz (P, — P,). From the

Forchheimer plot, core permeability and non-Darcy coefficient are obtained from the intercept

(1/k) and slope (B), respectively.

Table 3.1  Input Data Used in the 1-D Single Phase Simulations

Gas N,
Temperature, T (°F) 70
Core Length, L (cm) 4.2
Core Diameter, D (cm) 3.8
Porosity, @ (fraction) 0.25
Permeability, k (mD) 500

Klinkenberg Coefficient, b (MPa) 0.08
Non-Darcy Coefficient,  (1/m) 1.77 x 107
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Figure 3.2  Flow Rate Change with Inlet Pressure for 1-D Single Phase Steady-State
Simulations

For the Klinkenberg equation, plotting groups are: x axis = 1/F,,and y axis = k,. From
the Klinkenberg plot, permeability and the Klinkenberg coefficient are obtained from the

intercept (k) and slope(k x b), respectively.
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ky =k (1 + Pi) (3.3)

Figure 3.3 and Figure 3.4 give the Klinkenberg and Forchheimer plots for synthetic data,
respectively. In these plots, the blue points and blue lines give the plotting variables and linear
fits. For the Klinkenberg plot, the calculated permeability and Klinkenberg coefficient are 62 mD
and 2.06 MPa, respectively. The calculated permeability is 88% lower than the simulation input
permeability, 500 mD. The calculated Klinkenberg coefficient is 2.5 x 103 % higher than the
simulation input Klinkenberg coefficient, 0.08 MPa. For Forchheimer plot, the calculated
permeability and non-Darcy coefficient are 684 mD and 2.10 x 1071 / m, respectively. The
calculated permeability is 37% higher than the simulation input permeability, 500 mD. The
calculated non-Darcy coefficient is 19% higher than the simulation input non-Darcy coefficient,
1.77 x 1071 / m. In these plots, the red lines give actual trends calculated from simulation
inputs. The actual trends are different from trend obtained from the plotting variables. These are
the most common errors in the literature. This analysis demonstrates the importance of the
simultaneous estimation of permeability, Klinkenberg coefficient and non-Darcy coefficient.

Production can lead to compaction due to a decrease in pore pressure. Compaction causes
a pore volume reduction, decrease in permeability, and increase in inertial effects. The
permeability reduction can be estimated from the porosity decrease using the Kozeny-Carman
relation. The change in non-Darcy coefficient due to permeability reduction with compaction is
estimated from correlation(s) based on porosity and permeability. Using these correlations as if
the resulting porosity and permeability are initial properties of reservoir may lead
underestimation of inertial effects. There is no study available in the literature about how inertial
effects change with compaction; therefore, the compaction effect on permeability and the non-

Darcy coefficient should be investigated.
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Figure 3.4  Forchheimer Analysis without Slippage Effect Correction for Synthetic Data

High flow rates during production can lead to sand migration in loosely or
unconsolidated reservoirs. Sands attached to rock surface can release, migrate and plug at pore
constraints or redeposit to the pore surface. There is no realistic study available about how the

non-Darcy coefficient changes with permeability impairment due to sand migration. The
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roughness effect on flow properties was investigated by Chukwudozie (2011). He conducted
LBM simulations for a body centered cubic pack with different protrusions to calculate
permeability and non-Darcy coefficient. A porosity decrease from 0.3206 to 0.3039 (5%
decrease) led to a permeability decrease from 11.70 to 8.53 Darcy (27.09%) and the non-Darcy
coefficient increased from 75.5x10° to 370x10° 1/m (390.07%). The Kozeny-Carman exponent
for porosity and permeability is higher (5.97) than what is commonly given in the literature as
three (Figure 3.5). Correlations significantly underestimate the non-Darcy coefficient. Using the
Kozeny-Carman correlation to estimate the permeability or non-Darcy correlation leads to
misestimation of production. Therefore, the effect of sand migration on permeability impairment

and non-Darcy flow should be investigated for accurate estimation of well productivity.
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Figure 3.5 Impairment Effect on Non-Darcy Coefficient (Chukwudozie, 2011)
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CHAPTER 4: OBJECTIVES

The objective of the project is to improve methods for predicting the productivity of frac-
pack completed gas wells using first-principles analysis and modeling techniques. Since this
overall problem involves different physical processes, experiments, and/or modeling techniques
for different parts of the reservoir, a number of methods are employed to address this problem:

* Analysis of core-scale experiments: To improve estimation of reservoir properties, data
from both steady-state and pulse-decay experiments are analyzed using statistics, and the effect
of measurement error on the estimation of reservoir properties is investigated. The results give
improved methods for interpreting experimental data for estimation of permeability, the
Klinkenberg coefficient, and the Forchheimer coefficient.

* Pore-scale simulation of inertial and Darcy flow: To better understand the flow within
the gravel or proppant pack, fundamental pore-scale simulations are performed. First, an analysis
is performed to determine the appropriate domain size needed for these simulations, using the
most heterogeneous packing that is expected. Lattice Boltzmann modeling and network
modeling are performed to obtain reliable estimation of flow parameters and pore structure.
Subsequently, many different computer-simulated gravel packs are created using a Hamersley
design. For each packing, network modeling is used to determine permeability, capillary pressure
curves, and a variety of parameters describing pore structure. Lattice Boltzmann modeling is
then used to determine permeability, non-Darcy coefficient, and tortuosity.

» Development of correlations: To develop macroscopic correlations for the gravel and
proppant packs, ranges of particle-size distribution and porosity in gravel packs are determined
from literature. Properties obtained from pore-scale flow modeling are used to develop

correlations for permeability and the Forchheimer coefficient. A new method, structural equation
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modeling (SEM), is used to find statistically significant relationships between petrophysical
properties. These results can be used for hypothesis testing and missing data estimation.

» Sand production and formation damage: To account for the potentially significant
impact of formation damage due to sand production, fundamental simulations are performed on
the computer-simulated packings. A network model of particle injection is run to determine
locations of pore-throat plugging during sand production. Lattice Boltzmann simulations are then
run on the resulting structures (damaged by the injected sand) to quantify the impact on both
permeability and non-Darcy coefficients. Correlations are developed to quantify the change in
permeability and non-Darcy coefficient caused by pore-throat plugging.

* Reservoir Simulation: To integrate this information into a model that improves
prediction of production from frac-packed gas wells, reservoir simulations are performed. For
future deliverability estimation, reservoir simulations are conducted while considering the
permeability, porosity and non-Darcy coefficient changes caused by compaction and sand
migration. A sand-migration phenomenon is investigated using a parametric study. Finally,

sensitivity analysis is conducted to find the optimum frac-pack completion strategies.
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CHAPTER 5: CORE-SCALE ANALYSIS

Reservoir rock pore-structure is too complicated to specify its flow properties only one
correlation. Therefore, there are many non-Darcy correlations in the literature. This implies that
the flow properties should be estimated from lab experiments. In this chapter, steady-state
experiment and pulse-decay experiment analyses techniques are discussed.

5.1  Optimization for Steady State Flow Lab Experiment

Neglecting the inertial effect in Klinkenberg analysis or ignoring slippage effect in
Forchheimer analysis may lead to misestimation of permeability, non-Darcy coefficient and
Klinkenberg coefficient. Simultaneous estimation of flow properties is required to obtain
accurate flow properties estimations. For simultaneous estimation of permeability, Klinkenberg
coefficient and non-Darcy coefficient, optimization algorithm is developed. In this algorithm,
Forchheimer equation is corrected for slippage effect and Klinkenberg equation is corrected for

inertial effects.

Forchheimer Equation is given as,

—d—P=£u+ﬁpu2 (5.1)
dx kg '

Because the velocity of gas, u is not constant due to high compressibility of gas, velocity is

written in terms of mass flow rate,q,,,.

_Im
Then the Forchheimer Equation becomes,
dP 2
_Y_Em 5 Am (5.3)
dx kg pA pA?
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Integrating the Eqn.5.3 by calculating the gas properties at average core pressure and arranging
the terms leads to;
pA

1 m
— (P, -P)=—+B-2 5.4
‘uqu(o 1) k, ﬁA# (5.4)

. . i _ 9m b .. _ pA _ b .
Plotting groups are: x axis = Y (1 + pav) and y axis = ol (P, —Pp) (1 + Pav). By using the

plotting groups, core permeability and non-Darcy coefficient are obtained from intercept

(= 1/k) and slope (B), respectively.

The Klinkenberg Equation is given as;

kg =k(1+ Pi) (55)

Because the experiments are conducted at high flow rates, the permeability should be modified

to remove inertial effects.

1
kg = ((PO—PL) 4 _p q_m) (5.6)
L fAqm | mA

Plotting groups are: x axis = 1/FP,,and y axis = k,. By using the plotting groups, core
permeability and Klinkenberg coefficient are obtained from intercept (k) and slope (= k X b),
respectively.

To estimate permeability and non-Darcy coefficient from Forchheimer equation,
Klinkenberg coefficient should be known. Similarly, to estimate permeability and Klinkenberg
coefficient from Klinkenberg equation, non-Darcy coefficient should be known. The problem is
that there are three unknowns: permeability, Klinkenberg coefficient and non-Darcy coefficient;
however, there are two equations: Forchheimer and Klinkenberg. For simultaneous estimation,

the Klinkenberg coefficient is firstly estimated and permeability and non-Darcy coefficient are
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calculated from Forchheimer equation. Then by using the calculated non-Darcy coefficient,
permeability and Klinkenberg coefficient are calculated from Klinkenberg equation. These
calculations can be done iteratively. If the objective minimization function is defined such that it
considers the differences of Klinkenberg coefficient estimated, b,g;, and calculated from
Klinkenberg analysis, b.,;, differences of permeability calculated from Klinkenberg, ki, and
Forchheimer,ky,,c,, analyses, coefficient determination of Klinkenberg, R7,;,, and Forchheimer,
R}mh, plots and differences of outlet pressures measured from lab experiments, p; (obs), and

calculated from integration of Forchheimer equation, p, (cal). The problem turns out to be a

simple root finding problem.

bost — b k — ki
finin = abs (—eStb Cal) + abs (—forlzh klm) + abs(1 — R?;,)
est forch

o pL(obs) —py (cal))
+abs(1 — Rf,cn) + Z abs ( > (0bs)
Matlab fminbnd (Mathworks) function is used to estimate the Klinkenberg coefficient

(5.7)

which minimizes the objective function (Egn.5.7). This function uses the golden search ratio and
parabolic interpolation to find the minimum of the defined function. The optimization algorithm
is verified by using the steady-state synthetic data used in the statement of the problem (Figure
3.2). Figure 5.1 gives the Klinkenberg and Forchheimer plots obtained from optimization
algorithm. Calculated permeability, Klinkenberg coefficient and non-Darcy coefficient are same
with the simulation parameters: 500 mD, 0.08 MPa and 1.77x10" 1/m, respectively. Since there
is no error in the data, confidence intervals (red lines) coincide with regression lines (green
lines).

No measurements are perfect; measurement errors are inevitable. Therefore,

measurement error effect on Forchheimer and Klinkenberg analyses should be investigated. For
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pressure measurements, percent errors are added to inlet pressures and optimization algorithm is
used to calculate flow parameters. Since there is no idea about the error, random number is
generated from uniform distribution within specified percent intervals (e.g. the first interval is
+0.1 %). Since errors are random, the estimated flow parameters are different each time.
Therefore, 1000 error added samples are prepared, and permeability, Klinkenberg coefficient and
non-Darcy coefficient are estimated from optimization algorithm for each sample to figure out

their variations.

« 10 Forchheimer Plot %10 Klinkenberg Plot
T T T T T T T T T
i - ® Data BBF :
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I8 O5% Confiderice [ntaral | s pras ety :
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Figure 5.1  Synthetic Case — Forchheimer (left) and Klinkenberg (right) Plots obtained
Optimization Algorithm Results

Normal distribution of calculated flow parameters are given in the Figure 5.2. Up to
+0.3% error interval, the mean estimated permeability, Klinkenberg coefficient and non-Darcy
coefficient are similar to simulation input parameters, 500 mD, 0.08 MPa and 1.7701x10" 1/m,
respectively; however, the standard deviation increases which makes the estimation more
uncertain (Table 5.1). Standard deviation of permeability, Klinkenberg coefficient and non-
Darcy coefficient increase from 11.4 mD, 0.0075 MPa and 2.1786x10° 1/m to 32.9 mD, 0.0222
MPa and 6.3722 x10° 1/m, respectively. Increase in error more than +0.3% leads to higher

estimation of Klinkenberg coefficient and lower estimation of permeability and non-Darcy
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coefficient. Figure 5.3 gives the percent difference between actual and mean estimated
parameters. Pressure error has much more effect on estimated Klinkenberg coefficient. The
difference increases up to 40%, 9% and 5% for Klinkenberg coefficient, permeability and non-
Darcy coefficient with a pressure error interval £0.5%. Generally, the pressure gauge has an
accuracy of about 0.25%. This error has almost no effect on mean estimation; but it leads to

increase in estimation standard deviation.

Table 5.1 Pressure Measurement Error Effect on Flow Parameters Estimation

Klinkenberg Non-Darcy Permeability (mD) Permeability (mD)

Error  Coefficient (MPa) Coefficient (1/m) from K_Imkenberg from Fc_>rchhe|mer
Analysis Analysis
Mean Std Mean Std Mean Std Mean Std

0.1% 0.0812 0.0075 1.7701x10’ 2.1786 x10° 498.41 11.42 498.41 11.42

0.2% 0.0821 0.0151 1.7682 x10’ 4.3744 x10° 497.80 22.87 497.80 22.87

0.3%  0.0841 0.0222 1.7634 x10’ 6.3722 x10° 495.88 32.94 495.83 32.89

0.4%  0.0931 0.0249 1.7384 x10’ 6.9417 x10° 483.33 34.30 482.90 34.10

05% 0.1114 0.0277 1.6885 x10’ 7.3951 x10° 459.26 34.10 458.11 34.14

Similar measurement error effect is investigated for flow rates. Uniformly distributed
random number is generated with specified percent intervals (e.g. the first interval is £0.1 %),
and 1000 samples are prepared. Permeability, Klinkenberg coefficient and non-Darcy coefficient
are estimated from optimization algorithm for each sample. Figure 5.4 gives the normal
distribution of estimated parameters for flow rate errors up to £0.5%. Unlike effect of pressure
measurement error, flow rate error has a great effect on mean parameter estimation; on the other
hand, the standard deviation of estimated parameters has little affected with flow rate
measurement errors (Table 5.2). While estimated permeability and non-Darcy coefficient
decrease with flow rate errors, Klinkenberg coefficient increases. Figure 5.5 gives the absolute
percent difference between simulation flow parameters and mean flow parameters obtained from

optimization algorithm. Compared with pressure error effect on flow parameters, flow rate error
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has much more effect on mean estimated parameters. For example, change of Klinkenberg
coefficients are 40% and 90% for £0.5% pressure and flow rate errors, respectively. Generally,

accuracy of flow meters is more, about 1%.
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Figure 5.2  Pressure Measurement Error Effect on Flow Parameters Estimation

The methodology is tested with lab experiment provided by Exxon-Mobil. The core data
and lab measurements are given in Table 5.3 and Figure 5.6, respectively. Each experiment point
is numbered for further analysis. N, was used in the experiment and N, properties are calculated
from correlations (Lemmon & Jacobsen, 2004; Span, Lemmon, Jacobsen, & Wagner, 1998).
Figure 5.7 shows Forchheimer and Klinkenberg plots obtained from optimization algorithm.

Estimated permeabilities from both Klinkenberg and Forchheimer analyses are similar, 548 mD
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and 541.3 mD, respectively; however, the confidence interval of permeability obtained from
Klinkenberg analysis (506 mD — 590 mD) is large due to scattered points, which can be resulted
from measurement errors (Table 5.4). Estimated Klinkenberg coefficient and the one obtained
from Klinkenberg plot are similar; 0.0827 MPa 0.0791 MPa, respectively. Using the
optimization results, the flow rates are calculated from 1-D single-phase simulations. Figure 5.8
gives the cross plot of measured and calculated flow rates, and corresponding percent errors.
Even though flow rates measured and calculated match, flow rates measurement errors are as
high as 8% especially for low flow rates, which is one of the steady-state measurement

disadvantage.
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Figure 5.3  Pressure Measurement Error Effect on Mean Flow Parameters Estimation

Table 5.2 Flow Rate Measurement Error Effect on Flow Parameters Estimation
. Permeability (mD) Permeability (mD)
Error lélégl;ﬁz?:r:? (MPa) ’\CI:C:)rZ:fE‘)iiEEZt (1/m) from K_Iinkenberg from Fc_)rchheimer
Analysis Analysis
Mean Std Mean Std Mean Std Mean Std
0.1% 0.0844 2.0827x10™®  1.7608 x10"  2.3379 x10* 49351 0.45 493.34 0.33
0.2% 0.0880 5.4150 x10™®  1.7506 x10’  4.6755x10°  488.34 0.90 487.99 0.65
0.3% 0.1152 2.8603x10™  1.6756 x10’  7.0097 x10*  452.13 1.23 450.64 0.88
04% 0.1325 2.2771x10™  1.6305x10°  9.3437 x10*  431.69 1.56 429.60 1.11
0.5% 0.1509 1.3885x10™  1.5844x10°  1.1677 x10°  411.79 1.85 409.18 1.30
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Table 5.3  Experiment Condition and Core properties
Gas N,
Temperature, T (°F) 72
Core Length, L (cm) 4.168
Core Diameter, D (cm) 3.7
Porosity, @ (fraction) 0.267
Confining Pressure (MPa) 34.6
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Figure 5.7  Forchheimer and Klinkenberg Plots obtained from Optimization Method for
Steady-State Lab Measurements
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Table 5.4  Optimization Results of Steady State Lab Experiment

Klinkenberg Coefficient (MPa) 8.27 x 1072
. . . 95% Lower 95% Upper
Forchheimer Analysis Estimated Confidence Interval Confidence Interval
Permeability (mD) 541.3 512.1 574.1
Forchheimer Coefficient (1/m) 1.77 x 107 1.53 x 107 2.02 x 107
. . . 95% Lower 95% Upper
Klinkenberg Analysis Estimated Confidence Interval Confidence Interval
Permeability (mD) 548.0 506.0 590.0
Klinkenberg Coefficient (MPa) 7.91 x 1072 5.99 x 1072 9.83 x 1072
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Figure 5.8  Comparison of Lab Flow Rate Measurement and Flow Rate Calculation

Since measurement errors are inevitable, the each measurement point effect on the
analysis is investigated with Jackknifing method. In this method, each time one measurement
point is removed and the permeability, Klinkenberg coefficient and non-Darcy coefficient are
estimated from optimization algorithm. Figure 5.9 gives the scatter plots of all estimated
parameters from optimization and red circles give the 95% confidence intervals. The points
outside the confidence intervals; 1, 8, and 9, are the measurement points which may contain high
measurement errors since removing these points highly effect the estimation. Even though

second experiment point inside the confidence intervals, it is removed from further analysis since
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it is far from the point clouds. Points suspected to be outliers are confirmed with distance
calculations, T2 and Jackknife distance. T2 is simple square of the Mahalanobis Distance (MD)
(Egn.5.8). In the MD equation, X and S are estimated mean and covariance matrix of data. The
upper control limit (UCL) (Eqn.5.9) is used to detect outlier, which is shown as blue dashed lines

in Figure 5.10. In the UCL calculation, N and p are number of observations and variables. B is

2

beta distribution and B[OC P n—p—l] is the upper « quantile (0.05) of B[E n—p—l]. Since the outlier
’2’ 2’ 2

data distort the estimated mean and covariance matrix, the alternative distance calculation,
Jackknife distance, is also checked. In this distance calculation, the observation point is removed

from mean and covariance matrix calculation. As the shown in distance plots, the point 1, 8, 9

are outliers.
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Lab measurements considered as outliers (1, 2, 8 and 9) are removed. 1000 bootstrap
samples are prepared and for each sample permeability, Klinkenberg coefficient and non-Darcy
coefficients are obtained from optimization algorithm. Figure 5.11 gives the distribution of
Klinkenberg coefficient and permeability obtained from Klinkenberg analysis, and permeability
and non-Darcy coefficient obtained from Forchheimer analysis. In this figure, red lines give the
normal distribution calculated from 25 and 75 quantiles. Upper and lower quantiles of flow
parameters are highly deviates from normality, which indicates that there are still some
measurements contain high errors in the analysis. Estimated permeability, Klinkenberg
coefficient and non-Darcy coefficient are little different from the ones obtained from
optimization with all data. Estimated mean Klinkenberg coefficient obtained from bootstrap is
lower, 0.0563 MPa, than the one obtained from optimization with all data, 0.0791 MPa.
However, mean permeability obtained from bootstrap is higher, 590.8 mD and 576.5 mD from
Klinkenberg and Forchheimer analyses, than the ones obtained from optimization with all data,
541.3 mD and 548.0 mD from Klinkenberg and Forchheimer analyses. Similar to permeability,
mean estimated non-Darcy coefficient from bootstrap is higher, 1.89x10° 1/m, than the one
obtained from optimization with all data, 1.77x10’ 1/m. Generally, confidence interval obtained
from bootstrap is larger since this method also considers the all extreme cases. However, flow
parameters confidence intervals from bootstrap are generally lower than the confidence intervals
from optimization with all data because all possible outlier (measurement with high error) are
removed from the analysis (Table 5.5).

Figure 5.12 gives the comparison of the measured flow rates with the ones calculated
from 1-D single-phase simulations with mean permeability, Klinkenberg coefficient and non-

Darcy coefficient obtained from bootstrap: 583.7 mD, 0.0563 MPa and 1.89x10° 1/m,
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respectively. In this figure, the red dots give the previous flow rate errors obtained from

optimization with all data. For the first lab measurement, the error is very high, about 12.8%; this

measurement is pointed as outlier in Jackknife analysis and should be removed from the analysis.

Compared with previous errors, calculated low flow rates and high flow rates measurements are

improved. However, the errors between 30 and 55m®/day are still higher.

Table 5.5  Bootstrap Results of Steady State Lab Experiment
. . . 95% Lower 95% Upper
Forchheimer Analysis Estimated Confidence Interval Confidence Interval
Permeability (mD) 576.5 539.7 613.3
Forchheimer Coefficient (1/m) 1.89 x 107 1.69 x 107 2.10 x 107
. . . 95% Lower 95% Upper
Klinkenberg Analysis Estimated Confidence Interval Confidence Interval
Permeability (mD) 590.8 552.7 629.0
Klinkenberg Coefficient (MPa) 5.63 x 1072 5.00 x 1072 6.26 X 1072
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Figure 5.12 Comparison of Lab Flow Rate Measurement and Flow Rate Calculation after

Jackknife

In steady-state lab experiments both pressure and flow rates are measured. Pressure errors

are generally low and these errors has almost no effect on the mean estimation of the flow

parameters, but estimation the confidence interval of the flow parameters. On the other hand,
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flow rate errors have significant effect on the estimation process. Therefore, single steady-state
analysis may not be reliable. The suggested methodology in steady-state lab experiment is
detection of measurements with high errors (outliers) with Jackknife and removal of them from
the analysis; and determination of the mean flow parameters and their confidence intervals with
bootstrap by using optimization algorithm.

5.2  Pulse Decay Experiment Analysis

For determination of core permeability, Klinkenberg coefficient and non-Darcy
coefficient, steady-state experiments are conducted. There are two main disadvantages of steady-
state measurements. The first one is that both pressure and flow rates should be recorded for
estimation process. Generally, flow rates measurements contain high errors. These errors may
result in misleading estimation. In addition, for low-permeability cores, it takes a long time to
reach steady-state. For example, for 1 uD core, steady-state stabilization may require a day.
There are more than one measurements are required for steady-state lab analysis. Therefore,
steady-state flow experiments are time consuming. Brace et al. (1968) suggested a pulse-decay
method in which only pressure pulses are recorded; this method is more practical and very short.

Figure 5.13 gives the conventional pulse-decay experimental set-up. The core is placed in
the core holder, and confining pressure is applied to prevent flow between the core and core
holder. The inlet of the core is attached to the upstream tank, and the outlet of the core may be
attached downstream tank or may be open to the atmosphere. Before the experiment, valves 1
and 2 are open, and the system pressure is increased to downstream tank pressure; after the
system reaches equilibrium, valves 1 and 2 are closed, and the upstream tank pressure is
increased. Then, valve 1 is opened, and upstream and downstream tank pressures are recorded
until pressure difference between two tank decreases to 50% - 80% of the initial pressure

difference.
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After Brace et al. (1968), many study were conducted and analytical solutions were
developed. There are many papers in the literature about the how pulse-decay experiment should
be conducted and interpreted. Kamath et al. (1992) summarized previous pulse-decay methods

and specifies the intervals and conditions at which pulse-decay methods are valid.

Fiu Valve 2
valve . ®
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7 I
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A
5
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Y777V 777 A

Hydrostatic con-
fining pressure T £+

Figure 5.13 Pulse Decay Experiment Setup (S.C. Jones, 1997)

Jones (1972) developed the following analytical equation for the non-Darcy flow by

using the Forchheimer equation. The equation he proposed is similar to Forchheimer equation.

P, uu
fg = km + Bpavgutzwg (5'10)

Jones approximated the upstream tank pressure, P,as ,

Pu:Pg: P1P2 (5.11)

P, and P, are upstream tank pressures at time ¢, and t,. u,, and ug,, are both mean velocity at
the core and given in Egqn.5.12 and Eqn.5.13, respectively; u,, is corrected for Klinkenberg

effect.

 u(By+PR)
Uy = 1
/2 (P, + 2P, + 2b)

(5.12)
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uo(P, + By)

Ugpg = 5.13
9 1/2(P, +2R,) 6.13)
u, is defined as;
Yehy
Uy =—F— 5.14
0 A(Rg + P) ( )
The non-constant volumetric flow rate, y,. is defined as,
V P
Ve = ——In—(1+68G(c)) (5.15)
t,—t, P,

6 and G(c) are correction factors for unsteady state flow given in Egn.5.16 and Eqn.5.17,
respectively.

2¢0AL
6=¢

3V, (5.16)
1 8
G(c) =§(c+ 1)(8c? — 4c + 3) —g(c+ 1)1/2c1/5 (5.17)
2
(2(P, + b)) 6.18)

"4, (B, +2(Pa + b))

From Eqn.5.10, the plotting groups are defined as: x axis = pgy,gUgyg/Hily, and y axis =

P,/ puu,, L. Permeability and non-Darcy coefficient can be calculated from intercept (1/k) and

slope (B) of the plot, respectively. To calculate u,,,, Klinkenberg coefficient should be known. It

can be estimated from trial and error procedure or it can be calculated iteratively. In this study,

Klinkenberg coefficient is estimated by maximizing the coefficient of determination of the plot
of Egn.5.10.

Table 5.6 gives the lab experiment conditions and experiment results for 2 core samples -

2C (Dolomite) and 3C (Castlegate Sandstone) cores - taken from Schlumberger. Figure 5.14

gives the pressure change with time during the experiments. Figure 5.15 gives the plot of

Eqgn.5.10 for 2C and 3C cores data. For 2C data, Jones approximation is good, linear fit is almost

63



perfect. However, for 3C data, scattered plot is obtained from this approximation. This may
indicate the measurement errors. Permeability, Klinkenberg coefficient and non-Darcy
coefficient are 79 mD, 0.0271 MPa, 3.70x10" 1/m and 1419 mD, 5.573x10™ MPa and 6.81 x10°
1/m for 2C and 3C cores, respectively. Permeability of cores calculated from Jones method are
close to measured values; however, calculated Klinkenberg coefficients are different from

recorded values and calculated Forchheimer coefficients are more two orders of magnitude than

recorded values.

Table 5.6 Core Properties and Lab Experiment Conditions
2C Core 3C Core
Gas He He
Core Diameter, D(cm) 3.768 3.617
Core Length, L(cm) 2.528 2.712
Porosity, @(fraction) 0.216 0.260
Permeability, k(mD) 78 1369
Klinkenberg Coefficient, b(MPa) 0.01062 0.00193
Non-Darcy Coefficient, B(1/m) 3.74 x 10® 6.28 x 10°
Upstream Tank VVolume, V,(cc) 1885 1885
Initial Tank Pressure, P2(MPa)  1.34 0.58
Atmospheric Pressure, P,(MPa)  0.1015 0.1015
Temperature, T(°F) 68.9 68.9
Total Simulation Time, t(sec) 114.8 10.1
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Figure 5.14 Upstream Tank Pressure Change with Time — 2C Core Data (left), 3C Core Data

(right)
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By using Jones method results, pulse-decay simulations are conducted by imposing the
measured upstream tank pressures as a boundary condition. Flow rate out of the tank and flow
rate at the core inlet are calculated at standard condition and they are compared (Figure 5.16).
Even though Klinkenberg coefficients and non-Darcy coefficients are different, flow rate out of

the tank and flow rate at the core inlet are similar for both data sets.
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Figure 5.15 Jones Approximation Plot for 2C Core Data (left) and 3C Core Data (right)
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(right)
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Bootstrap sampling method is used to find the confidence interval of calculated flow
properties. 1000 samples are prepared for 2C and 3C cores data and then permeability,
Klinkenberg coefficient and non-Darcy coefficient are calculated for each sample. Figure 5.17
and Figure 5.18 give the results for 2C and 3C data. In these figures, red circles give 95%
confidence ellipses. For 2C core data, estimated mean permeability, Klinkenberg coefficient and
non-Darcy coefficient are 78.96 mD, 0.0272 MPa and 3.72x 10'° 1/m, respectively. For 3C
core data, estimated mean permeability, Klinkenberg coefficient and non-Darcy coefficient are
1419.20 mD, 2.80x 10~5MPa and 6.82x 108 1/m, respectively.

Bootstrap gives much more reliable interval for parameter estimation. For 2C core data,
permeability, Klinkenberg coefficient and non-Darcy coefficient intervals are 77.5 mD — 80 mD,
0.024 MPa - 0.032 MPa and 3.45 x 101°1/m - 3.95 x 10 1/m, respectively. However, for
3C data, most of the Klinkenberg coefficients are close to 0. This indicates that objective
function cannot be minimized. The problem about 3C core data is experiment duration is too
short. Even if 3C core has high permeability, initial tank pressure is much more lower, 0.476
MPa; therefore experiments only lasts 10.1 sec. Comparison of these two samples indicates the
importance of the experiment duration; as experiment time decreases, error effect on estimation
process increases.

Jones method is not give a unique solution because of measuremnets errors. Therefore;
for each sample, pulse decay simulation is conducted and the difference between simulated
pressure and observed pressure is calculated. Figure 5.19 and Figure 5.20 give the mean percent
error plots for 2C and 3C cores, respectively. For 2C core the minimum and maximum mean
errors are about 0.205% and 0.337%, respectively. Even though most of the estimated

Klinkenberg coefficients are close to 0 for 3C core, simulated pressures are very consistent with
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the observed pressures; the minimum and maximum mean errors are about 0.074% and 0.393%,
respectively. The low errors can be results of negligible inertial effects during the pulse-decay

experiments.
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Figure 5.17 Bootstrap Sampling - Permeability, Klinkenberg Coefficient and Forchheimer
Coefficient for 2C Core Data
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Coefficient for 3C Core Data
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1440

To see how inertial effects are changed during the experiment, Forchheimer number is

calculated at different core location (Eqn.5.19) and non-Darcy effect, ratio of pressure gradient

caused by inertial effect to total pressure gradient, is calculated (Egn.5.20) (Zeng & Grigg,

2003). Non-Darcy effect simply indicates the error fraction if inertial effects are neglected.
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Figure 5.21 and Figure 5.22 give the non-Darcy effect plot for 2C and 3C core experiments,
respectively. For both experiment, non-Darcy effects are significant at the core inlet at early time
of the experiments due to high flow rates and decrase with time as flow rates decrease due to the
decrease in pressure difference (Figure 5.23). At the outlet, non-Darcy effects increase as the
flow rates increase then decrease. The point where all lines of non-Darcy effects meets indicates
that flow rate is almost constant along the cor