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ABSTRACT

In the last twenty years, significant progress has been made for the theoretical treat-

ment of electron impact ionization (e,2e) of atoms and molecules and, for some cases, very

nice agreement between experiment and theory has been achieved. In particular, excellent

agreement between theory and experiment and theory has been achieved for ionization of

hydrogen and helium. However, agreement between experiment and theory is not nearly as

good for ionization of larger atoms and molecules. In the first part of this dissertation, dif-

ferent theoretical approaches will be employed to study the triply differential cross section

(TDCS) for low and intermediate energy electron-impact ionization of Neon and Argon for

different orbital states. There is a very recent interest in studying ionization of Laser aligned

atoms in order to get a better understanding about electron impact ionization of molecules.

In the next part of this dissertation, results will be presented for electron-impact ionization

of three laser aligned atoms, Mg, Ca, and Na. The comparison between the theory and

experiment showed that our three body distorted wave (3DW) model gave excellent agree-

ment with experiment in the scattering plane but very poor agreement perpendicular to the

scattering plane. An explanation for this poor agreement out of the scattering plane has

been provided by comparing our theoretical results with those of the time depended close

coupling (TDCC) model and this explanation is also provided in this dissertation.

Recently, significant attention has been directed towards obtaining a better under-

standing of electron-impact ionization of molecules which are significantly more challeng-

ing than atoms. In the last part of this dissertation, results will be presented for electron-

impact ionization of three different molecules (N2 , H2O, and CH4 ) which have been

studied comprehensively using different theoretical approximations for different types of

geometries. The published papers in section two contain a detailed analysis and discussion

for each of these topics.
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SECTION

1. GENERAL INTRODUCTION

In atomic, molecular, and optical science, the central importance is the atomic

collisions phenomena, which plays an important role in many different fields such as,

plasma physics, Laser physics, astrophysics, chemical physics and several other fields. In

essence, such a phenomena includes collisions between an elementary particles (charged

particles: electron, protons and etc.) and an atomic system (atoms, molecules, and ions).

Understanding these collisions is very important for understanding the behavior and the

changes in the internal structures of atoms and molecules. The behavior of these particles

during the collision processes with an atomic system could be different from one particle

to another. More specifically in other words, the projectile can experience any kind of

collision as an ionization, excitation, or elastic collision. A collision can be defined as an

elastic collision if the projectile (electron, proton, etc.) and the target (atom or molecule)

scatter without losing a part of its kinetic energy or the internal energy (potential energy)

during the collision, i.e., the internal structure before and after the collision process should

remain unchanged for both the projectile and the target. In contrast, if part of the kinetic

energy has been lost during a same event, then it is called an Inelastic collision. In this

kind of collision, there are many possibilities that could happen which make the study of

the field more complicated, and requires lots of efforts to understand the physics beyond

all these types such as ionization, excitation, photoionization, and several other kinds of

collisions. Likewise, when the projectile gains energy from the target, thereby changing its

final kinetic energy, this collision is known as a Superelastic collision [1].
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The study of atomic and molecular collisions is often called the few body problem

and these problems have been studied for long time by Physicists. Schrödinger solved

the most important equation in quantum mechanics for the two body problem (Hydrogen

Atom). However, the Schrödinger equation is analytically unsolvable for atoms have more

than two interacting particles without approximations [2].

In atomic and molecular physics, one of the most important collision processes is

electron impact ionization due to many applications in Lasers, astrophysics, plasma, and

florescence lights. Therefore, understanding the mechanism and the properties of all objects

involved in the collision are very important. Moreover, in order to get a complete under-

standing of the process, the momenta and energies of all those particles that participated in

the collision event must be determined.

The topic of this dissertation is electron impact ionization processes, which is also

called the (e, 2e) process, where the projectile is an electron, while the target could be

an atom or molecule. So, the projectile (the incident electron) collides with the target

(atom/molecule) and ionizes it by ejecting an electron from any of the shells of the atom

or the molecule, and then the projectile scatters with a certain angle away from the ejected

electron. As a result, the two continuum electrons will be detected experimentally in the

final channel. The information about the (e, 2e) ionization process can be obtained by

measuring the triply differential cross section (TDCS) that is proportional to the probability

that the two outgoing electrons will have certain energies and move in certain directions

with respect to the z-axis.

The problem of getting the TDCS is not a new problem, but it has long history

of interest since the remarkable work done by Eharhadt et al. in 1970s [3][4][5]. In

fact, the triple differential cross section is essential to understanding the mechanism of the

ionization dynamics which provides a sensitive test of the theoretical models as well as

playing a major role as a powerful tool to comprehensively examine different theoretical
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methods. Therefore, experimental and theoretical groups have paid a lot of attention to

electron impact ionization in the past three and half decades, which makes the (e, 2e)

collision process very important to ionization process investigation.

As a result of the unsolvable Schrödinger equation for more than two particles,

there have been several different approximation methods proposed to solve this problem.

However, in this dissertationwe are only going to focus on themodels and the approximations

that we have used in our study, and give a brief review about the comparisons with other

models that will be shown in the papers section.

To begin, the study in this dissertation has compared different theoretical models

with several experimental work for atoms and molecules for different geometries and kine-

matics of low and intermediate energies (see the geometries section for more details). The

comparisons and the results can be found at the papers section.

The first theoretical model we have used is Three Body Distorted Wave-function

model (3DW & M3DW) for atoms and molecules. This model has three different approxi-

mations which a brief definition will be given in this section. First of all is the Three Body

Distorted Wave (3DW or M3DW), where the exact Coulomb interaction between the two

outgoing electrons has been used in the final state of the T-matrix. Next is the Three Body

Distorted Wave-Ward-Macek approximation (3DW-WM), which sometimes we called just

(WM). In this approximation, the Post Coulomb Interaction (PCI) replaces by the Ward-

Macek approximation in the final state of the collision [2]. The second version of the 3DW

model that has been used in this dissertation is the Distorted Wave Born Approximation

(DWBA). In this model, the Coulomb interaction factor between the two outgoing electrons

is not included in the final state of the T-matrix, i.e., the Post Collision Interaction (PCI) is

completely neglected in this case. All these approximations will be demonstrated in details

later in the theory section.
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In fact, these two models, the 3DW and DWBA for atoms and molecules, have

evolved over the past two decades with the computer development and other experimen-

tal techniques as well as the other theoretical approaches to calculate heavier atoms and

molecules. Other theoretical models that have been used are the Convergent Close-coupling

(CCC)modelwhichwas the first successful non-perturbative calculation (wewill not discuss

it in this dissertation since we did not compare our results with it), the Time Depend close-

coupling (TDCC)method, the Second-Order hybridDistorted-WaveR-matrix (DWB2-RM),

and the B-spline R-matrix (BSR) which recently seems to be the most promising approach

for atoms due to the very good agreement with some recent experimental work [6].

The TDCC method is one of the successful approaches since 1990s which is a non-

perturbative calculation. It has been introduced for the first time by Colgan et al. [7] and

used to calculate the triple differential cross section (TDCS) for the hydrogen atom. TDCC

is based on generating a wave function for the two outgoing electrons (scattered and ejected

electrons). Also in this method, the direct and the exchange potential contains the interaction

of the remaining electrons and the two-electron wave function (for more details, please see

[8]). In other words, this approach uses the expansion of the wave functions in terms of

partial waves and then solves the time-dependent Schrödinger equation numerically. Later

on, the method has been modified and generalized to calculate the TDCS for Molecular

hydrogen (H2) as well, and a very good agreement with experiment has been obtained,

Colgan et al.[9][10]. Even though the TDCS for an aligned hydrogen molecule (H2) at low

projectile energies can be obtained by using the TDCC method, the challenge of getting

TDCS for high incident energies still remains because of the limitation in computing power

due to the large number of partial waves required to solve the time dependent Schrödinger

equation (more details about the TDCC can be found in the Mg, Ca, Na paper).

The Second-Order hybrid Distorted-Wave R-matrix (DWB2-RM) is another suc-

cessful approach that was originally extended from the R-matrix method by Bartschat and

Burke and used for the electron impact ionization processes [11]. In fact, the model has been
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described fully by Bartschat et al. in [11][13][14]. But briefly, the basic idea of this method

can be illustrated in order to understand the differences between this method and the others.

Basically, this method is connected two well-known approaches, the DWBA and R-matrix

(or close-coupling extension), to calculate the TDCS for electron impact ionization. The

DWBA is employed for the initial state before the collision by describing the wave function

of the incident (fast) electron by a distorted wave function, and ignoring the correlation of

the target with this electron. In addition, a modification of the integration over the slow

(ejected) electron energy has been done to approximate the exchange effects between the

outgoing electrons in the final state. Furthermore, the feature that the R-matrix approach

which allows for the solution covering a wide range of energies of the ejected electron

is using a single diagonalization of the Hamiltonian matrix instead of the close-coupling

method [15]. Even though, the Second-Order hybrid Distorted-Wave R-matrix (DWBA2-

RM) approach was formulated for small energy losses with respect to the projectile energy,

and highly asymmetric kinematics as well as the DWB1-RM (First-Order hybrid Distorted-

Wave R-matrix) approach, fairly good agreement was found with experiment even for lower

incident energy (< 100 eV ) [16][17][18][19]. Although the main deficit of the method

comes from neglecting both PCI and the exchange between the outgoing electrons in the

final state, surprisingly good agreement with the experimental data, especially in the shape

of the magnitude, was found even better than the BSR (B − spline R − matrix) approach

(discussed below), see [19]. As a matter of fact, this model still may be considered as a

standard and useful approximation for calculating the TDCS for low energies (few hundreds

eV ) of the (e, 2e) process.

Last but not the least; the non-perturbative BSR (B − spline R −matrix) approach

is also one of the most recent successful models employed to calculate TDCS for electron

impact ionization (e, 2e) for atoms. The BSR model is introduced first by Zatsarinny

and Bartschat [21][22][23][24]. The model is different from all the previous approaches.

In this model, the estimation of the effect of the high-lying Rydberg states depends on a
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huge number of pseudo-states, beside the inclusion of the ionization continuum in the ab

initio solution of the close-coupling equations [25][26]. Although the BSR is a complex

calculation, it has two significant innovations that may stand behind its success. The first

is that BSR can use different sets of non-orthogonal orbitals to represent both the bound

and continuum one-electron orbitals. The second innovation is that the R-matrix basis

functions are represented by a set of B-splines [26][28][29][30]. The BSR approach has

been examined for many (e, 2e) calculations for relatively simple atoms, such as quasi-one

electron (H − like) or quasi-two electron (He − like) [31]. Most recently, the BSR was

found to be a convenient model even for some complex atoms like Ne and Ar , which

recently makes this model seem to be the most promising development [32].

We have compared all the above models for several different kinematics and geome-

tries. More details can be found in the publications section.

Moreover, we have studied electron impact ionization for align Magnesium atoms

(Mg-3p), beside an extended study for Sodium (Na) and Calcium (Ca) compared with

(Mg-3p) results (see [33] our Mg-paper by comparing the 3DW model for atoms with

the TDCC model. Reasonable agreement was found between the two models and the

experimental data, with the exception of a big discrepancy between the 3DW and TDCC

and the experimental data in one case. Overall, we found good agreement in the scattering

plane and very bad agreement for alignment perpendicular to the scattering plane (See

Mg-paper for details [33][34]).

For Molecular calculations, we have compared two different theoretical approxi-

mations for the M3DW model with experimental work. The first approximation is called

OAMO (Orientation Averaged Molecular Orbital) approximation, while the second one is

called PA (Proper Average) (see papers section for more information). We have performed

these two approximations for some molecules (such as N2, and H2O) so far. For the di-

atomic molecule N2, we have performedM3DW, DWBA, andWM calculations to compare

with the experimental data. Three states, 3σg, 1nu and 2σg, have been studied for a range
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of geometries (coplanar (Ψ = 0◦) to perpendicular plane (Ψ = 90◦) see Figure 2.4) and

symmetric sharing energies for the outgoing electrons. Although the low energy of the

incident electron (∼10 and ∼20 eV above the ionization potential of the 3σg, 1πu and 2σg

states) was very challenging to most theoretical models, the M3DWwas more accurate than

WM in some cases, while theWM approximation was better in other cases (more discussion

and details can be found in the N2 publication). For the water molecule (H2O), we have

made a comprehensive study for the incident electron energy of 81 eV , and compared two

different approximations (OAMO & PA) with the experimental data that was performed by

Dorn and his co-workers in Heidelberg Germany. Over all, the PA approximation showed

much better agreement with the experimental data than the OAMO approximation for both

Coplanar and full-perpendicular planes. However, both PA and OAMO showed remarkable

similarity with each other while having discrepancies with the experimental data for the

half-perpendicular plane (more details can be found in the publication).

This section is divided into three parts. Following this introduction, the geome-

tries and kinematics used to calculate the TDCS and compare with the experimental data

are described. A description of our theoretical model for atoms and molecules, and its

approximations that are used to calculate the cross sections is then presented.
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2. GEOMETRIES AND KINEMATICS OF THE STUDY

In general, there are three common geometries have been used to measure and

calculate the triple differential cross-section (TDCS) for the collisions. We will describe

these geometries for two different experimental groups. Also, we will clarify the main

differences between them.

Figure 2.1. The x-z Plane shows the Scattering Plane for Heidelberg group (Coplanar). The
incident, scattered and ejected electrons energies are e0, e1 and e2 respectively, and θ1 and
θ2 are the scattered and ejected angles respectively.

Figure 2.2. The y-z Plane shows the Half-Perpendicular Plane for Heidelberg group. Same
parameters as 2.1, and ϕ2 is the ejected electron azimuthal angle.

The first geometries are those used by the Heidelberg laboratory. These geometries

are called Coplanar (scattering plane), Half-Perpendicular plane, and Full Perpendicular

Plane (see Figures 2.1,2.2, and 2.3 respectively). However, we have also calculated TDCS
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Figure 2.3. The x-y Plane shows the Full-Perpendicular Plane for Heidelberg group. Same
parameters as in Figures 2.1 and 2.2, and ϕ2 is the ejected electron azimuthal angle, and is
detected and calculated from 0◦ to 180◦.

for two different geometries used by the Manchester laboratory denoted as Coplanar and

Perpendicular plane (see Figure 2.4). The differences between the Manchester and Heidel-

berg geometries are the name of the x-z plane and how they measure the cross-section for

those different geometries. The Manchester group have the ability to move the electron gun

between their two main planes, x-z and y-z, by rotating through a particular angle (Ψ = 0◦

and Ψ = 90◦). So, if the projectile gun angle (Ψ = 0◦), this is called Coplanar geometry,

but if Ψ = 90◦, the geometry is called the Perpendicular plane, which is exactly the same as

Heidelberg full perpendicular plane. However, the detectors here are fixed on the scattering

plane (detection plane), and the cross section measurements are taken on the scattering

plane itself. For the Heidelberg group, the projectile is always parallel to the z-direction,

which comes from the negative side to the positive side of the z-axis, and then collides with

the target sitting in the origin, see Figure 2.1. In this case, the detectors of the outgoing

electrons move from plane to plane as needed in order to detect the scattered and ejected

electrons. As mentioned above, these are basically the three main geometries that have been

used in this dissertation (see papers section). However, we have performed calculations for

the first experiment measured by Kate Nixon and Andrew Murray for Mg(3p) atom aligned
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by laser [35], which put more challenges into theoretical models due to the big discrepancy

between theoretical calculation and experimental data for one of the cases. (more details

can be found in the publication section: [36][37].

The coplanar geometry or scattering plane (x-z plane), which considered in all our

calculations, is defined by the momentum vectors of the incoming and outgoing electrons,

which are always in the scattering plane. The incoming electron collides with the bound

electron (on the target) in the interaction region, and scatters with a scattering angle (θ1),

and the collision ionizes the target. During the moment of the collision, the bound electron

will be ejected to a certain angle called the ejected electron angle (θ2). Both the scattered

and ejected electron will be detected in the scattering plane, which is perpendicular to both

the Full-perpendicular plane (x-y) and the Half-perpendicular plane (y-z) see Figure 2.1.

The second plane is the Half-perpendicular plane (HP). In this plane, the scattered electron

is still detected on the scattering plane, while the ejected electron is detected in the (z-y)

plane (half-perpendicular plane), see Figure 2.2. In the third plane, the scattered electron

is also remaining in the scattering plane, while, the ejected electron is detected in the (x-y)

plane as in Figure 2.3.

The features that can be seen from the coplanar TDCSmeasurements or calculations

are twomain peaks, one is called“binary peak” and the other is called“recoil peak”. In fact,

the binary peak and the recoil peak represent the outgoing electrons angular distribution.

The binary peak can be found on the opposite side of the z-axis than the projectile electron

and this is due to the repulsion between the two continuum electrons in the scattering plane

(0◦-180◦), while the recoil peak can be seen or observed in the backward direction of the

binary peak in the other half of the scattering plane (180◦-360◦), which occurs when the

ejected electron is back scattered by the nuclei. Moreover, the binary peak usually happens

at an angle a little bit larger than the momentum transfer angle (q), and the recoil peak

usually smaller than (−q) in most cases, especially when the scattered electron (e1) is faster

than the ejected electron (e2). Furthermore, the binary and recoil peaks also may split
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Figure 2.4. The x-z Plane shows the Scattering Plane or detecting Plane (Coplanar) when
Ψ = 0◦, while the Perpendicular Plane determined by Ψ = 90◦ for Manchester group.

into two peaks in some cases at high incident electron energy and small scattered electron

angle, i.e., instead of seeing two peaks in the scattering plane, one can see four peaks for

the angular distribution. For instant, a (e, 2e) study by Yong-Ki Kim[38] for Li+, Na+,

and K+ ions showed that both the binary and recoil peaks for the case of p-state ionization

split into two peaks at an incident electron energy (∼0.5 KeV) and an angle of 10◦ for the

scattered electron[39]. Also, we have seen that for Ar (3p) atom at even at a lower energy

of 66eV, and three different angles (10◦,15◦, and 20◦) [37].

It is also important to explain another distinguishing feature between the measure-

ments of both experimental groups and that is the two different types of the kinematics

used. These kinematical conditions are called symmetric and asymmetric. For the Heidel-

berg group, the symmetric geometrymeans that both the ejected and scattered electrons have

different angles (θ1 , θ2) and equal outgoing electron energies (E1 = E2), see Figures 2.1-

2.3. While for Manchester group, it means that the electrons have equal energy (E1 = E2),

and equal detection angles, see Figure 2.4 for more details. The second kinematical mea-

surement is the asymmetric, which can be seen for Heidelberg group and Manchester group

as in Figures 2.1-2.4, where the outgoing electron energies are not equal (E1 , E2), and

the scattered electron angle (θ1 or ξ1) is fixed at a certain angle, while the ejected electron

angle (θ2 or ξ2) is detected at angles ranging between (θ2 or ξ2 = 0◦-180◦).
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3. THEORETICAL MODELS AND APPROXIMATIONS

3.1. THEORY OF ELECTRON IMPACT IONIZATION

In this dissertation, the main process of interest is the electron impact ionization

of atoms and molecules, where a collision event occurs between an electron and a target

(atom or molecule). In an inelastic collision changes and this is ionization for all the papers

presented in the next chapter. To visualize the ionization process that this dissertation deals

with, please see Figure 3.1. Figure 3.1 shows in general that an incident electron with

energy (E0) collides with a target (atom or molecule/ in any state), and after short time of

the collision, a removal of one or more electrons from the target will have occurred. If one

electron is ejected from the atom or molecule after the collision by the incident electron,

the process then is known as a single ionization, which is what this dissertation is focusing

on, and it is also known as the (e,2e) process.

Figure 3.1. Illustrates the single ionization process. Left of the dashed red line shows the
process before the collision and right is after the collision.

However, the incident electron could release two or more electrons from the target

depending on its energy, and then the process is called multiple ionization. Moreover, there

is another type of ionization which is called autoionization. In this type of ionization, the

outer shell of the target loses two electrons that excited by the incoming electron while the

target will be ionized at a lower energy state after emitting another electron.
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For additional illustration, assume Z is a target in the ground state interacting with

an incident electron e0 which has kinetic energy E0 and momenta k0. An expression for

direct single ionization can be written as:

e0
−(E0, ~k0) + Z → Z+ + e−1 (E1, ~k1) + e−2 (E2, ~k2) (1)

where Z+ represents the ion that produced after the collision between the incident electron

and the target, while e1 and e2 denotes the scattered (fast) electron and the ejected (slow)

electron with kinetic energy and momenta E1, k1 and E2,k2 respectively.

Due to conservation of the total energy for the system, the incident energy and

momenta can be written respectively in the following equations as:

Eint = εi + E1 + E2 (2)

and

~kint = ~k1 + ~k2 + ~P (3)

So,

~P = ~kint − ~k1 − ~k2 (4)

where εi refers to the ionization potential, while P represents the residual ion momentum.

The momentum transferred to the target can be written as

~q = ~kin − ~ka (5)

3.2. DIFFERENTIAL CROSS SECTIONS FOR ATOMS AND MOLECULES

In general, there are a few different types of cross sections for electron impact

ionization such as the singly (dσ/dΩ ), doubly (d2σ/dΩ1dE1) and fully (or triply) differential

cross sections. In this dissertation, the triply differential cross section will be taken into
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consideration. The triply differential cross section (TDCS) can be expressed for atoms and

molecules as

d3σ

dΩ1dΩ2dE1
(For atom), and

d5σ

dΩ1dΩ2dE1
( f or molecule) (6)

where E1 and E2 in expression 6 are the outgoing electrons energies, while dΩ1 and dΩ2 are

the solid angles of both outgoing electrons respectively after the collision. The differential

cross section can be expressed in terms of themomenta of the incident, scattered, and ejected

electrons and the transition matrix (T-matrix) as will be seen later in the next sections.

3.2.1. Scattering Theory. In general, the quantum mechanics should be used to

treat the electron collisions instead of the classical mechanics treatment. Consequently,

in quantum mechanics physics, the Hamiltonian (H) for the projectile motion, which is

considered an observable of the system, can be express as:

H = K + V (7)

the kinetic energy operator is denoted by K , where K = −1
2 V 2, and the potential energy

is referred by V or P.E, which represents the reaction between the target and the electron

before the collision.

Now we need to solve the Schrödinger equation and we will use Ψ(r) for the

wavefunction associated with any free particle moving in the space and its eigenstates are

the solutions of the Schrödinger equation as in Equation 8 below. The eigenstate of K can

be obtained from Equation 9 by using the wavefunction Φ.

(ET − H) |Ψ〉 = 0 (8)

(ET − K ) |Φ〉 = 0 (9)
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Now the Schrödinger equation for the system can be written as:

[
−1
2
∇2 + V (r)] ψ(r) = ET ψ(r) (10)

where the first part is the kinetic energy K and the second V (r), is the scattering potential

and ET is the energy of the electron which is given in atomic units by:

ET =
k2

2
(11)

where k2 is the momentum of the electron. Now if we define a new potential energy for the

system by multiplying both sides of Equation 10 by −2, and write 2V (r) = U (r) , then we

get:

[∇2 + k2 −U (r)] ψ(r) = 0 (12)

The Equation 6 can then be solved numerically if V (r) considered to be goes to

zero faster than 1
r as r → ∞. This leads to an asymptotic form of the desired solution for

Equation 12 [41] which is given by:

ψ(r)r→∞ → C(eik.r + f (k, θ, φ)
e+ikr

r
) (13)

where Ψ(r) is the wavefunction for the steady state which contains a departing spherical

wave for the scattered (fast) electron and a plane-wave for the incident electron (projectile).

Here C is a normalization constant that does not depend on any of the spherical coordinates

(r , θ and φ), and the function f (k, θ, φ) is represent the scattering amplitude which is related

to the differential cross section by

dσ
dΩ
= | f (k,Ω) |2 (14)
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where Ω is the scatting angle denoted by θ and φ, and dΩ = sin θdθdφ. So, f (k,Ω), the

scattering amplitude depends on the energy of the projectile and the scattering angles. The

triply (sometimes called fully) differential cross section can be measured/ calculated if the

two outgoing electrons are detected, and theoretically it is given by:

d3σ

dΩ1dΩ2dE1
=

k1k2
kinc
| f (k,Ω) |2 (15)

As mentioned above the Schrödinger equation is solvable only for two particles,

however, approximations must be made to obtain the scattering amplitude f (k,Ω) for more

than two-particles. Therefore, we will first study and illustrate some of these approxima-

tions such as the Lippmann-Schwinger equation, Born approximation, and first-order Born

approximation.

3.2.2. The Lippmann-Schwinger Equation. If we start from Equation 12, we can

write it again as

[∇2 + k2]ψk (r) = U (r)ψk (r) (16)

So, by using the Lippmann-Schwinger equation and taking the boundary conditions

into account, the general solution of the wavefunction Ψk (r) can be found as:

Ψ
±
k (r) = Φk (r) +

∫
G0
±(r, r′) U (r′)Ψ±k (r′)dr′ (17)

and the homogeneous equation is

[∇2 + k2]Φk (r) = 0 (18)

where Ψk (r) is just a plane-wave given by:

Φk (r) = (2π)−
3/2 exp(ik .r) (19)
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G±0 (r, r′) in Equation 17 is called the Green’s function. The (-) sign denotes an incoming

wave, while the (+) represents an outgoing wave. Equation 17 for outgoing wave can be

written in the symbolic form as:

Ψ
+
k = Φk + G+0UΨ+k (20)

where G+0 is the Green’s function of the free particle, which satisfies the following equation:

∇2 + k2]G+0 (r, r′) = δ(r − r′) (21)

and the solution of it is:

G+0 (r, r′) = −
1

4π
eik |r−r ′ |

|r − r′|
(22)

also, it can be written in an integral form as

G+0 (r, r′) = −
1

(2π)3 lim
ε→0+

∫
eik ′(r−r ′)

k ′2 − k2 − iε
dk′ (23)

which for large r becomes:

G+0 (r, r′) ' lim
r→∞
−

1
4π

eikr̂ ·r ′

r
eikr (24)

where ki and k f are the initial and final momentum vector respectively, and k f is equal to

kr̂ , where r̂ is a unit vector in the direction of the scattered particle, where r = |r − r′|.

Now if we substitute G+0 (r, r′) in Equation 24 into in 17, we get:

Ψ
+
k (r) lim

r→∞
Φki (r) −

eikr

4πr

∫
e−ik f ·r ′U (r′)Ψ+k (r′)dr′ (25)
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By comparing between Equation 25 and Equation 13, the scattering amplitude can

be written as:

f (θ, φ) = −2π2
〈
Φk f

��� U ���Ψ
+
ki

〉
(26)

The transition matrix is related to the scattering amplitude where

T f i =
〈
Φk f

��� U ���Ψ
+
ki

〉
(27)

3.2.3. Born Approximations and its First Order. As shown in Equation 20, the

wave function for the outgoing electron can be written in a symbolic form as: Ψ+k =

Φk + G+0UΨ+k

Consequently, in order to obtain the inhomogeneous (distorted) part of the wave-

function, Equation 20 has to be solved by iteration. So, the distorted part is

Ψd (r) = G+0UΨ+k =
∫

G+0(r, r′) U (r′)Ψ+k (r′)dr′ (29)

By replacing Ψ+k (r′) in Equation 29 by Φk (r), which is the initial wavefunction in

a zero-order approximation, and solving by iteration, we can generate a sequence of higher

order approximations. The first order approximation would be

Ψ
(1)
k (r) =

∫
G+0 (r, r′) U (r′)Φk (r′)dr′ (30)

and the second-order approximation would be

Ψ
(2)
k (r) =

∫
G+0 (r, r′) U (r′)Ψ(1)

k (r′)dr′ (31)

Substituting Equation 30 in Equation 31, we get an expanded form of the second

order

Ψ
(2)
k (r) =

∫ ∫
G+0 (r, r′) U (r′)G+0 (r′, r′′) U (r′′)Φk (r′′)dr′dr

′′

(32)
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so, Equation 32 can be written simply in symbolic form as:

Ψ
(2)
k (r) = G+0UG+0UΨ0 = (G+0U)2

Φk (33)

Now, the wavefunction can be generalized to n-order as:

Ψ
(m)
k = (G+0U)m

Ψ0 = G+0UΨ(m−1)
k (34)

where Ψm
k represents the immediate previous order approximation for the wavefunction in

the sequence, and n is an integer positive number (m = 1, 2, . . . ,∞). We can also write

Equation 34 as a summation form

Ψk
+ =

∞∑
m=1

(G+0U)m−1
Φk (35)

Also, it can be expressed in a symbolic form which is known as the Born series [42]

as:

Ψ
+
k = Φk + G+UΦk (36)

here the full Green’s function G+ is given by

G+ = G+0 + G+0UG+0 + G+0UG+0UG+0 + . . . . (37)

Now the insertion of the Born series into the scattering amplitude (26) gives :

f (k,Ω) = −2π2
〈
Φk f

��� U
������

∞∑
m=1

(G+0U)m−1
Φki

〉
(38)

and this can be written in a general form as

f (k,Ω) = f B1 + f B2 + f B3 + · · · + f Bm + · · · (39)
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So, the sum of the first m-terms for the Born scattering amplitude is

f Bm =

m∑
n=1

f Bn (40)

and

f Bn = −2π2
〈
Φk f

��� U ���G
+
0U)n−1

Φki

〉
(41)

where f Bn is the nth Born term

Now if use Equation 38 for m = 1, we get

f (k,Ω) = −2π2
〈
Φk f

��� U ���(G
+
0U)0

Φki

〉
(42)

where (G+0U)0 = 1, so we get

f B1 = −2π2
〈
Φk f

��� U ��Φki
〉

(43)

where f B1 is the first order Born approximation, which is the most common approach in

collision theory. Here U represents the potential energy, and Φk f (Φki ) is the final (initial)

wavefunction. Since the plane wave has been used for both the final and the initial particles,

we can rewrite Equation 42 as the following:

f B1 = N
∫

eikirU (r) e−ik f r dr

= N
∫

ei(ki−k f )rU (r)dr

= N
∫

eiqrU (r)dr

(44)

where N is the normalization factor, and ki − k f is equal to q. Where ki (k f ) are the initial

(final) momentum for the incoming (outgoing particles), and q is the momentum transferred

between them.
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Now as we saw previously in Equation 15 that | f (k,Ω|2 is proportional to the

differential cross section, i.e. d3σ
dΩ1dΩ2dE1

∝ | f (k,Ω) |2 . So here the triple differential cross

section (TDCS) for the First order Born Approximation (FBA) is

d3σ

dΩ1dΩ2dE1
=

k1k2
kint
| f B1 |

2 (45)

In summary the First-order Born Approximation treats the incident and the scattered particle

(electron in our case) as a plane wave, while the ejected particle is treated as a coulomb

wave. Although all the interactions between the particles are not included in the potential

energy U (r), this approximation (FBA) still works well for atoms and molecules for high

energy. As an example, a (e, 2e) study for H2O was carried out by Champion et al, in 2001

[43] and they found that the FBA gave good agreement between the theoretical calculations

and experimental data. In addition, good agreement was found with the experimental data

for the TDCS for electron impact ionization of helium atoms for high incident electron

energy [44].

Actually this approximation has been improved by including higher terms in the

amplitude, which increased the chance of getting better agreements with the experimental

data at intermediate and low energies. This inclusion of higher order terms, however,

increases the time of computer usage and the TDCS calculations. In addition to that,

the Born series will may diverge for lower than intermediate because of the potential if

supported any bound state.

For all these disadvantages mentioned above, it was necessary to improve this

approximation [41] and think about other method in order to get better agreement with

experimental work. Therefore, one way to fix this problem is using the distorted wave for

the initial and final wave function. For that reason, in this work our concern will be about

the low and intermediate energies using the distorted wave function of Born approximation

which will be the next major discussion.
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3.3. DISTORTEDWAVE BORN APPROXIMATION

In fact, this Approximation came to be as an alternative for the weakness that

appeared as divergence of the Born series that mentioned above for low and intermediate

energies. Basically, the distorted wave Born Approximation (DWBA) depends on an

essential idea that is breaking down the interaction potential into twoparts, an exact treatment

and a perturbed treatment, i.e., the first part is solved exactly while the second one is solved

by using the perturbation theory. To show that, we can start with Equation 45 to represent

the exact T-matrix for the (e, 2e) process as the following equation:

T =
〈
Φ f

��� H − H0 |Φi〉 (45)

where

H ���Φ f
〉
= E ���Φ f

〉
(46)

and

H0 |Φi〉 = E |Φi〉 (47)

where H and H0 are represent the full Hamiltonian for the system and an approximate

initial-state Hamiltonian respectively, while the initial and final eigenfunctions for both

Hamiltonians denoted by Φi and Φ f respectively. Now, to introduce one of the most

successful approximations for the electron impact ionization calculations, which the first

order DWBA, we first define H0 and H and all the T-matrix elements. Therefore, we start

define the initial-state Hamiltonian in the standard DWBA as:

H0 = Htarg + TK .E +Uint (48)

where H0 in Equation 47 represents the Hamiltonian for the target and is the kinetic energy

for the projectile, whileUint indicates the initial-state spherically symmetric potential for the

interaction between the projectile and the target. So, the eigenfunction of the Hamiltonian
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(Htarg) of the target must satisfy the following equation:

Ht arg
���ψt arg

〉
= Et arg

���ψt arg
〉

(49)

where Ψtarg is the eigenfunction and Etarg is the eigenenergy of the Hamiltonian. Now the

Hamiltonian Htarg can be written as

Ht arg = (−1
/
2)

n∑
i=1
∇2

i −

n∑
i=1

Z
ri
+

n−1∑
i=1

n∑
j=i+1

1
���~ri − ~r j

���
(50)

In Equation 49, the kinetic energy operator for the target is denoted by the first

term, while the second term represents the potential energy of the interaction between the

electrons and the nucleus, and the third term is the potential energy of the inter-electronic

repulsion.

Now, we can write the extended expression for Uint (the initial distorted potential

that composed of a spherically symmetric approximation for the reaction between the target

and the incident electrons which can be obtained from the charge density of the target (atom

or molecule).

Uint (r) = Uele(r) +Unuc(r) (51)

The wavefunctions in Equation 45 also can be written in an extended expression for

atom as the following:

|Φi〉 = ��ψHF (~r2) χi (~r1)
〉

(52)

and 〈
Φ f

��� =
〈
χ1(~r1) χ2(~r2)ψion�� (53)

The Equation 51 shows that Φi (the initial state) is consisted of the product of χi (~r1) the

projectile wavefunction (an incident electron in our case) and ΨHF (~r2) the Hartree-Fock

wavefunction for the target (atom or molecule). The final state wavefunction Φ f is consists
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of the product of χ1(~r1) and χ2(~r2), which are the final states distorted waves of the

scattered and ejected electron respectively that can be obtained from Uion, the final state

distorted potential. The initial state distorted wave represented by χi (~r1), which can be

obtained from the initial state distorted potential Uint (the spherically symmetric for Vint

which is the initial state interaction between the target and the projectile. So,

(TK .E +Uint ) χi = εint χi (54)

and

(TK .E +Uion ) χ1(2) = ε1(2) χ1(2) (55)

where εint is the energy of the projectile (electron), and ε1(2) is the energy of both outgoing

electrons (the scattered and ejected). The sample Uion represents the final state distorting

potential which is composed of the spherically symmetric approximation of the bound

electrons in the ion which are interacted with the outgoing electron and the contribution of

the nucleus. Likewise, the full exact Hamiltonian for the system can be defined as:

H = Htarg + TK .E + Vint (56)

where Vint is the initial-state interaction between the target and the projectile.

Now from Equations 55 and 47 we get

H − H0 = Vint −Uint (57)

That led to the final form of DWBA, which can be obtained by substituting Equations 51,52

and 56 in Equation 45, so we get

T DW BA
dir =

〈
χ1(~r1) χ2(~r2)ψion �� Vint −Uint ��ψHF (~r2) χi (~r1)

〉
(58)
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Equation 58 is called the direct T-matrix of the Distorted Wave Born Approximation

(DWBA) for atoms. However, this approximation is also valid for molecules. But the

difference is in the initial state wavefunction. In molecules calculations, we use Dyson

wave function for the initial state of the bound electron Ψdy (see details [45]), and accept

that is the same physics that mentioned for atoms. Consequently, the T-matrix in Equation

58 becomes for molecules as the following:

T MDW BA
dir =

〈
χ1(~r1) χ2(~r2)ψion �� Vint −Uint

���ψDy (~r2) χi (~r1)
〉

(59)

In summary, it has been shown in many studies that the DWBA approach was actually

one of the most successful methods that calculating triply differential cross section for

electron impact ionization (e,2e) see [2] and [45][46][47]. The strength of this approach is

that the inclusion of the short-range effects between the atom or ion and the two outgoing

electrons. However, the main fail came from the fact that the correlation of the final state

electron-electron was only taken into account of the first order [48]. Although the distorted

wave Born approximation (DWBA) has been succeeded in providing good agreement with

experimental data for atoms heavier than H and He in projectile (electron) energies higher

than 100 eV [2], and the short time consumer that needed for the calculation (few seconds),

there was urgent need that made a constellation of researchers thinking of other methods

that has ability to cover a range of energies lower than ∼ 100eV, as will be seen in the next

section.

3.4. THREE-BODY DISTORTEDWAVE APPROXIMATION (3DW)

The three body distorted wave approximation came after several attempts that tried

to solve the weakness of the DWBA approach and other approaches in getting good agree-

ments for low energies [49]. One of these efforts is BBK approach, which referred to

Brauner, Briggs, and Klar, the first researcher group as we believe, who used the final state
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wavefunction which fulfilled the exact asymptotic solution for the three body Schrödinger

equation [48]. In brief, BBK showed that the inclusion of the post collision interaction

(PCI), the Coulomb interaction between the two electrons, is useful in reducing the discrep-

ancy between the theoretical calculation and experimental data for atoms for low incident

electron energy. In addition, for hydrogen atom, BBK proved that better agreement was

possible to obtain for low incident electron energy. The approximation of the exact final

state wavefunction that has been used in BBK approach for hydrogen calculation can be

described as [49]:

Ψ f ≈ CW1 CW2 C12 (60)

where C12 (the Coulomb distortion factor) represents the final-state Coulomb interaction

effects between the projectile and the ejected electron (PCI), and CW1(2) is a Coulomb wave

for the projectile (ejected electron) in the field of a proton. For heavier atoms andmolecules,

however, this approach failed due the consideration that has been taken into account to treat

heavy ions as a point charge. Therefore, a generalization of Equation 60, which is also call

3C approach, to the distorted wave approximation is crucially needed for improving the

agreements for atoms heavier than hydrogen.

Now the starting point in this case is the DWBA (see 53). So here the comparable

final state Φ f of the developed DWBA would be

〈
Φ f

��� ≈
〈
χ1(~r1) χ2(~r2)ψionC12(r12, K12)�� (61)

We used the exact post collision Coulomb interaction (PCI) between the two outgoing

electrons which represented in 61 by C12(r12, K12), where r12 and K12 are the relative

distance between the two outgoing electron and relative momenta respectively. The final

wavefunction shown above is normally called three-body distorted wave (3DW) for atom

which is contributed to develop the three body distorted wave approximation. Actually, the

theoretical foundation for 3DW has been demonstrated by Prideaux and Madison [49].
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Here the post–collision interaction (PCI) between the two final state electron can be

written as

Ce−e(k12, r12) = e
−πγ

2 Γ(1 − iγ) 1F1(iγ, 1,−i(k12r12 + k12 • r12)) (62)

where Γ(1 − iγ) is the gamma function, γ is the Somerfield parameter γ = 1
v12

which

is a measure of the strength of the coulomb interaction between the two electrons, F1 is

a confluent Hypergeometric function, k12 = µv12, µ = 1
2 is the reduced mass for two

electrons, and v12 is the relative velocity between the two electrons.

The direct t-matrix of the 3DW in Equation 58 for atoms becomes

T3DW
dir =

〈
χ1(~r1) χ2(~r2)C12(r12, K12)ψion �� Vint −Uint ��ψHF (~r2) χi (~r1)

〉
(63)

Later on, the approximation has been generalized by Gao et al. to be used for molecule

calculations [27],[32]. Similarly, the direct t-matrix formoleculeswould be themodification

of the Equation 59

T M3DW
dir =

〈
χ1(~r1) χ2(~r2)C12(r12, K12)ψion �� Vint −Uint

���ψDy (~r2) χi (~r1)
〉

(64)

In fact, one of the attractive advantages of the wavefunction shown in Equation 61 lies on

the fact that it is an exact asymptotic solution of the three body problem. Moreover, the

physics beyond the features of the 3DW approach is that the final state Coulomb interaction:

between the two continuum electrons (e1 and e2), between the screened nuclear charge

and the scattered electron (e1), and between the screened nuclear charge and the ejected

electron (e2) are included in all the perturbation’s terms, i.e. to all orders in the perturbation

theory [50]. Also, the perturbation theory contained the coulomb interactions between

both initial states for the projectile (electron) and a screened nuclear charge for a neutral
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atom. However, the only interaction contained to first order in the 3DW approach is the

initial-state non-spherical projectile-active-electron interaction which will be described as

the following:

In the 3DW approach, the initial-state distorting potential can be expressed as

Uint = Ua +Uion (65)

while the initial-state interaction (the full potential) is given by

Vi =

N∑
j=1

zp(−1)
r1 j

+ Uion (66)

where N is the number of electrons in the target, zp is the projectile (electron in our case)

charge, andUion represents the interaction between the rest of the remaining electrons in the

target including the nuclei and the incident electron. So, if we have only one active electron

then Vint can be approximated as

Vint = Uion −
1

r12
(67)

HereUa in Equation 65 is the spherically symmetric interaction potential between the active

electron (e2) and the incident electron (e1) and (−1
r12

) denotes the interaction between the

projectile electron and the active target electron.

Now subtracting Equation 64 from Equation 65, we get

Vint −Uint = −
1

r12
−Ua (68)

Substituting Equations 66 in Equation 62, we get

T3DW
dir =

〈
χ1(~r1) χ2(~r2)C12(r12, K12)ψion �� −

1
r12
−Ua ��ψHF (~r2) χi (~r1)

〉
(69)
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Similarly for molecules,

T M3DW
dir =

〈
χ1(~r1) χ2(~r2)C12(r12, K12)ψion �� −

1
r12
−Ua

���ψDy (~r2) χi (~r1)
〉

(70)

3.5. WARD AND MACEK APPROXIMATION

The Ward-Macek approximation [51], the WM as denoted wherever in our papers,

is one of the most powerful approximations in treating the low energy electron impact

ionization. Obviously, using the full Coulomb interaction that has been used in the 3DW

(in Equation 62 is likely to overestimate the influence of the PCI. In fact, this approximation

has been examined for most of our atoms work, and we found that for lower energies it is

often gives very good agreement with experimental work. In this approximation, the actual

final state electron-electron separation r12 has been replaced by an average value directed

parallel to k12. So, the full final state Coulomb interaction in Equation 62 becomes as

Ce−e = e
−πγ

2 Γ(1 − iγ) 1F1(iγ, 1,−ik12r12 − ik12rave
12 ) (71)

where ravg
12 is the average separation between the two outgoing electrons, and it is given by

rave
12 =

π2

16 εt

(
1 +

0.627
π

√
εt ln εt

)2
(72)

where εt is the total energy of the two outgoing electrons (scattered and ejected electrons).

Now, the Ce−e factor becomes independent on r12 and k12, and can be removed out-

side the T-matrix integral, which reduces the calculation difficulty and save time consumer

of the calculation from the few days to few seconds. The squired absolute value of the

Coulomb factor can be written as

|Ce−e |
2 =

���e
−πγ

2 Γ(1 − iγ)1F1(iγ, 1,−2ik12rave
12 )���

2
(73)
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Where the squared absolute value of (e
−πγ

2 Γ(1 − iγ)) is called Gamow factor (Nee), which

can be expressed as

Nee =
���e
−πγ

2 Γ(1 − iγ)���
2
=

(π
/
k12)

(eπ/k12 − 1)
(74)

So, the Equation 73 becomes

|Ce−e |
2 = Nee

���1F1(iγ, 1,−2ik12rave
12 )���

2
(75)

With

v12 =
−1

|k1 − k2 |
and k12 = |k1 − k2 | (76)

where |Ce−e |
2 ,which is introduced by Ward and Macek, is called also Mee

So, in this case the WM t-matrix of the stranded DWBA can be re-expressed by

using the approximation of the Coulomb interaction

TW M
dir = Ce−e

〈
χ1(~r1) χ2(~r2)ψion �� Vint −Uint

���ψt arg(~r2) χi (~r1)
〉

(77)

whereΨtarg is either the Hartree- Fock wavefunction for an atom or the Dyson wavefunction

for a molecule.

Because the cross section is proportional to the square of the T-matrix, in the

Ward-Macek approximation the triply differential cross-section (TDCS) would be the mul-

tiplication of the standard DWBA amplitude and Mee factor.

d3σW M

dΩ1dΩ2dE2
= Mee

d3σDW BA

dΩ1dΩ2dE2
(78)
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ABSTRACT

Low-energy (E0 = 65 eV) electron-impact single ionization of Ne (2p) has been

investigated to thoroughly test state-of-the-art theoretical approaches. The experimental

data were measured using a reaction microscope, which can cover nearly the entire 4π solid

angle for the secondary electron emission energies ranging from 2 eV to 8 eV, and projectile

scattering angles ranging from 8.5◦ to 20.0◦. The experimental triple-differential cross

sections are internormalized across all measured scattering angles and ejected energies.
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The experimental data are compared to predictions from a hybrid second-order distorted-

wave Born plus R-matrix approach, the distorted-wave Born approximation with inclusion

of post-collision interaction (PCI), a three-body distorted-wave approach (3DW), and a B-

spline R-matrix (BSR) with pseudostates approach. Excellent agreement is found between

experiment and predictions from the 3DWandBSRmodels, for both the angular dependence

and the relative magnitude of the cross sections in the full three-dimensional parameter

space. The importance of PCI effects is clearly visible in this low-energy electron-impact

ionization process.

1. INTRODUCTION

Electron-impact ionization of atoms and molecules is of fundamental importance in

a wide variety of sciences and modeling applications, including the physics and chemistry

of planetary atmospheres, reactive plasmas, and more recently [1, 2, 3] even radiation

tumor therapy, in which the secondary low-energy electrons produced by primary ionizing

radiation can effectively induce substantial strand breaks in deoxyribonucleic acid (DNA)

and their subunits. Precise experimental data are hence important to aid in the development

of theoretical models and to understand the mechanism of the ionization dynamics.

The full information about the ionization dynamics can be obtained in kinematically

complete experiments, or so-called (e, 2e) studies [4, 5], which determine the momentum

vectors of all free particles. Such experiments serve as a powerful tool to comprehensively

test theoretical models that account for the quantum mechanical few-body interactions.

In recent years, theory has made tremendous progress in describing the electron-impact

ionization dynamics, which is now considered to be well understood for the simplest

systems such as atomic hydrogen and helium [6, 7, 8].

Much more challenging, however, is the treatment of more complex targets, e.g.,

the neon (2p) and argon (3p) ionization dynamics. Theoretical models, which have been

frequently used to describe ionization processes in heavy complex targets, are a hybrid
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distorted-wave Born approximation (DWBA) plus R-matrix (close-coupling) approach [9,

10, 11, 12], the DWBA with inclusion of the post-collision interaction (PCI) by the Gamow

factor calculated with the Ward-Macek method [13], the three-body distorted-wave (3DW)

approach (see e.g. [14, 15, 16, 17, 18, 19, 20]), and most recently the B-spline R-matrix

(BSR) approach [21, 22]. Except for BSR, which includes a large number of pseudostates

to estimate the effect of the high-lying Rydberg states and the ionization continuum in the

ab initio solution of the close-coupling equations, the approaches treat at least some part

of the process perturbatively to first or second order. The theoretical models have been

tested by experiments over a wide range of impact energies, collision dynamics, and targets.

Reasonable agreement between theoretical predictions and experimental findings has been

found for high and sometimes also intermediate and low impact energies. (See, for example,

[14, 15, 16, 17, 18, 19, 21, 22, 23, 24, 25, 26, 27, 28, 29].)

Recent studies for the electron-impact ionization of Ne (2p) at an incident energy

E0 = 100 eV showed an unprecedented agreement between experiment and BSR predictions

regarding both the shape (i.e., the angular dependence) and the relative magnitude of

the triple-differential cross sections (TDCS) [22]. The experiment was performed by

measuring internormalized TDCS in the full three-dimensional (3D) parameter space, i.e.,

not limited to the most popular co-planar or other specialized geometries. These “3D-

TDCS” presentations provide a thorough test ground for theory [22]. Since the physical

effects of PCI as well as electron exchange and charge-cloud polarization in the projectile-

target interaction are expected to become even more pronounced with decreasing projectile

energy, the present study extends the previous work on electron-impact ionization of Ne (2p)

to the even lower impact energy of E0 = 65 eV to further test the different theories.

The TDCSs were measured by covering a large part of the full solid angle for the

emitted electron. Since the experimental data are internormalized for different kinematical

situations, a single common scaling factor is sufficient to fix the relative magnitude of the

experimental and theoretical data for all cases. After deciding on that factor, the angular
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dependence and the relative magnitude of the measured TDCS can be compared with the

theoretical predictions. The measurements reported here cover a range of ejected-electron

energies (E2 = 2.0 eV, 4.5 eV and 8.0 eV) and projectile scattering angles (θ2 = 8.5◦, 12.5◦,

and 20.0◦). The experimental data are compared with theoretical predictions from several

calculations based on the hybrid second-order DWBA plus R-matrix approach (DWB2-

RM), the DWBA with inclusion of PCI using the Ward-Macek method (DWBA-WM) [13],

3DW, and BSR.

This paper is organized as follows. After a brief description of the experimental

apparatus in Section 2, we summarize the essential points of the four theoretical models in

Section 3. The results are presented and discussed in Section 4, before we finish with the

conclusions. Unless specified otherwise, atomic units (a.u.) are used throughout.

2. EXPERIMENT

The experiment was performed with an advanced reaction microscope, which was

especially built for the electron-impact experiment [30]. It was recently updated by using a

newly developed pulsed photoemission electron gun and a pulsed electric field for fragment-

ion detection [31]. Since details of the experimental setup can be found in [31, 32], only a

brief outline will be given here. A well-focused (≈ 1 mm diameter), pulsed electron beam

crosses a supersonic neon gas jet, which is produced by supersonic gas expansion through

a 30 µm nozzle and two-stage differential pumping. The pulsed electron beam is generated

by a photoemission electron gun, in which a pulsed ultraviolet laser (266 nm) illuminates a

tantalum photocathode (∆T ≈ 0.5 ns and ∆E0 ≈ 0.5 eV).

Using uniform electric and magnetic fields, the fragments in the final state are

projected onto two position- and time-sensitive multi-hit detectors equipped with fast delay-

line readout. For single ionization, triple coincidences of both outgoing electrons (e1 and

e2) and the recoil ion are recorded. From the positions of the hits and the times of flight

(TOF), the vector momenta of the detected particles can be determined. Note that the
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projectile beam axis (defining the z-direction) is adjusted exactly parallel to the electric and

magnetic extraction fields. Therefore, after passing the target gas jet, the beam arrives at

the center of the electron detector, where a central bore in the multichannel plates allows

for the undeflected electrons to pass without inducing a hit. The detection solid angle for

electrons is close to 4π, apart from the acceptance holes at small forward and backward

angles where the electrons end up in the detector bore.

3. THEORETICAL MODELS

We have used four different theoretical models to describe the present electron-

impact ionization process. Their essential ingredients will be summarized below. More

information can be found in the references given.

3.1. DWB2-RM. The hybrid approach is originally based on the work of Bartschat

and Burke [9]. The key idea is the assumption that a “fast” projectile acts as a perturbation

on the initial target, ultimately resulting in an ejected electron scattering from the residual

ion. In this respect, it is a generalization of the photoelectron process, except that the

Coulomb interaction between the projectile and the target leads to a number of terms in the

multipole expansion, compared to a single term in the electric dipole approximation. Also,

the projectile (described by a distorted wave) can interact with the target multiple times. In

our model, we include second-order interactions, thereby labeling the first part of the model

“DWB2”. More details can be found in [10, 11, 12].

The second part of the model requires a description of the initial state and the

scattering of the ejected electron from the residual ion. For this part, we employ the R-

matrix (RM) method to solve the resulting close-coupling equations. Since the computer

code is limited to the use of a single set of orthogonal one-electron orbitals, we employ the

multi-configuration expansions developed by Burke and Taylor [33] for the (2s22p5)2P and

(2s2p6)2S states of Ne+ included in this part of the problem.
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Until the development of the fully nonperturbative BSR with pseudostates approach

described in the next subsection, DWB2-RM was the standard method to account at least

partially for channel-coupling effects in electron-impact ionization of complex targets, i.e.,

beyond quasi-one and quasi-two electron systems. Themajor shortfalls of themethod are the

asymmetric treatment of the two electrons (one by a distorted wave, one by a close-coupling

expansion) and the neglect of both exchange and PCI effects. Hence, we generally expect

the method to be appropriate for incident energies of several hundred eV, highly asymmetry

energy sharing, and small scattering angles of the (fast) projectile. However, even in

situations like those investigated in the present work, we find that comparing with results

from a well-tested model such as DWB2-RM remains useful, in light of the very complex

BSR calculations. Such a comparison may also be helpful to check possible normalization

issues that have been noticed to affect results obtained, for example, in models that use the

correct asymptotic form of the three-body Coulomb problem but may not be sufficiently

accurate for describing the actual ionization process near the nucleus. Given its ability to

employ accurate representations of the initial bound state as well as the final ionic states

and to account for the most important channel-coupling effects, DWB2-RM should be fairly

reliable to predict the probability for the actual ionization process, although it may not

predict the bending of the binary and recoil lobes (see below) according to PCI effects.

3.2. BSR. The details of the BSR calculations carried out for this work were

described in [21, 22]. Briefly, we employ a 679-state nonrelativistic BSR (close-coupling)

model, with 55 states representing the bound spectrum and the remaining 624 the target

continuum. All singlet and triplet target states with total electronic angular momentum

L = 0 − 4 were included. The continuum pseudostates in the present calculations cover the

energy region up to 85 eV.

The R-matrix radius was set to 30 a0, where a0 = 0.529 × 10−10 m is the Bohr

radius. We employed 70 B-splines to span this radial range using a semi-exponential knot

grid. The scattering model contained up to 2,280 scattering channels, leading to generalized
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eigenvalue problems with matrix dimensions up to 150,000 in the B-spline basis that is used

for the expansion of the outer target orbitals (including the pseudoorbitals) as well as the

projectile wave function inside the R-matrix box. Partial waves for total orbital angular

momenta L ≤ 25 were obtained numerically, followed by a top-up procedure to estimate

the contributions from even higher L values.

The ionization amplitudes were determined by a two-step process, in which the

scattering amplitudes for excitation of the pseudostates are mapped to true continuum states

of the ejected-electron–residual-ion system through overlap factors between the pseudo-

states and these continuum states. This projection method (details can be found in [34, 35])

corresponds to an effective interpolation scheme [36] that becomes increasingly accurate

with increasing density of the pseudospectrum. To obtain numerically stable results, it is

important to use the same close-coupling expansion (here just a two-state model with the

(2s22p5)2P and (2s2p6)2S states of Ne+) to generate both the pseudostates in a bound-state

close-coupling model and the physical electron-ion scattering states used for the projection.

Since the BSR approach, in contrast to the DWB2-RM model described above, employs

individually optimized, and hence nonorthogonal, orbital sets, the two ionic states can be

represented sufficiently well without relying on additional pseudoorbitals.

3.3. The Three-Body Distorted-Wave Approximation. The three-body distorted

-wave (3DW) approach has been previously discussed in [19, 20, 27]. Here we present a

brief overview with the key features of the theory necessary for the present discussion. In

the present paper, two different approximations will be presented.

3.3.1. 3DW. In the 3DW model, the direct T-matrix is given by

T3DW
dir = 〈Ψ f |W |Ψi〉, (1)
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where, for ionization of an atom, the initial-state wave function Ψi is described as a product

of the initial Hartree-Fock bound-state wave function ψHF for the target and a distorted-wave

function χi for the incoming electron (the projectile):

Ψi = ψHF χi . (2)

The perturbation (W ) is given by

W = Vi −Ui . (3)

Here Vi is the interaction between the incident electron and the atom, and Ui is the initial-

state spherically symmetric static approximation for Ui, which is asymptotically equal to

zero. The final-state wave function is described as a product of two final-state continuum

electron distorted waves (χ1 for the scattered and χ2 for the ejected electron, respectively),

and the Coulomb interaction between the outgoing electrons (C12), normally called the PCI:

Ψ f = χ1 χ2 C12. (4)

In the 3DWmodel, we use the exact electron-electron Coulomb interaction between

the two electrons forC12, which requires the evaluation of a six-dimensional (6D) numerical

integral. This factor is a product of a gamma factor and a hypergeometric function:

C12(r12, k12) = e−
πγ
2 Γ(1 − iγ)1F1(iγ, 1,−i[k12r12 + k12 · r12]) (5)

Here r12 is the relative distance between the two electrons, k12 is the relative momentum,

k12 = µν12, µ = 1
2 in atomic units is the reduced mass for the two continuum electrons,

and ν12 is the relative velocity between the two electrons. The factor 1F1 is a confluent
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hypergeometric function, Γ(1 − iγ) is the gamma function, and γ = 1
ν12

is the Sommerfeld

parameter, which is a measure of the strength of the Coulomb interaction between the two

electrons.

Finally, the direct 3DW T-matrix becomes

T3DW
dir = 〈χ1 χ2 C12 |Vi −Ui |ψHF χi〉, (6)

The exchange T-matrix T3DW
exc is identical to Eq. (6), except that the scattered and ejected

electrons are exchanged in the final-state wave function Ψ f .

3.3.2. DWBA-WM. The second approximation we will present is the DWBA-WM

(DistortedWave Born Approximation withWard-Macek method) to calculate the TDCS for

ionization of Ne (2p) [13]. In this model, the term k12 · r12 is replaced by k12rave
12 , where

the average value rave
12 of the electron-electron separation is defined by

rave
12 =

π2

16εt

(
1 +

0.627
π

√
εt lnεt

)2
, (7)

with εt denoting the total energy of the two electrons. Since the Ward-Macek approxima-

tion for the Coulomb repulsion factor CWM
12 does not explicitly depend on the electronic

coordinates, it can be removed from the T-matrix integral. This reduces the computational

difficulty and required time substantially.

We can write the square of the Coulomb factor as

|CWM
12 |

2 = Nee |1F1(iγ, 1,−2ik12rave
12 ) |2, (8)

where Nee, the so-called Gamov factor [13], is defined as

Nee = |e−
πγ
2 Γ(1 − iγ) |2 =

π/k12

(eπ/k12 − 1)
. (9)
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With these approximations, the direct DWBA-WM T-matrix becomes

TDWBA-WM
dir = CWM

12 [〈χ1 χ2 |Vi −Ui |ψHF χi〉], (10)

or

TDWBA-WM
dir = CWM

12 TDWBA
dir , (11)

Finally, with the T-matrix given in atomic units, the TDCS in both theories can be

expressed as

T DCS =
1

(2π)5
k1k2

ki

(
|Tdir |

2 + |Texc |
2 + |Tdir − Texc |

2
)
, (12)

where ki, k1, and k2 are the magnitudes of the momenta of the initial, scattered, and ejected

electrons, respectively.

Calculations are typically classified in terms of orders of perturbation theory. How-

ever, this classification can become ambiguous since any physics contained in the approx-

imate wave function is contained to all orders of perturbation theory, while the physics

contained in the perturbation will be contained to the order of the calculation. For the

3DW model, the electron-electron interaction is contained in the approximate final-state

wave function; hence, this physics is contained to all orders of perturbation theory. The

non-perturbative BSR calculation also accounts for PCI to all orders of perturbation theory,

but only within the R-matrix box. This is the reason, why in the BSR calculations for ion-

ization the box size is generally chosen larger than required by the typical rule that exchange

between the projectile electron and the target electrons is negligible. The DWBA-WM

model contains an estimate for the electron-electron interaction in the approximate system

wave function, i.e., it contains an approximation for PCI to all orders. The DWB2-RM

model, finally, contains the electron-electron interaction in the perturbation, but only inside
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Figure 1. Experimental and theoretical TDCS for ionization of Ne (2p) by incident electrons
with energy E0 = 65 eV, presented as 3D images. The scattering angle is θ1 = −12.5◦ ± 2.5◦,
and the ejected electron energy is E2 = 2.0 eV ±1.0 eV. Panel (a) shows the experimental
3D TDCS, while panels (b)−(e) represent the predictions from the BSR, DWB2-RM, 3DW,
and DWBA-WM models, respectively.

the reaction region, i.e., a standard (small) R-matrix box of about 12 a0 in the present case.

Within this box, PCI would be accounted for to second order, but this is not the region

where it is most important. Hence, DWB2-RM neglects almost all PCI effects.

4. RESULTS AND DISCUSSION

Figure 1 exhibits the experimental and theoretical TDCSs for ionization of Ne (2p)

by 65 eV electron-impact as three-dimensional (3D) polar plots for a projectile scattering

angle of θ1 = −12.5◦ as a function of the emission direction of a slow ejected electron

with E2 = 2.0 eV energy. Panel 1 (a) corresponds to the experimental data, while panels

1 (b)−(e) show the calculated results from the BSR, DWB2-RM, 3DW and DWBA-WM
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models, respectively. The projectile enters from the bottom and is scattered to the left

(hence the minus in the notation for the angle). These two vectors define the scattering (xz)

plane as indicated by the solid frame in panel (a). The momentum transfer to the target is

indicated by the arrow labeled q.

In these 3D-plots, the TDCS for a particular direction is given as the distance from

the origin of the plot to the point on the surface, which is intersected by the ionized electron’s

emission direction. [Below we follow the common notation of referring to the slower of

the two outgoing electrons as “ionized”, “emitted”, or “ejected”, and to the faster one

as “scattered”.] The kinematics chosen displays exemplarily the principal features of the

emission pattern: it is governed by the well-known binary and recoil lobes. The binary lobe

is oriented roughly along the direction of the momentum transfer q, thus corresponding to

electrons emitted after a single binary collision with the projectile. In the opposite direction

the recoil lobe is found, where the outgoing slow electron additionally backscatters in

the ionic potential. For ionization of p-states, the binary peak often exhibits a minimum

along the momentum transfer direction. This is the result of the characteristic momentum

profile of a p-orbital that has a node for vanishing momentum. Additionally, the emitted

electron is repelled by the scattered projectile due to the long-range nature of the Coulomb

force. These PCI effects tilt the binary and recoil lobes away from the scattered projectile

direction. Further, the binary lobe exhibits a much flatter shape in comparison with 3D

emission patterns for high and intermediate energies.

Comparing the experimental results to the various theoretical predictions, we see

that the BSR and 3DW calculations generally show good agreement with the data. The

DWBA-WM calculation yields reasonable agreement with the experimental data in the

binary region, but significant discrepancies appear in the recoil region, particularly for

the cross sections outside the scattering plane. The DWB2-RM calculations often also

reproduces the relative shape of the experimental 3D cross sections, except that major

discrepancies are observed near the direction of the scattered projectile. This problem is
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due to the fact that PCI effects are effectively neglected in the DWB2-RMmodel while they

are accounted for to all orders in the 3DW, to all orders in the BSR (up to 30 a0 away from

the center), and approximately (everywhere) to all orders in DWBA-WM.

For a more quantitative comparison between experiment and theory, cross section

cuts through the 3D TDCS image along the three orthogonal planes as indicated in Fig-

ures 1 (a) are presented in Figures 2−4. Those are the xz-plane or scattering plane (solid

line in Figure1(a)), the yz-plane or perpendicular plane (dotted line), and the xy-plane

or full-perpendicular plane (dashed line), in Figures. 2−4 these planes are shown in the

left, middle, and right columns of the figures, respectively. In Figures 2, 3 and 4 the

same experimental data are compared to the BSR and DWB2-RM results (Figure 2), the

3DW and DWBA-WM results (Figure 3) and the BSR and 3DW calculations (Figure 4),

respectively. The studied kinematical conditions correspond to projectile scattering angles

from θ1 = −8.5◦ to −20◦ and ejected electron energies from E2 = 2.0 eV to 8.0 eV. The

global scaling factor used to normalize the experimental data to the theories was found by

achieving the best visual fit of experiment and the BSR and 3DW calculations for the TDCS

in the scattering plane at θ1 = −12.5◦ and E2 = 2.0 eV, as shown in Figures 2 (d) and 3 (d).

It was subsequently applied to all other kinematics and planes.

In Figures 2−4 the experimental cross sections are presented as a function of the

ejected electron emission angles. The data are integrated over an out-of-plane angular range

of ± 10◦. This should have only minor implications for the scattering plane, where the cross

section varies slowly for small out-of-plane angles. The scattering plane cuts through the

binary and the recoil peaks, and it contains the momentum transfer vector indicated in

the diagrams by an arrow. In the scattering plane, we observe the well-known binary and

recoil patterns. The characteristic dip along the q direction or splitting of the binary peak

mentioned above is indicated in the experimental data in particular for the larger scattering

angle case θ1 = −20◦. Here, one smaller peak close to the projectile scattering (i.e.,

near-forward) direction and one larger peak at larger angles with respect to q are observed.
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Figure 2. TDCS for the ionization of Ne (2p) presented as a function of the ejected electron
(e2) emission angle at different scattering angles θ1 (−8.5◦±1.5◦, −12.5◦±2.5◦, −20◦±5◦)
and ejected-electron energies E2 (2.0 eV ± 1.0 eV, 4.5 eV ± 1.5 eV, 8.0 eV ± 2.0 eV). Left
column: TDCS in the xz-plane (scattering plane). Central column: TDCS in the yz-plane
(perpendicular plane). Right column: TDCS in the xy-plane (full-perpendicular plane).
The various collision kinematics (θ1, E2) are labeled in the panels of the right column.
Thick black lines: BSR model, thin red lines: DWB2-RMmodel. The open circles (◦) with
error bars represent the experimental data.
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Figure 3. Same as Figure 2, except that the theoretical calculations are the 3DW (thick
black lines) and DWBA-WM (thin red lines).
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This is another signature of the enhanced PCI effect in the low-energy regime, where

the binary peak is significantly suppressed near the forward direction. In the perpendicular

plane, there is an indication of a three-lobe structure, particularly for the larger projectile

scattering angles. This plane cuts through the double-lobe binary peak, thereby resulting in

two symmetric maxima in the ranges θ2 = 60◦ − 90◦ and θ2 = 270◦ − 300◦, respectively. In

addition the recoil lobe gives rise to the central maximum at θ2 = 180◦. In this plane PCI

acts strongest for emission angles near 0◦ and 360◦.

In the full-perpendicular plane, which is perpendicular to the incident-projectile

direction, the ejected electron’s polar angle is fixed to θ2 = 90◦ and the azimuthal angle φ2

is varied. The observed structures for emission at azimuthal angles near 0◦ and 360◦ and

also for some cases near φ2 = 60◦ and 300◦ are caused by the binary peak. The recoil peak

most likely influences the cross sections near φ2 = 180◦. In this plane the influence of PCI

appears to be small over the entire angular range.

In Figure 2 the experimental data are compared to predictions from the BSR and

DWB2-RM models. Overall, excellent agreement between BSR and the experimental data

is noticed regarding both the angular dependence of the cross sections and the relative

magnitude over the entire range of angle and energy conditions analyzed. The general

features observed in the three planar cuts, including the strong PCI effect near the forward

direction, arewell reproduced by theBSR theory, except that for some cases the experimental

cross section exhibits enhanced intensity for the recoil peaks in the scattering plane, as seen

in panels (b), (e), and (h) of Figure 2. In the perpendicular plane, the BSR theory is able

to reproduce the observed three-lobe structure, while slight deviations in the magnitude

of the three-lobe structure are visible for the case of θ1 = −20◦ (c.f. panels (p)−(r) in

Figure 2). The best agreement between BSR and the experimental data is found for the

full-perpendicular plane.
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Regarding the DWB2-RM theory, significant discrepancies between its predictions

and the experimental data are observed near the projectile forward direction, as can be seen

in the left (scattering plane) and central columns (perpendicular plane) of Figure 2. This

problem is again due to the veryweak PCI effect in this model. Outside the forward direction

(θ2 = 60◦ − 300◦) the DWB2-RM calculations often yield reasonable agreement with the

experimental data and the BSR theory. In the full-perpendicular plane, good agreement is

found between the DWB2-RM calculations and the measurements.

In Figure 3 the experimental data are compared to predictions from the 3DW and

DWBA-WM models. The DWBA-WM results are generally in good agreement with the

experimental data, especially for the smallest projectile scattering angle of θ1 = −8.5◦.

For the larger scattering angles of θ1 = −12.5◦ and −20◦, DWBA-WM overestimates

the magnitude of the recoil-peak contributions in all three planes. The DWBA-WM model

provides a clear improvement over theDWB2-RMcalculations in that its predictions become

reasonable in the angular range of θ2 close to 0◦ and 360◦. This indicates that the PCI effect

plays a very important role in the low-energy ionization processes studied here.

There is overall excellent agreement between the 3DW predictions and the experi-

mental data concerning both the angular dependence of the cross sections and the relative

magnitude over the entire range of angle and energy conditions analyzed. This is particularly

true in the scattering plane (left column of Figure 3) and the full-perpendicular plane (right

column of Figure 3). The only noticeable systematic differences occur in the perpendicular

plane (central column of Figure 3), where the 3DW predicts less structure than is indicated

in the data.

Overall, both the 3DW and BSR theories exhibit excellent agreement with the

experimental data. A direct comparison between the experimental data and these two

apparently best calculations is presented in Figure 4. Noticeable deviations include some

results for the scattering plane, where the BSR calculations slightly underestimate the

magnitude of the recoil peaks for the ejected energy of E2 = 4.5 eV compared to the
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experimental data and the 3DW calculations, and the case of θ1 = −20.0◦ and E2 = 8.0 eV,

where the 3DWmodel overestimates the magnitude of the recoil peak. In the perpendicular

plane, the BSR calculation predicts the structure seen in the data better than the 3DW. The

best overall agreement between theory and the experiment is found for the cross sections in

the full-perpendicular plane.

5. CONCLUSIONS

We have reported a comprehensive study of the electron-impact ionization dynamics

ofNe (2p) at a low incident projectile energy of 65 eV.The three-dimensional representations

of the triple-differential cross sections obtained experimentally were internormalized across

all scattering angles of θ1 from −8.5◦ to −20.0◦ and ejected electron energies of E2 from

2.0 eV to 8.0 eV, thus providing a thorough test for the theoretical models. The experimental

data were compared to predictions from the DWB2-RM, DWBA-WM, 3DW, and BSR

models. TheDWB2-RMmodel provides reasonable cross sections for ionization geometries

of θ2 from 60◦ to 300◦, where PCI effects do not play a significant role. The predictions from

the DWBA-WM model, where PCI is accounted for via the Ward-Macek approximation,

improves the results for θ2 close to 0◦ and 360◦. This clearly indicates that PCI effects play

a very important role in the present low-energy ionization processes.

The experimental data and the BSR and 3DW results, on the other hand, reveal

an unprecedented degree of agreement not only in the angular dependence but also in the

relative magnitude of the triple-differential cross section over a range of scattering angles

and ejection energies in the entire 3D parameter space.
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ABSTRACT

The field of electron-impact ionization of atoms, or (e,2e), has provided significant

detailed information about the physics of collisions. For ionization of hydrogen and helium,

essentially exact numerical methods have been developed which can correctly predict what

will happen. For larger atoms, we do not have theories of comparable accuracy. Consid-

erable attention has been given to ionization of inert gases and, of the inert gases, argon

seems to be the most difficult target for theory. There has been several studies comparing

experiment and perturbative theoretical approaches over the last few decades, and gener-

ally qualitative but not quantitative agreement is found for intermediate energy incident

electrons. Recently a new non-perturbative method, the B-spline R-matrix (BSR), was
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introduced which appears to be very promising for ionization of heavier atoms. We have

recently performed an experimental and theoretical investigation for ionization of argon,

and we found that, although the BSR gave reasonably good agreement with experiment,

there were also some cases of significant disagreement. The previous study was performed

for 200 eV incident electrons and ejected electron energies of 15 eV and 20 eV. The purpose

of the present work is to extend this study to a much larger range of ejected electron energies

(15 eV – 50 eV) to see if theory gets better with increasing energy as would be expected for

a perturbative calculation. The experimental results are compared with both the BSR and

two different perturbative calculations.

1. INTRODUCTION

There has been a long history of interest in the problemof obtaining triple-differential

cross sections (TDCS) for electron-impact ionization of atoms [called an (e,2e) process]

since the pioneering work of Ehrhardt and his collaborators [1, 2, 3]. One of the important

reasons that measurements of TDCS have remained of interest for so many years lies in

the fact that these experiments represent the most sensitive test of theoretical models since

all kinematic parameters are determined (except for the spin). Consequently, accurate

experimental measurements remain in demand for testing new theoretical developments.

In the early days of this work, the theoretical calculations were primarily first- or

second- order distorted-wave (DWB1 or DWB2) [4, 5, 6, 7, 8, 9, 10, 11, 12] or first- or

second-order R-matrix (DWB1-RM or DWB2-RM) calculations [13, 14]. By the 1990’s,

computers became powerful enough to be able to perform non-perturbative calculations.

Starting at that time the convergent close-coupling (CCC) approach [15, 16, 17, 18], the

exterior complex-scaling (ECS) approach [19, 20, 21, 22, 23], and the time-dependent

close-coupling (TDCC) method [24, 25, 26, 27] were applied to electron-impact ionization

of hydrogen and helium. Excellent agreement was found between experiment and theory,

so these two problems can be regarded as ‘solved’. However, the development of similarly
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‘exact’ non-perturbative methods for heavier atoms has proven to be very difficult. The

most promising recent development seems to be the B-spline R-matrix (BSR) approach

introduced by Zatsarinny and Bartschat [28, 29, 30, 31, 32]. Very good agreement between

experiment and the BSR results was found for ionization of helium [29, 30], and neon [28].

The agreement was not as good for ionization of Ar [32], although the principal problem lay

with the original experimental data, which were recently corrected [33] for 200 eV incident

energy. Nevertheless, even after the correction (the same experimental problem occured for

the 71 eV data [32]), agreement between experiment and theory will be far from perfect.

Argon has been studied from the discharge point of view for more than 100 years,

and there have been several (e,2e) measurements made for argon over the past few decades.

Groups in Australia and Orsay, France have studied ejection of the 2p electrons for incident

electron energies greater than 1 keV [34, 35, 36]. Lahmam-Bennani et al. [37] have

presented measurements of absolute TDCS for ionization of the 3p electrons and Avaldi et

al. [38] have shown that distorted-wave impulsive approximations satisfactorily described

the TDCS at the Bethe ridge conditions. The Orsay group proposed a high incident energy

(720 eV) experiment, in which the incident electron energy loss is large and momentum

transfer is small. Under this condition, the two outgoing electrons strongly interact with

each other [36, 37, 38, 39].

There are a few (e,2e) experimental studies for argon in asymmetric geometry for

intermediate energies. In this geometry, the post-collision interaction (PCI) and exchange

effects can be very important, especially for slow ejected electrons. The first experimental

study of argon at 100 eV and 250 eV incident energies was performed by Ehrhardt et al.

[40] at asymmetric kinematics. The Australian group has presented a series of experimental

studies on 3s and 3p ionization of argon at low to intermediate energies [41, 42, 43, 44].

They have focused generally on an incident energy of 113.5 eV and low electron ejection

energies and they have compared the experimental data with the DWBA. Using the same

kinematic conditions, a comparative study was made by Stevenson and Lohmann over an
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extended angular range using a magnetic angle changer [45]. Recently, both experimental

and theoretical investigations have concentrated on ionization of the outer 3p orbital of argon

at an intermediate incident energy (200 eV) for asymmetric kinematics. These kinematics

were chosen due to the anticipation that multiple competing interactions (such as PCI and

exchange effects)will be important. Stevenson et al. [46] compared theirmeasurementswith

the DWBA, the DWB1-RM and DWB2-RM predictions, and they found good agreement

with experiment for the high ejection energies, and large discrepancies for lower ejection

energies. More recently, Ren et al. [32, 33, 47] reported measurements for incident energies

of 195 eV and 70.8 eV They found good agreement with the RM calculations even for lower

incident energy of 70.8 eV. Finally, Hargreaves et al. [48] examined argon (3p) ionization,

and they also found significant discrepancies between experiment and theory.

Last year, we reported an experimental and theoretical study of the ionization

of the Argon 3p orbital at 200 eV incident energy for asymmetric coplanar geometry,

ejected electron energies of 15 and 20 eV, and three fixed scattered electron angles of 10o,

15o and 20o [40] DWB1-RM, DWB2-RM, and non-perturbative B-spline R-matrix (BSR)

results were compared with experiment. Surprisingly, good agreement between the BSR

calculation and experiment was found only for the smallest scattering angle (10o) with very

significant differences for 20o. In fact, the DWB2-RM results gave better shape agreement

with experiment than the BSR for the larger scattering angles. This is surprising since

one would expect a perturbative approach to become less accurate with increasing angles

(decreasing cross section) while a non-perturbative approach should not have this problem.

The purpose of the present paper is to further investigate this situation. The previous

work represented an angular scan for two fixed ejected electron energies. Here we report

an energy scan for two fixed scattering angles. Comparing results from perturbative and

non-perturbative calculations, one would expect a perturbative calculation to get better with

increasing energy while a non-perturbative calculation should not be affected by energy (as

long as it is converged). The highest energy considered in the previous work was 20 eV and
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Figure 1. Schematic diagram of the coincidence electronics used to accumulating a coinci-
dence timing spectrum at each kinematics.

here we examine energies ranging from 15 eV to 50 eV for scattering angles of 10o and 15o.

As mentioned above, it is expected that PCI and exchange effects are probably important for

these energies. Consequently, in addition to the DWBA-RM and BSR calculations, we also

compare with a 3-body distorted-wave (3DW) calculation that includes PCI to all orders of

perturbation theory.

2. EXPERIMENTAL APPARATUS

The experiments described here were performed using an electron spectrometer

especially designed for electron-electron coincidence experiments in the e-COL laboratory,

Afyon. A detailed description of the apparatus and its applications to ionization of He

[49, 50], Ar [51], and H2 [52, 53] targets is given in references. As described previously

[54], the electron spectrometer is comprised of an electron gun, two hemispherical electron
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analyzers, and a Faraday cup. A schematic diagramof the electron spectrometer and electron

pulse handling system is shown in Figure 1. The spectrometer is contained in a cylindrical

stainless steel vacuum chamber. The pressure in the chamber was maintained at ∼ 5.0x10−6

mbar during data handling. This spectrometer operated at an electron current of ∼ 1 µA

with a resolution of ∼ 0.6 eV . The (e,2e) technique is used to detect two outgoing electrons

in coincidence after ionization of the target atom. The two electrons produced by single

ionization of an atom are energy analyzed by hemispherical electron energy analyzers and

detected by Channel Electron Multipliers (CEM), which are mounted on the hemispherical

electron energy analyzers. This technique has an advantage for obtaining single ionization

events for which the outgoing electrons have originated from the same ionization event. To

do this, time correlation between the detected electrons is taken into account. The time

delay between the electrons is converted to a signal that is recorded by computer, and a

narrow coincidence peak in the timing spectrum is observed.

3. THEORY

We have used three different numerical methods to describe the process of interest.

Each of them has been described previously. Hence we will only summarize them briefly

to the extent necessary for the present discussion, but provide references where interested

readers can find more information.

3.1. 3DW. The three-body distorted wave (3DW) approach has been described in

previous works, so we will just present the aspects of the theory necessary for the present

discussion [55]. The T-matrix can be written as

T3DW
f i = 〈Φ f |W |Φi〉 (1)
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where Φi and Φ f are the initial- and final-state wave functions respectively, and W is the

perturbation. In the 3DW approximation, the initial-state wavefunction Φi is approximated

as a product of the initial bound state of the atom (ψA) times a distorted wave function χi

for the incoming electron (the projectile)

Φi = ΨA χi (2)

For atoms, we use Hartree-Fock bound state wave function (ψH F) for the target.

The perturbation (W ) is given by

W = V −Ui (3)

Here V is the interaction between the incident electron and the atom, and Ui is the initial

state spherically symmetric static approximation for V , which is asymptotically equal to

zero.

The final-state wave functionΦ f is approximated as a product of two final-state con-

tinuum electrons distorted waves (χscat and χe ject), and the Coulomb interaction between

the outgoing electrons (Cele−ele ), normally called the post-collision interaction (PCI),

Φ f = χscat χe ject Cele−ele (4)

We use the exact post-collision Coulomb interaction between the two electrons

(Cele−ele), which is equal to a Gamov Factor times a hypergeometric function,

Cele−ele(r12, k12) = Γ
(
1 −

i
k12

)
e −

2π
k12 1F1(r12, k12) (5)

Here r12 is the relative distance between the two electrons and k12 is the relative momenta.

With these approximations, the 3DW T-matrix becomes

T3DW
f i = 〈χscat χe ject Cele−ele |V −Ui |ΨA χi〉 (6)
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Finally, the triple differential cross section (TDCS) can be written in atomic units as

d3σ

dΩ f dΩedEe
=

1
(2π)5

k f ke

ki
( |T |2) (7)

3.2. DWB2-RM. As mentioned above, a partially successful theory for electron-

impact ionization has been a hybrid approach, in which the interaction of a “fast” projectile

electronwith the target is described by a first-order or second-order distorted-wave approach,

while the initial bound state and the scattering of a “slow” ejected electron from the

residual ion is treated by an R-matrix (RM) approach. These DWB1-RM [56] and DWB2-

RM [57] models were formulated for highly asymmetric kinematics and small energy

losses compared to the incident energy. Details of the hybrid approach can be found in

many previous publications, e.g. [14, 33, 56]. Given that emission of the 3p electron is

generally the dominant ionization process in the kinematical regime considered here, it is

not surprising that using either a first-order or an approximate second-order treatment of

the projectile produced very similar results. Also, coupling only the two final ionic states

(3s23p5)2Po and (3s3p6)2S, rather than employing a much larger RMPS expansion for the

ejected-electron–residual-ion problem, is generally sufficient. A key issue, on the other

hand, is the description of the initial bound state and the final ionic states included in the

close-coupling expansion for the electron scattering from the residual ion. In the hybrid

method, we use the multi-configuration expansions developed by Burke and Taylor [58] for

the corresponding photoionization problem.

3.3. BSR. The BSR method is based on two steps: 1) the treatment of electron

collisions with neutral argon using an extensive close-coupling expansion that contains both

physical and pseudo-states, with the latter being used to approximate the effect of high-lying

discrete Rydberg states as well as the coupling to various (depending on the final ionic states)

ionization continua; and 2) the construction of the ionization amplitude by combining the

scattering amplitudes for excitation of the pseudo-states using coefficients obtained by
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Figure 2. Experimental and theoretical TDCS for 200 eV electron-impact ionization of
argon. The projectile scattering angle is 10o and the ejected electron energies are noted in
each sub section of the figure. The theoretical calculations are: 3DW – solid line; dash-dot
– DWB2-RM; and dashed – BSR. The experimental data are: triangles – Ren et al. [47];
open circles – Ulu et al. [51]; and solid circles – present results. All theories and experiment
were normalized to 1.0 at the maximum of the binary peak (see text).

direct projection of the wavefunction to the various scattering channels associated with a

particular final ionic state. For the case at hand, we performed a non-relativistic RMPS
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Figure 3. Experimental and theoretical TDCS for 200 eV electron-impact ionization of
argon. The projectile scattering angle is 15o and the ejected electron energies are noted in
each sub section of the figure. The theoretical calculations are: 3DW – solid line; dash-dot
– DWB2-RM; and dashed – BSR. The experimental data are: triangles – Ren et al.[47];
open circles – Ulu et al. [51]; stars – Stevenson et al. [46] and solid circles – present results.

calculation for e-Ar collisions with a total of 482 states in the close-coupling expansion.

The atomic wave functions for neutral Ar were obtained by the B-spline box-based close-

coupling method [59]. Altogether, we generated 482 physical and pseudo target states with
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coupled orbital angular momenta L = 0 − 5 and energies reaching up to 80 eV. In the first

step, we obtained the scattering amplitudes for excitation of all pseudo-states using our suite

of BSR codes [60] for electron collisions.

The last, and most crucial, step in the process is the generation of the ionization

amplitudes. This is done by summing up the amplitudes for excitation of all energetically

accessible pseudostates, with the weight factors given by the overlap of the pseudostates and

the true continuum functions [28]. At this stage in the calculation, consistency between the

models for the bound states (physical and pseudo) and the physical continuum scattering

channels is critical. We ensure this consistency by employing the same expansions coupling

the three ionic states (3s23p5)2Po, (3s3p6)2S, and (3s23p43d)2S states. More details can

be found in [28,32,33].

4. RESULTS

The TDCS for electron-impact ionization of Ar(3p) as a function of the ejected

electron angle are presented in Figures 2 and 3 for two different scattering angles (θ1 =

100 and 150) (Looking at the scattering plane from above, the ejected electron observation

angles are measured clockwise and the projectile scattering angles are measured counter-

clockwise.) Results are presented for ejected-electron energies are ranging between 15 eV

and 50 eV. The present experimental data are compared with our earlier measurements [51]

as well as the measurements of Stevenson et al. [46] and Ren et al. [47]. The experimen-

tal data are also compared with 3DW (three-body distorted-wave) model, the DWB2-RM

(second-order distorted-wave Born R-matrix) model, as well as the non-perturbative BSR

(B-spline R-matrix) approach. Since the measurements are not absolute, all experimen-

tal data and theoretical calculations have been normalized to unity at their peak, thereby

allowing for a shape comparison. The primary difference between the two perturbative

calculations (3DW and DWB2-RM) is the fact that the 3DWmodel contains one ‘collision’

between the projectile and target and PCI is included to all orders of perturbation theory
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while DWB2-RM accounts for up to two ‘collisions’ between the projectile and target with

PCI contained to second order within the R-matrix box. In addition, DWB2-RM contains

exchange between the ejected electron and target to numerical accuracy while the 3DW uses

the Furness-McCarthy approximation [61] for this exchange effect. From Figures 2 and 3, it

is seen that overall there is excellent agreement between four different sets of measurements

taken at different times and in different laboratories. The only noticeable difference occurs

for 25 eV and 10◦ where it appears that there is a small shift in the location of the binary peak

between the present measurements and those of Ren et al. [47]. The overall good agreement

between the various measurements indicates the accuracy of the present measurements of

the TDCS.

Looking in detail first at Figure 2, it is seen that the BSR and DWB2-RM results

are in reasonably good agreement with experiment for all four of the measured energies.

For the binary peak, all three theories are in very good agreement with each other and

experiment. For 25 eV, all three theories predict the same binary peak angle, in excellent

agreement with the present data. For 30 eV, the DWB2-RM binary peak is slightly shifted

to higher angles as compared to the other two theories and experiment. Overall, the 3DW

calculation appears to give the best prediction for the width of the binary peak. On the

other hand, the 3DW provides the worst agreement with experiment for the recoil peak,

except for the highest energy where the 3DW is in excellent agreement with data. The BSR

calculation, which one would expect should give the best agreement with experiment, is in

excellent agreement with the data for 25 eV, and very good for the other energies, except for

the height of the recoil peak (too small for low energies and too high for large, energies).

The DWB2-RM results are very similar to the BSR.

It is interesting to note that both perturbative calculations exhibit improved agree-

ment with experiment with increasing ejected electron energy as one would expect. The

fact that the 3DW results agree better with the binary peak than the DWB2-RM for 30 eV

indicates that PCI is more important than higher-order interactions between the projectile
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and target. For the recoil peak, the second interaction with the target is clearly much more

important than PCI. The fact that the agreement between experiment and theory for the BSR

does not exhibit any noticeable energy dependence would also be expected for a converged

non-perturbative calculation.

Figure 3 presents a similar comparison for a larger projectile scattering angle. There

are no BSR results shown for 50 eV, due to excessive computer demands that would have

been required to achieve convergence for this energy. Again the BSR model yields overall

reasonably good agreement with the data. However, for the smaller electron ejection ener-

gies, the experimental binary peak has a noticeable small-angle shoulder that is predicted

very nicely by both perturbative calculations. The BSR results exhibit a small shoulder for

the lowest energy but not for the higher ones. The largest discrepancy between experiment

and theory for the binary peak was found for the 30 eV case. For the recoil peak, there is

relatively good agreement between experiment and all three theories for all the measured

cases, except for the smallest energy where the 3DW exhibits some unobserved structure.

Surprisingly, overall the perturbative approaches appear to yield a little better agreement

with experiment than the BSR for this case. Probably the DWB2-RM yields the best over-

all agreement with experiment. This indicates that, for larger scattering angles, multiple

interactions with the target are more important than PCI.

Since the experimental data were not determined on an absolute scale, we have

normalized experiment and theory to unity for the binary peak. It is, however, also of

significant interest to look at the relative absolute values predicted by the theories. Figure

4 shows the same theoretical cross sections presented in Figure 3, but now on an absolute

scale. In general, the 3DW results tend to predict the smallest binary peak and the DWB2-

RM results the largest, with the difference being nearly a factor of 2. Obviously absolute,

or at least cross-normalized measurements, would be highly desirable.
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Figure 4. Same as Figure 3 except that absolute values of the theories are shown in atomic
units.

5. CONCLUSION

While there are very accurate non-perturbative numerical calculations available for

electron-impact ionization of hydrogen and helium, no comparable accurate calculation

has been reported for ionization of heavier atoms such as the inert gases. Recently, Zat-
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sarinny and Bartschat introduced the non-perturbative B-spline R-matrix (BSR) approach

for ionization of inert gases, which had some significant success but without resolving all

remaining discrepancies between experiment and theory. There have been several previous

studies comparing experiment with perturbative theoretical calculations for electron-impact

ionization of argon, and significant discrepancies have been found. We recently compared

experiment and theory for 200 eV electron impact ionization of Ar for three projectile scat-

tering angles and ejected electron energies of 15 eV and 20 eV. The current study revealed

a qualitative agreement between experiment and both the perturbative and non-perturbative

calculations but there were still significant differences.

The purpose of the present work was to extend this comparison to a much larger

energy range (10 eV to 50 eV) to see if any general trends could be found. The study

was limited to two projectile scattering angles –10o and 15o. Overall the BSR results

were in reasonably good agreement with experiment – but not as good as has been found

for hydrogen and helium. For 10o, the BSR width of the binary peak was broader than

experiment for the higher energies, and the magnitude of the recoil peak was too small for

small energies and too large for the highest energy. The width of the binary peak predicted

by the 3DW was closest to experiment, and the agreement between experiment and the

3DW improved dramatically with increasing ejection energy and excellent agreement was

found for the highest energy measured. For 15o, again the BSR results were in reasonably

good agreement with experiment particularly for the recoil peak. For the binary peak, the

BSR predicted a wider peak than found by experiment and the detailed shape of a low angle

shoulder was better predicted by both the perturbative calculations. Again the 3DW results

for the recoil peak gave better agreement with experiment with increasing energy with

excellent agreement being achieved already by 20 eV. In summary, the BSR was reasonably

good for all measured cases but did not predict all the detailed structure that the perturbative

approaches did predict. All calculations showed some good points and some weak points,

and hence it would be difficult to pick the ‘best’ one.
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ABSTRACT

There have been several studies of electron-impact ionization of inert gases for

asymmetric final state energy sharing and normally one electron has an energy significantly

higher than the other. However, there have been relatively few studies examining equal

energy final state electrons. Here we report experimental and theoretical triple differential

cross sections for electron impact ionization of Ar (3p) for equal energy sharing of the

outgoing electrons. Previous experimental results combined with some new measurements

are compared with distorted wave born approximation (DWBA) results, DWBA results

using the Ward–Macek (WM) approximation for the post collision interaction (PCI), and

three-body distorted wave (3DW) which includes PCI without approximation. The results

show that it is crucially important to include PCI in the calculation particularly for lower

energies and that the WM approximation is valid only for high energies. The 3DW, on the

other hand, is in reasonably good agreement with data down to fairly low energies.
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1. INTRODUCTION

Detailed physical information related to collision studies can be obtained from

triple differential cross section (TDCS) measurements for electron-impact ionization of

targets using the so called (e, 2e) coincidence technique. In this technique, both final state

electrons are detected in coincidence and the energy of the electrons is also measured.

As a result, everything about the collision is determined except the spin of the electrons.

This level of detail provides for very sensitive testing of theoretical models and different

kinematical conditions can provide tests for different aspects of the theoretical model. In

recent years, significant theoretical advances have been made for describing the electron-

impact ionization dynamics of atomic hydrogen and heliumand there is nowessentially exact

agreement between experiment and theory for these two atoms. The approaches thatwork for

hydrogen and helium also typically workwell for ionization of atomswhich can be described

as quasi-one and quasi-two electron targets with an inert core. Theoretical progress for

treating more complex atoms such as inert gases has been much slower. However, it

was recently demonstrated that a new non-perturbative B-spline R-matrix method with

pseudostates (BSR) and the three-body distorted wave (3DW) approach provided excellent

agreement for electron-impact ionization of neon for a fairly low impact energy of 61 eV

[1]. The close coupling approaches had been getting better over the years and this work

demonstrated that it was possible for close coupling methods to treat complex atoms. The

surprise was that the non-perturbative 3DWdid sowell (as good as the BSR). The strength of

the 3DW is that it contains the post collision interaction (PCI) in the final state wavefunction

and this work indicated that PCI must be a very important interaction in the low energy

ionization of neon. More recently, a similar study was completed for 66 eV ionization of

argon and for this case, the BSR was in significantly better agreement with experiment than

the 3DW [2]. Evidently PCI is not as important for argon as it was for neon or some new

physical effects become more important for the larger atom. We have recently tested the

accuracy of the BSR and 3DW for high incident energy (200 eV) electron impact ionization
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of argon and awide range of ejected electron energies (15−50 eV) and two different projectile

scattering angles (10oand15o) [3]. In that study, we found that both the BSR and 3DWgave

very good agreement with the binary peak (peak near the direction of momentum transfer).

However, for the recoil peak (peak near the direction of the negative momentum transfer),

the BSR was in better agreement with experiment for the lower energies. For the 3DW,

agreement with experiment improved with increasing ejected electron energy as would be

expected and the agreement was quite good for the higher energies. For the asymmetric

energies examined, the speeds of the two final state electrons were significantly different so

one would expect that PCI might not be very important. On the other hand, one would also

expect that as the speeds became closer together, PCI would be more important and most

important for cases in which the speeds were equal. Over the years, there have been several

experimental and theoretical studies performed for ionization of argon with asymmetric

final state energies [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21] but very

few for symmetric final state energies [22, 23, 24]. Consequently, the purpose of this work

is to test the validity of the theory for ionization of the 3p-state of argon for equal energy

final state electrons with a broad range of final state energies ranging from 15 to 100 eV. The

present implementation of the BSR pseudostate expansion for the ejected electron is not

suitable for high energies so we will only compare with the 3DW and distorted wave born

approximation (DWBA) theoretical approaches. We will compare theory and experiment

with previously reported experiments by Haynes and Lohmann [22] and Nixon and Murray

[23] for lower energy final state electrons and some new measurements for higher energy

final state electrons.

2. EXPERIMENTAL PROCEDURE

The (e, 2e) coincidence technique has been used to measure TDCSs using an elec-

tron spectrometer designed to work in the low to intermediate energy regime in coplanar

geometry. The spectrometer has a conventional design that consists of an energy selected
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electron gun and two hemispherical electron energy analyzers with channel electron mul-

tipliers (CEMs) to detect outgoing electrons after the ionization event. The apparatus has

been used previously for Ar studies and more detail may be found in [21, 25, 26]. As a brief

description; an electron beam of about 1 µA produced by an electron gun collides with gas

target perpendicularly. Two outgoing electrons that are extracted from reaction center are

detected by two hemispherical electron energy analyzers in coincidence. The positions of

the analyzers are mounted on two independent turntables and they can be varied from 30o to

140o with respect to the electron beam direction. Another turntable allows for the rotation

of a Faraday cup around the interaction region. For the case of equal energy sharing mea-

surements, the incident electron losses some of its energy to ionize the target and the rest of

the energy is equally shared by the two outgoing electrons. The two outgoing electrons are

detected in coincidence to separate the ionization events from other final reaction channels.

The electrons were focused by an electrostatic lens system located at the entrance of a hemi-

spherical analyzer and energy-analyzed. The energy selected electrons were detected by a

CEM located at the exit of the hemispherical electron energy analyzers. The signals from

the two CEMs were registered and analyzed by a multi-parameter listmode data acquisition

system. The coincidence electronics and a schematic view of the experimental set up is

shown in Figure 1. Control of the experiment is facilitated by using a computer to control

and adjust the voltages on the analyzers and electron gun. In this way, the experiment can

operate for several weeks with the same operating conditions which is required for data

accumulation.

3. THEORETICAL FRAMEWORK

In this work, we have used the three different perturbation approximations (3DW,

DWBA and DWBA using theWard−Macek (WM) approximation for PCI) that were used in

the previous study for asymmetric final state energies [3]. Each of these has been described
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Figure 1. Schematic view of experimental setup and coincidence electronics.

in detail previously [3, 27, 28, 29] so here we will only give a brief summary of the models

to show the differences and similarities. Since the DWBA is a special case of the more

general 3DW approximation, we will discuss the 3DW first.

3.1. 3DW Approximation. The 3DW direct scattering T − matrix can be written

as

T3DW
dir = 〈Ψ f |W |Ψi〉 (1)

Here Ψi and Ψ f are the initial- and final-state wave functions for the system respectively,

and W is the perturbation. The initial-state wavefunction Ψi is approximated as a product

of a distorted wave function χi for the incoming electron (the projectile) times the initial

Hartree–Fock bound state for the target 3p state (ψHF)

Ψi = ψHF (r2) χi (r1) (2)
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where r1 is the coordinate for the projectile electron and r2 is the coordinate for the initially

bound electron. The final-state wave function Ψ f for the two outgoing electrons, which we

will call the scattered and ejected electron for convenience, is approximated as a product of

twofinal-state continuumelectron distortedwaves (χ1 and χ2 ), and theCoulomb interaction

between the outgoing electrons (C12 ), which is normally called the post-collision interaction

(PCI)

Ψ f = C12(k12, r12) χ1(r1) χ2(r2) (3)

where K12 is the relative momentum between the two electrons and r12 is the relative

distance between the two electrons. The Coulomb interaction is given by

C12(k12, r12) = e
−πγ

2 Γ(1 − iγ)1F1(iγ, 1,−i [k12r12 + k12 • r12]) (4)

Here Γ(1 − iγ) is a gamma factor, 1F1 is a confluent hypergeometric function, k12 = µv12,

µ = 1
2 is the reduced mass for the two electrons in atomic units, v12 is the relative velocity

between the two continuum electrons, and γ = 1
v12

is the Sommerfeld parameter. The

perturbation W is given by

W = V −Ui (5)

whereV is the exact initial state interaction between the atom and the incident electron andUi

is the initial state spherically symmetric static approximation for V which is asymptotically

equal to zero. The approximations we make for V −Ui are discussed in detail by Madison

and Al-Hagan [28]. Briefly, we assume that the interaction between the incident electron

and passive bound electrons contained in both V and Ui are the same. Consequently, the

perturbation is approximated by

W =
1

r12
−Ua (r1) (6)
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where Ua is the spherically symmetric interaction potential between the incident projectile

and the active electron. If one looks at previous DWBA publications, one finds that

sometimes W = 1
r12

(see e.g. [4]) and sometimes Equation (6). If one assumes that the

initial and final state wavefunctions for the initially bound electron are orthogonal, then the

Ua (r1) term will vanish in the DWBA amplitude (see below). In the 3DW approximation,

this orthogonality will not make the Ua (r1) term vanish so it is important to keep it. With

these approximations, the direct 3DW T-matrix becomes

T3DW
dir = 〈χ1(r1) χ2(r2)C12(k12, r12) |

1
r12
−Ua (r1) |ψHF (r2) χi (r1)〉 (7)

3.2. DWBA Approximation. In the standard DWBA approximation, the interac-

tion between the two continuum electrons in the final state wavefunction is ignored in the

T-matrix. Thus the DWBA T − matrix is

T DW BA
dir = 〈χ1(r 1) χ2(r 2) |

1
r12
−Ua (r1) |ψHF (r 2) χi (r1)〉 (8)

3.3. WM Approximation. In the third approximation, we use the W M approx-

imation [30, 31] for the Coulomb interaction of Equation (4). In this model, the term

[k12r12 + k12.r12] in the hypergeometric function is replaced by 2k12rave
12 , where rave

12 is the

average value of the electron–electron separation. In this approximation, the direct WM

T − matrix becomes

TW M
dir = CW M

12 (rave, k12) 〈χ1(r 1) χ2(r 2) |
1

r12
−Ua (r1) |ψHF (r2) χi (r1)〉 (9)

or

TW M
dir = CW M

12 (rave, k12)T DW BA
dir (10)
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where

CW M
12 (rave, k12) = e

−πγ
2 Γ(1 − iγ) 1F1(iγ, 1,−2ik12 rave) (11)

can be removed from the integral since it does not depend on the coordinates being inte-

grated. Finally, the TDCS in all three approximations can be written as (atomic units)

T DCS =
d3σ

dΩ f dΩedEe
=

1
(2π)5

k1k2
ki

(|Tdir |
2 + |Texc |

2 + |Tdir − Texc |
2) (12)

where k1, k2, and ki, are the magnitudes of the momenta of the scattered, ejected and initial

electrons, respectively, and Texc is the exchange T − matrix, which is similar to Tdir the

direct T − matrix except that the two final state electrons are interchanged in the final state

wavefunction Ψ f .

4. RESULTS AND DISCUSSION

We first compare with some previously published equal final state energy measure-

ments of Haynes and Lohmann [22] andNixon andMurray [23]. For this case, not only were

the final state energies equal, the electrons were measured at equal angles on opposite sides

of the beam direction in the scattering plane—the so called coplanar symmetric geometry.

The DWBA, WM and 3DW results are compared with those data in Figures 2 and 3 for

final state electron energies ranging from 15 to 100 eV. The Haynes and Lohmann data are

the solid up triangles (red) and the Nixon and Murray data are the open down triangles.

For each case, the experimental data have been normalized to a best visual fit to the 3DW

results. The dashed– dotted (blue) curve are the results of the DWBA calculation, the

dashed (green) curve are the results of the DWBA calculation using the WM approximation

for PCI and solid (red) curve are the results of the 3DW calculation using full PCI.

It is seen that the DWBA, which has PCI only to first order, completely fails to

predict even the shape of the data. The cross sections must be zero for 0o and 180o which is

obviously not satisfied by the DWBA. In fact the DWBA predicts the largest cross section
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Figure 2. TDCS in atomic units for electron-impact ionization of the argon 3p orbital using
the coplanar symmetric geometry—both final state electrons have the same energy and are
detected at the same angle on opposite sides of the incident beam direction. The final state
energies of the two electrons are noted in each panel. The open down pointing triangles
are the experimental data of Nixon and Murray [23]. The experimental data have been
normalized to a best visual fit to the 3DW results. The different theoretical curves are noted
in the legend.

for 0o With full PCI, the 3DW is in qualitative agreement with all the data except for an

apparent large angle peak for the lowest energies. The 3DW does a reasonable good job of

predicting the double peak seen at 20 eV and its evolution into a shoulder which is gone by

35 eV. For 40 eV and higher, the 3DW is in very good agreement with experiment. For 50

eV, the 3DW agrees better with the Haynes and Lohmann data than the Nixon and Murray

data. Even the WM approximation is in remarkably better agreement with experiment than
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Figure 3. TDCS in atomic units for electron-impact ionization of the argon 3p orbital using
the coplanar symmetric geometry—both final state electrons have the same energy and are
detected at the same angle on opposite sides of the incident beam direction. The final state
energies of the two electrons are noted in each panel. The open down pointing triangles
are the experimental data of Nixon and Murray [23] and the solid (red) up point triangles
are the experimental data of Haynes and Lohmann [22]. The experimental data have been
normalized to a best visual fit to the 3DW results. The different theoretical curves are noted
in the legend.

the DWBA although the agreement is not nearly as good as the 3DW. All of this shows the

strong importance of PCI for this collision geometry. The electrons have the largest angular

separation at 90◦ in this geometry. Comparing the difference between the DWBA and either

the WM or 3DW at 90◦ shows that PCI is still very important even for the largest angular

separation.
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Figure 4 compares the present experimental results (solid circles) with the same

three theoretical calculations. For Figures 2 and 3, both electron detectors are rotated in

coincidence in opposite directions to keep the same angle between each electron and the

beam direction. For the present measurements, one electron detector is kept fix at the θ1

angle noted in each panel and the other detector is rotated 0◦ to 360◦ clockwise (in principle)

starting on the opposite side of the incident beam direction. Obviously it is not physically

possible to measure all these angles due to other equipment in the chamber. For this type of

measurement, the cross sections must be zero when the ejected electron angle is 360◦ − θ1.

Again, the experimental data have been normalized to a best visual fit to the 3DW results.

For angles 10◦ − 30◦, the 3DW and WM results have a three peak structure which

is consistent with the experimental data and there is relatively good agreement between

experiment and theory. There is less difference between the different theories for this case

than was seen in Figures 3 and 4. For the closest case of 100 eV shown on Figure 3, WM had

two peaks which appears to be non-physical whereas 3DW has one which is also consistent

with measured data. For this case, WM is in qualitative agreement with the shape of the

data for all cases except θ1 = 40◦. As a result, the WM approximation appears to be better

for high energy and asymmetric angles than high energy and symmetric angles. It seems

reasonable (to us) to assume that using the actual Coulomb interaction between the two final

state electrons should be better than using an approximation for this interaction. However,

we have previously found cases in which the WM results agree better with experiment than

the 3DW. This could be fortuitous or it could indicate that the full Coulomb interaction is

too strong for some cases.

The agreement between experiment and theory for the two larger projectile scattering

angles is not as good as the smaller angles. For 40◦, theory predicts two small angle peaks

whereas experiment only has a single peak. Although both experiment and theory have a

single small angle peak for 50◦, the peak location significantly different. Interestingly, the

agreement for the larger ejected electron angles is much better than the smaller angles.
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Figure 4. TDCS in atomic units for electron-impact ionization of the argon 3p orbital for
200 eV incident electrons and equal energy sharing for final state electrons with E1 = E2 =
92.12 eV. One electron detector is kept fix at the θ1 angle noted in each panel and the other
detector is rotated 0◦−360◦ (in principle) starting on the opposite side of the incident beam
direction. The different theoretical curves are noted in the legend. The experimental data
have been normalized to a best visual fit to the 3DW results.

5. CONCLUSIONS

We have examined the importance of PCI for electron-impact ionization of argon for

the case of both final state electrons having equal energies where one might expect PCI to

be important. We examined an equal energy range from 15 to 100 eV. For the case of equal

ejection angles, including PCI was crucially important and theory predicts a completely
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incorrect shape for the cross section without it. Although still important at 100 eV, its effect

was significantly less. For the case of asymmetric scattering angles and 92.12 eV, PCI

was not very important except for small projectile scattering and electron ejection angles.

Evidently, even though the energies are the same, the electrons fly apart so fast that PCI is

important only for a very short period of time. The WM approximation for PCI becomes

better with increasing energy and is better for high energy and asymmetric angles than

high energy and symmetric angles. In terms of agreement between experiment and theory,

the 3DW was in qualitative agreement with the equal energy and equal angles experiments

down to final state electrons of 15 eV and good quantitative agreement for electrons of 40

eV and higher. For the case of equal energies and asymmetric angles, very good agreement

was found for projectile scattering angles of 30◦ and smaller.
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ABSTRACT

As a further test of advanced theoretical methods to describe electron-impact single

ionization processes in complex atomic targets, we extended our recent work on Ne(2p)

ionization (Ren et al., Phys. Rev. A 91, 032707 (2015)) to Ar(3p) ionization at the relatively

low incident energy of E0 = 66 eV. The experimental data were obtained with a reaction

microscope, which can cover nearly the entire 4π solid angle for the secondary electron

emission. We present experimental data for detection angles of 10◦, 15◦, and 20◦ for the

faster of the two outgoing electrons as function of the detection angle of the secondary

electron with energies of 3 eV, 5 eV, and 10 eV, respectively. Comparison with theoretical
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predictions from a B-spline R-matrix (BSR) with pseudostates approach and a three-body

distorted-wave approach (3DW), for detection of the secondary electron in three orthogonal

planes as well as the entire solid angle, shows overall satisfactory agreement between

experiment and the BSR results, whereas the 3DW approach faces difficulties in predicting

some of the details of the angular distributions. These findings are different from our earlier

work on Ne(2p), where both the BSR and 3DW yielded comparable levels of agreement

with the experimental data.

1. INTRODUCTION

Electron-impact ionization of atoms and molecules is of fundamental importance in

both basic science and a wide variety of applications, including but not limited to modeling

the physics and chemistry of planetary atmospheres, the interpretation of astrophysical data,

optimizing the energy transport in reactive plasmas, and understanding as well as ultimately

utilizing the effect of ionizing radiation on biological tissue in medical applications.

The full information about the ionization dynamics can be obtained in kinematically

complete experiments, or so-called (e,2e) studies [1, 2], which determine the momentum

vectors of all free particles. Moreover, in recent years experimental techniques were

developed that allow to simultaneously access a large fraction of the entire solid angle and a

large range of energies of the continuum electrons in the final state [3, 4]. Such experiments

serve as a powerful tool to comprehensively test theoretical models that account for the

quantum mechanical few-body interactions. In recent years, theory has made tremendous

progress in describing the electron-impact ionization dynamics of atomic hydrogen and

helium, as well as targets such as the light alkali and alkaline-earth elements. When it

comes to ionization of the outermost valence electron, these systems can usually be well

described as quasi-one and quasi-two electron targets with an inert core.
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Much more challenging, however, is the treatment of more complex targets, such

as the heavy noble gases Ne−Xe [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. In recent years,

we measured the ionization of Ne(2p) [5, 6] and Ar(3p) [7, 8]. For Ne(2p), unprece-

dented agreement between experiment and predictions from a B-spline R-matrix (BSR)

with pseudostates approach was obtained first for a projectile energy of 100 eV [5] and

most recently also for the even lower energy of 65 eV [6]. While other theoretical models

pretty much failed, a three-body distorted-wave (3DW) approach [9, 10, 11, 12] also did

very well in comparison with experiment for the latter case. This suggested the importance

of accounting for the post-collision interaction (PCI) at such low energies of both outgoing

electrons.

Regarding Ar(3p), the comparison between experiment and the BSR predictions

improved dramatically after a cross-normalization error in the processing of the experimental

raw data was discovered [16, 17]. For the higher incident projectile energy of 200 eV and

asymmetric energy sharing between the two outgoing electrons, relatively good agreement

was also achieved between experiment and a hybrid theory, which described the projectile

by a distorted-wave and the initial bound state as well as the ejected-electron−residual-ion

interaction by a close-coupling expansion [18, 19]. For 71 eV incident energy, however,

the hybrid method was inappropriate. Furthermore, the normalization correction alone did

not bring completely satisfactory agreement between experiment and the BSR predictions

either.

The purpose of the present study, therefore, was twofold. First, after learning many

lessons from the Ne(2p) experiments, not only regarding the proper cross normalization but

also the need for setting narrow energy and angular acceptance windows of the detectors, a

new set of benchmark data for an even lower incident energy (66 eV) was to be generated.

Experimentally, this was achieved with further improvements on the reaction microscope

and the data processing procedure. Second, it seemed important to investigate whether the

success of the 3DW approach for Ne(2p) [6] would hold up also in the case of Ar(3p). In



97

fact, in light of the remaining discrepancies between experiment and the BSR results for

Ar(3p) at 71 eV [17], it was hoped that a second successful theory might provide additional

clues for mutual improvement.

Ar(3p) ionization was also studied by the Lohmann group in the coplanar asym-

metric geometry, in particular at E0 = 113.5 eV [20, 21, 22] using a conventional (e,2e)

spectrometer. In theirmore recent studies, amagnetic angle changer enabled the observation

of the entire angular range for the slow ejected electronwithin the scattering plane. The same

coplanar asymmetric geometry was studied by Amami et al. [23] at E0 = 200 eV. Murray et

al. [24, 25] observed collisions with equal energy sharing of both outgoing electrons from

near-threshold to intermediate energies and from the coplanar to the perpendicular plane

geometry.

This paper is organized as follows. After a brief description of the experimental

apparatus in Section 2, we summarize the essential points of the two theoretical models in

Section 3. The results are presented and discussed in Section 4, before we finish with the

conclusions. Unless specified otherwise, atomic units (a.u.) are used throughout.

2. EXPERIMENT

Experiments were performed with an advanced reaction microscope [3] that was

specially built for electron-impact ionization studies as drawn in Figure 1. It was recently

updated with a newly designed pulsed photoemission electron gun and a pulsed electric ion-

extraction field for better ion-detection efficiency [26, 27]. Since details of the experimental

setup can be found in [3, 26, 27], only a brief outline will be given here. The well-focused

(≈ 1mm diameter), pulsed electron beam with an energy of E0 = 66 eV is crossed with a

continuous supersonic argon gas jet, which is produced using a 30µm nozzle and two-stage

supersonic gas expansion. The electron beam is generated by illuminating a tantalum photo-

cathode with a pulsed ultraviolet laser beam (λ = 266 nm, ∆t < 0.5 ns). The energy and

temporal width of the electron pulses are about 0.5 eV (∆E0) and 0.5 ns (∆t0), respectively.
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Figure 1. Schematic view of the employed reaction microscope for electron-scattering
experiments.

Homogeneous magnetic and electric fields guide electrons (spiral lines in Figure 1) and ions

(dotted line) from the reaction volume onto two position- and time-sensitive microchannel

plate detectors that are equipped with fast multi-hit delay-line readout. By measuring

the time-of-flight and the impact position for each particle their vector momenta after the

collision are determined. The projectile beam axis (defining the longitudinal z-direction) is

aligned parallel to the electric and magnetic extraction fields. Therefore, after crossing the

target gas jet, the unscattered primary beam (dashed line) reaches the center of the electron

detector, where a central bore in the multichannel plates allows it to pass without inducing

a signal. The detection solid angle for recoil Ar+ ions is 4π. The acceptance angle for

detection of electrons up to an energy of 15 eV is also close to 4π, except for the acceptance

holes at small forward and backward angles where the electrons end up in the detector bore.

Single ionization is recorded by triple-coincidence detection of two electrons (e1

and e2) and the recoil ion. Therefore, two electrons arriving within a short time interval

have to be individually registered with the electron detector. Since we consider asymmetric
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energy sharing and forward scattering for the faster electron in the present work, the times-

of-flight of both electrons always differ by more than 20 ns. Consequently, detector and

electronic dead-times do not affect our data acquisition.

In our experiment, data are recorded in a single run by the list mode (event-by-

event) data acquisition. The three-dimensional momentum vectors and, consequently,

kinetic energies and emission angles of final-state electrons and ions are determined from

the individually measured time-of-flight and position in the offline data analysis. Since

the complete experimentally accessible phase space is measured simultaneously, all relative

data are cross-normalized and only a single global factor is required in comparison of theory

and experiment [5, 6].

Compared to earlier experiments[8, 17], we significantly improved the electron

momentum resolution of the spectrometer by increasing the homogeneity of the extraction

fields and reducing the time-of-flight uncertainty due to the shorter projectile pulses. This

improvement manifests itself in the resolution for the electron binding energy (EB = E0 −

E1 − E2), for which we achieved ∆EB ≈ 2.0 eV. This is about a factor of three better than

before.

Consequently, as suggested in Ref. [28], the intervals of scattering angles ∆θ1

and ejected electron energies ∆E2, over which the experimental data are integrated, were

narrowed in the present work in order to reduce the resulting uncertainties in the cross-

section values. The individual acceptance intervals employed in the experimental data

analysis were θ1 = −10◦ ± 1◦, −15◦ ± 1◦ and −20◦ ± 2◦ for the detection angle θ1 of the fast

outgoing electron. For the slow outgoing electron, the windows for the energy resolution

were set as E2 = 3 eV±1 eV, 5 eV ±1 eV, and 10 eV ±1 eV, while the angular resolution was

∆θ2 = ±3◦ and ∆φ2 = ±3◦. As a result, we see for some kinematical conditions that angular

emission maxima and minima become better resolved in the experimental cross-section

data compared to our earlier measurement [8, 17]. This will be further elucidated below.
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3. THEORETICAL MODELS

We used two theoretical methods to describe the present electron-impact ionization

process. Although they have been described previously, we summarize the essential ideas

and the particular ingredients for the current cases of interest in order to make this paper

self-contained. Even more detailed information can be found in the references given.

3.1. BSR. The BSR method (see [29] for a detailed summary and an overview of

various applications) and the accompanying computer code [30] were originally developed

as an alternative to thewell-known R-matrix approach developed byBurke and collaborators

in Belfast. An extensive description of the latter can be found in [31]. In order to allow

for calculations of electron-impact ionization processes, the BSR method, like the Belfast

implementation, was extended by introducing a large number of pseudostates. This became

known as the R-matrixwith pseudostates (RMPS) approach [32]. Regarding the basic idea, it

is equivalent to the “convergent close-coupling” (CCC) approach developed by Bray and co-

workers (see [33] for a recent review). Most importantly, the effect of the countable infinite

number of high-lying Rydberg states and the uncountable infinite ionization continuum in

the close-coupling expansion is approximated by a large (but finite) number of compact,

and hence box-normalizable, pseudostates.

After the pseudostate close-coupling methods turned out to be extremely successful

in the description of transitions between discrete physical bound states, without significant

modifications needed to generate the results of interest for such transitions, the question

became how to potentially extract results for the ionization process. While the total ioniza-

tion cross section for a given initial state could be obtained in a straightforward way by just

adding up the excitation cross sections for all transitions from this state to pseudostates with

energies above the ionization threshold, the situation is much more complicated if cross

sections that are differential in energy and/or angle are required.
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Details and further references to the original papers can be found in the reviews

mentioned above. Here we briefly repeat how the physical ionization cross sections are

obtained from the excitation amplitudes for the pseudostates [34]. To begin with, we are

interested in the ionization amplitude

f (L0M0S0MS0, k0µ0 → L f M f S f MSf , k1µ1, k2µ2) (1)

for an initial target state with orbital angular momentum L0 and spin S0 (with projections

M0 and MS0 , respectively) leading to a final ionic state with corresponding quantum num-

bers labeled by the subscript f , by an electron with initial linear momentum k0 and spin

projection µ0 resulting in two outgoing electrons described by k1, µ1 and k2, µ2. We ob-

tain this ionization amplitude by projecting the excitation amplitudes for the pseudostates

(superscript p),

f p(L0M0S0MS0, k0µ0 → LMSMS, k1µ1) =
√

π

k0k1

∑
l0,l1,LT ,ST ,ΠT ,MLT

,MST

i(l0−l1)
√

(2l0 + 1)

×(L0M0, l00|LT MLT )(LM, l1m1 |LT MLT )(S0MS0,
1
2
µ0 |ST MST )

×(SMS,
1
2
µ1 |ST MST )T LT STΠT

l0l1
(α0L0S0 → αLS) Yl1m1 (θ1, ϕ1),

(2)

to the true continuum functions for electron scattering from the residual ion, Ψk2µ2(−)
L f Mf Sf MSf

,

and summing over all energetically accessible pseudostates using the ansatz

f (L0M0S0MS0, k0µ0 → L f M f S f MSf , k1µ1, k2µ2)

=
∑

p

〈Ψ
k2µ2(−)
L f Mf Sf MSf

|Φp(nln′l′, LS)〉 f p(L0M0S0MS0, k0µ0

→ LMSMS, k1µ1).

(3)
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In thismultichannel generalization ofEquation (15) proposed byBray andFursa [35],T LT STΠT
l0l1

(α0L0S0 → α1L1S1) is an element of the T matrix for a given LT , total spin ST , and parity

ΠT of the collision system. Choosing the z-axis along the direction of the incident beam

simplifies the formula to m0 = 0 for the orbital angular momentum projection of the incident

electron.

As seen from Equation (3), the above procedure requires the overlap factors

〈Ψ
f ,k2(−)
L f Mf Sf MSf

|Φp(nln′l′, LS)〉 between the true continuum states and the corresponding

pseudostates. The continuum states, which describe electron scattering from the resid-

ual ion, are once again obtained using the R-matrix method, with the same close-coupling

expansion that is employed for generating the bound pseudostates. This is a critical issue,

since it allows for the preservation of the crucial channel information through the projection.

Finally, the fully differential cross section (FDCS) is given by

dσ
dΩ1dE1dΩ2dE2

=
k1k2
k0

��� f (L0M0S0MS0, k0µ0 → L f M f S f MSf , k1µ1, k2µ2)���
2
, (4)

where Ei,Ωi (i = 1, 2) denote the energy and the solid-angle element for detection of the

two electrons.

For the present work, we started with multi-configurations expansions of the three

ionic states (3s23p5)2Po, (3s3p6)2S, and (3s23p43d)2S ofAr+. These states were generated

by the B-spline box-based close-coupling method [36] inside a box of radius a = 28 a0,

where a0 = 0.529 × 10−10 m denotes the Bohr radius. The one-electron orbitals were

expanded in a B-spline basis and then used as the core basis to construct 482 states of

neutral argon by adding another electron. All one-electron orbitals that made up these

states were forced to vanish at the box boundary.

The number of physical states that can be generated by this method depends on the

radius of the R-matrix (B-spline) box. The physical states are those that fit into the box

with a sufficiently well decreasing exponential tail, while the pseudostates are pushed up
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in energy due to the forced number of nodes within the box. It is also worth noting that

the one-electron orbitals with the same value of the angular momentum are not forced to

be orthogonal to each other in the BSR implementation, nor to the continuum orbitals used

for the expansion of the scattering wavefunction inside the R-matrix box in the subsequent

collision calculation. This leads to additional complexities in setting up and diagonalizing

the Hamiltonian matrix, but it also has many practical advantages [29]. In particular,

releasing the orthogonality restriction provides high flexibility in the description of complex

targets with strong term-dependence of the one-electron orbitals. In the present work, the

482 states had coupled orbital angular momenta L ≤ 5 and energies reaching up to 80 eV.

We then performed a non-relativistic calculation for e-Ar collisions with all 482

states included in the close-coupling expansion. The resulting equations were solved

with a parallelized version of the BSR suite of computer codes [30]. Contributions from

target+projectile symmetries with coupled orbital angular momenta up to 25 were included

in the partial-wave expansion. Themodel contained up to 1,445 scattering channels, leading

to generalized eigenvalue problems with matrix dimensions up to 90,000 in the B-spline

basis. This calculation yields scattering amplitudes for excitation of all physical and pseudo-

states. The amplitudes for the latter are finally projected to the true e-Ar+ collision states

for the ejected electron to obtain the ionization amplitudes. As mentioned above, in order to

keep this projection consistent, it is crucial to employ the same close-coupling expansion,

in our case involving the three states of Ar+ mentioned above, that was used to generate the

target states in the first place.

As a final remark, RMPS methods in general contain the full correlations, including

the post-collision interaction (PCI), between all electrons involved within the R-matrix box,

similarly to the CCC implementation that also employs orbitals of finite range. Hence, the

size of the R-matrix box is not solely determined by the range of the discrete target states

for which transitions should be described, but also by the goal of accounting as much as

possible for the long-range correlations between the two electrons that can get far away
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from the target nucleus, i.e., the projectile and the “ejected” electron, even though the latter

can actually not reach the detector in the original theoretical formulation. In principle,

the dependence of the results on the box size could be tested, but in reality such tests are

limited by the available computational resources. However, practitioners of the pseudostate

close-coupling approach have gained much experience over the past two decades regarding

the choice of appropriate parameters.

3.2. The 3DW Approximation. Since the details of the 3DW approximation have

been outlined before [9, 10, 11, 12], only an overview will be given here. In the 3DW

approximation, the direct T matrix is given by

T3DW
dir = 〈Ψ f |W |Ψi〉. (5)

For ionization of an atom, the initial-state wave function Ψi is approximated as

a product of the initial Hartree-Fock bound-state wave function ψHF for the target and a

distorted-wave function χ0 for the incoming electron (the projectile):

Ψi = ψHF χ0. (6)

The perturbation (W ) is given by

W = Vi −Ui . (7)

Here Vi is the interaction between the incident electron and the atom, while Ui is the initial-

state spherically symmetric static approximation for Vi, which asymptotically approaches

zero. The final-state wave function is approximated as a product of two final-state continuum

electron distorted waves (χ1 for the scattered and χ2 for the ejected electron, respectively),
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and the Coulomb interaction between the outgoing electrons (C12), normally called PCI:

Ψ f = χ1 χ2 C12. (8)

In the 3DW approximation, we incorporate the exact electron-electron Coulomb

interaction between the two electrons for C12, which requires the evaluation of a six-

dimensional (6D) numerical integral. This factor is a product of a Γ factor and a hypergeo-

metric function [6]. Finally, the direct 3DW T matrix becomes

T3DW
dir = 〈χ1 χ2 C12 |Vi −Ui |ψHF χ0〉. (9)

The exchange T matrix T3DW
exc is identical to Eq. (5), except that the scattered and

ejected electrons are exchanged in the final-state wave function Ψ f .

Finally, the FDCS can be written for the T matrix in atomic units as

FDCS =
1

(2π)5
k1k2
k0

(
|Tdir |

2 + |Texc |
2 + |Tdir − Texc |

2
)
. (10)

where k0, k1, and k2 are the magnitudes of the momenta of the initial, scattered, and ejected

electrons, respectively.

Calculations are typically classified in terms of orders of perturbation theory. How-

ever, this classification can become ambiguous, since any physics contained in the approx-

imate wave function is contained to all orders of perturbation theory, while the physics

contained in the perturbation will be contained to the order of the calculation. For the 3DW

approximation, the electron-electron interaction is contained in the approximate final-state

wave function; hence, this physics is contained to all orders of perturbation theory. As

mentioned above, the nonperturbative BSR calculation also accounts for PCI to all orders of
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Figure 2. Experimental and theoretical FDCS for ionization of Ar(3p) by incident electrons
with energy E0 = 66 eV, presented as 3D images. The scattering angle is θ1 = −15◦, and
the ejected electron energy is E2 = 3 eV. Panel (a) shows the experimental 3D FDCS, while
panels (b) and (c) represent the predictions x from the BSR and 3DW theories, respectively.

perturbation theory, but only within the R-matrix box. In BSR calculations for ionization,

therefore, the box size is generally chosen larger than required by the typical rule [31] that

exchange between the projectile electron and the target electrons is negligible.

4. RESULTS AND DISCUSSION

Figure 1 exhibits the experimental and theoretical FDCSs for ionization of Ar(3p)

by 66 eV electron impact as three-dimensional (3D) polar plots for a projectile scattering

angle of θ1 = −15◦ as a function of the emission direction of a slow ejected electron with
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Figure 3. FDCS for the ionization of Ar(3p) presented as a function of the ejected
electron (e2) emission angle at scattering angles θ1 = −10◦ (top row), θ1 = −15◦ (center
row), and θ1 = −20◦ (bottom row) for ejected-electron energies E2 = 3 eV (left column),
E2 = 5 eV (center column), and E2 = 10 eV (right column). The vertical arrows indicate
the momentum transfer direction, q and its opposite, −q. The results are for the scattering
plane, i.e., the xz-plane of Fig. 1(a).

E2 = 3 eV energy. Panel (a) corresponds to the experimental data, while panels (b) and (c)

show the calculated results from the BSR and 3DW theories, respectively. The projectile

enters from the bottom and is scattered to the left (hence the minus in the notation for the

angle). These two vectors define the scattering (xz) plane, as marked by the solid frame in

panel (a). The momentum transfer to the target is indicated by the arrow labeled q.
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Figure 4. Same as Fig. 2 for the “half-perpendicular” plane, i.e., the yz-plane of Fig. 1(a).

In these 3D-plots, the FDCS for a particular direction is given as the distance

from the origin of the plot to the point on the surface, which is intersected by the ejected

electron’s emission direction. [Below we follow the common notation of referring to the

slower of the two outgoing electrons as “ejected”, and to the faster one as “scattered”.]

The kinematics chosen displays exemplarily the principal features of the emission pattern:

it is governed by the well-known binary and recoil lobes. The binary lobe is oriented

roughly along the direction of the momentum transfer q, thus corresponding to electrons

emitted after a single binary collision with the projectile. In the opposite direction the recoil

lobe is found, where the outgoing slow electron, initially moving in the binary direction,

additionally backscatters in the ionic potential. For ionization from p-orbitals, the binary
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Figure 5. Same as Figure 2 for the “full-perpendicular” plane, i.e., the xy-plane of
Figure 1(a).

peak often exhibits a minimum along the momentum transfer direction. This is the result of

the characteristic momentum profile of a p-orbital that has a node for vanishing momentum.

Additionally, the ejected electron is repelled by the scattered projectile due to the long-range

nature of the Coulomb force. These PCI effects tilt the binary and recoil lobes away from

the scattered projectile direction. Furthermore, at these relatively low energies the binary

lobe exhibits a much flatter shape in comparison with 3D emission patterns for high and

intermediate energies.
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Comparing the experimental data to the two sets of theoretical results, we see that

the BSR predictions are in overall good agreement with the data. In contrast to ionization

of Ne(2p) [6] for comparable kinematical parameters, the 3DW theory underestimates the

out-of-scattering-plane size of the binary peak relative to the recoil peak for the case shown.

For a more quantitative comparison between experiment and theory, the cross sec-

tions in three orthogonal planes are presented in Figures 2−4. Those are the xz-plane

or scattering plane, the yz-plane or half-perpendicular plane, and the xy-plane or full-

perpendicular plane, which are cuts through the 3D FDCS image as indicated in Figure 1(a).

The studied kinematical conditions correspond to projectile scattering angles of θ1 = −10◦,

−15◦, and −20◦, and to ejected electron energies of E2 = 3 eV, 5 eV, and 10 eV, respec-

tively. The global scaling factor used to normalize the experimental data to the theories

was found by achieving a good visual fit of experiment and the BSR calculations for the

FDCS in the scattering plane at θ1 = −10◦ and E2 = 3 eV (Figure 2(a)). This factor

was subsequently applied to all other kinematics and planes, i.e., the experimental data are

consistently cross-normalized to each other.

Figure 2 shows a comparison between experiment and theory for detection of the

secondary electron in the scattering plane. As can already be seen in the 3D plots, the BSR

is in better agreement with experiment than the 3DW. Although the 3DW is in reasonably

good agreement with the data for the binary peak at the smaller projectile scattering angles,

it tends to predict a broader and often also higher recoil peak. The BSR, on the other hand,

is in reasonably good agreement with the data, particularly for the two smaller projectile

scattering angles.

For the largest projectile scattering angle and low ejected electron energies, the two

theories agree better with each other thanwith experiment for the binary peak. Asmentioned

earlier, p-orbital cross sections often exhibit a double binary peak with a minimum near the

momentum transfer direction. This behavior can indeed be seen in a few cases, particularly

for the larger projectile scattering angles and lower energies. The BSR predicts a double
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recoil peak for all cases. The 3DW results exhibit a double peak only for θ1 = −20◦. For

smaller θ1, it appears that these two peaks merge into a single peak. The peaks are more

separated in the BSR results, with one of them being positioned near 180◦. For this peak,

intensity increases with increasing scattering angle. Unfortunately, the cross section close

to 180◦ cannot be accessed experimentally. Only for θ1 = −20◦ and E2 = 5 eV, the available

data suggest a possible peak around 180◦. Nevertheless, in this case as well as for θ1 = −20◦

and E2 = 3 eV, the measured cross section in the vicinity of 180◦ lies significantly below

the BSR predictions.

Figure 3 shows a comparison between experiment and theory for the yz-plane (half-

perpendicular plane). For this plane, symmetry considerations require the cross sections to

be symmetric about 180◦, which can indeed be seen in both theory and experiment. Here,

the BSR is in much better agreement with experiment than the 3DW. Problems for the BSR

remain at θ1 = −20◦ for E2 = 3 eV and 5 eV. In these cases, the predicted peak at θ2 = 180◦

is either not seen at all, or there is at best a very weak indication in the experimental data.

This finding is similar to that noted above also for the scattering plane. The yz-plane also

reveals the too-narrow binary peak of the 3DW calculation that is already visible in the 3D

plot (see Fig. 1). The 3DWbinary peak is not contributing significantly to the yz-plane cross

section and, consequently, all panels show that the predicted cross section is significantly

smaller than observed experimentally for θ2 ≤ 90◦ and, by symmetry, for θ2 ≥ 270◦. As a

result, the 3DW shows no indication of a binary/recoil peak in the yz-plane.

Figure 4 shows the comparison between experiment and theory for the full- perpen-

dicular plane (i.e., the xy-plane). Here, the experimental angular acceptance covers the

entire 0◦ − 360◦ range, but the cross sections are again symmetric with respect to 180◦.

The binary and recoil peaks are observed in the vicinity of φ2 = 0◦ and 180◦, respectively.

Both 3DW and BSR are in rather good agreement with the experimental data, except that

the binary peaks are again too narrow in the 3DW curves. Furthermore, the 3DW does not

reproduce the apparent minimum that is seen in some cases for φ2 = 0◦.
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It is worthwhile to note that our measurements for the scattering plane are qualita-

tively consistent with those of the Lohmann group [20, 21, 22], which were obtained at the

higher projectile energy of E0 = 115.5 eV. For the projectile scattering angle θ1 = −15◦,

for instance, we observe that with increasing ejected electron energy E2 the two maxima

of the binary peak, which are clearly visible at E2 = 3 eV, merge to a single maximum at

E2 = 10 eV. The same behavior was reported in Ref. [20] for the same scattering angle.

Furthermore, Refs. [21, 22] provide some information regarding the pronounced peak at

θ2 = 180◦ predicted by the BSR theory. For θ1 = −15◦, such a peak was indeed observed

in the coplanar cross sections for E2 = 2 eV, but it was strongly reduced and became almost

invisible for E2 = 5 eV. This trend is not seen in the BSR results at the present projectile

energy.

We finish this section by commenting again on the improved momentum resolution

of the current apparatus and the reduced angular and energy ranges that the data are summed

over compared with our earlier measurement at E0 = 70.8 eV [8]. Looking at the measured

cross sections for corresponding kinematical cases in both experiments, it becomes clear

that the overall patterns are consistent while the angular resolution is better for the present

data. For the scattering plane, this can be seen by comparing Figure 2(c) with Figure 4(g)

in [8], where the dip in the binary peak is clearly deeper in the present measurements. The

same holds for the half-perpendicular plane, which was labeled “perpendicular plane” in [8].

In particular, we recommend comparing panels Figure 3(a,b,c) above with Figure 4(d,f,h)

in [8], respectively.

5. CONCLUSIONS

We have reported a comprehensive study of the electron-impact ionization dynamics

of Ar(3p) at the relatively low incident projectile energy of 66 eV. The fully-differential cross

sections obtained experimentally were internormalized across three scattering angles θ1

from −10◦ to −20◦ and three ejected electron energies E2 from 3 eV to 10 eV. The present
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experimental data substantially enhance the still very limited set of data currently available

to thoroughly test theoretical methods for describing this complex and highly correlated

problem.

Overall, our experimental data and the BSR predictions agree at a similar level as

in previous studies, in particular for the two smaller scattering angles θ1 = −10◦ and −15◦,

whereas the 3DW results reveal significant deviations from experiment in some cases. The

latter findings are different from our recent work on Ne(2p) ionization [6], where both

BSR and 3DW yielded comparable levels of agreement with the experimental data. It is

conceivable that the energies considered in this work are too low for the 3DW approach,

which does not contain channel coupling. Another possibility for the difficulties could

be the fact that the current implementation of the 3DW method uses single-configuration

descriptions of the initial bound and the final ionic target states, rather than the multi-

configuration expansions with term-dependent orbitals that can be employed in the BSR

approach.

One of the primary strengths of the 3DW approach lies in the exact treatment of PCI.

Accordingly, we find that the 3DW is in qualitative agreement with experiment concerning

the angular positions of the peaks in the scattering plane, which are strongly influenced by

PCI. On the other hand, the 3DW cross section in the binary regime is too small, particularly

outside the scattering plane. This results in poor agreement with experiment and the BSR

predictions in the half-perpendicular plane. Based on the present results, we conclude that

the important physical effects determining the cross sections appear to be very different for

Ne and Ar, since the 3DWwas in good agreement for Ne for essentially the same kinematics.
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ABSTRACT

We have performed calculations of the fully differential cross sections for electron-

impact ionization of magnesium atoms. Three theoretical approximations, the time-

dependent close coupling, the three-body distorted wave, and the distorted wave Born

approximation, are compared with experiment in this article. Results will be shown for

ionization of the 3s ground state of Mg for both asymmetric and symmetric coplanar ge-

ometries. Results will also be shown for ionization of the 3p state which has been excited by

a linearly polarized laser which produces a charge cloud aligned perpendicular to the laser
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beam direction and parallel to the linear polarization. Theoretical and experimental results

will be compared for several different alignment angles, both in the scattering plane as well

as in the plane perpendicular to the incident beam direction. made within the model.

1. INTRODUCTION

One of the recent significant advances in the field of electron-impact ionization of

molecules, or (e, 2e), has been the development of the capability to measure ionization

of aligned molecules [1, 2, 3, 4, 5] which provides a more sensitive test of theory than

measurements which average over all molecular alignments [6, 7, 8, 9, 10]. On the atomic

level, the equivalent measurement would be ionization of atoms that have been excited by

a linearly polarized laser which produces a charge cloud aligned with the polarization axis

of the laser beam. Nixon and Murray [11, 12] have performed such a measurement for

laser-alignedMg, and the purpose of this work is to see howwell our theoretical calculations

comparewith themeasurements. Measurementsweremade for ionization of both the ground

3s state as well as the laser-aligned 3p state, and all measurements were symmetric for final-

state energies (i.e., E1 = E2). For the 3s state, both symmetric and asymmetric angles

were examined while for the 3p state only asymmetric angular geometries were measured.

For the aligned 3p state, two different measurements were performed—atomic alignment in

the perpendicular plane (the plane perpendicular to the beam direction and perpendicular

to the scattering plane) [11] and atomic alignment in the scattering plane [12]. In total,

nine different angular distributions were measured for nine different alignment directions.

However, Stauffer [13] showed that all of these nine different angular distributions (or as

many more as you want) can be obtained from the m = (0,1) amplitudes calculated relative

to the incident beam direction.
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2. THEORETICAL FRAMEWORK

We have used both the perturbative three-body distorted wave (3DW ) approach

and the nonperturbative time- dependent close coupling (T DCC) approach to describe the

process of interest. Each of them has been described previously. Hence we will only

summarize them briefly to the extent necessary for the present discussion, with references

where interested readers can find more information.

2.1. TDCC. The T DCC calculations presented here have been discussed in detail

previously [14]. The T DCC method centers around the propagation of a two-electron

wave function that accounts for the interaction between the incoming electron and the

ionized electron of the target. The interaction of this two- electron wave function with

the remaining electrons is included through direct and local exchange potentials. The

calculations presented here for electron-impact ionization of ground-state Mg(3s2) were

found to require a large number of coupled channels to converge, and required inclusion

of partial waves from L = 0 to 12. T DCC calculations for two active electrons are also

possible for ionization of excited-state Mg (3s3p). However, such calculations only describe

the initial state as a (3s3p) configuration, whereas the measurements of interest [11, 12]

probe ionization from the 3s3p1P term. Within a three-electron TDCC approach [15], one

may construct a three-electron wave function that properly accounts for the spin symmetry

of the initial 3s3p1P term. However, such calculations are very computationally demanding

and are difficult to run to convergence, and so will not be presented here.

2.2. 3DW. The three-body distorted wave (3DW ) approach has been fully de-

scribed in previous works [16, 17]. As usual, we evaluate both the direct and exchange

amplitudes. For the case of the laser-aligned 3p state, the T matrix will depend on the

orientation of the initial-state wave function Φi (p̂) where p̂ is a unit vector pointing in the

direction of the orientation. The direct T − matrix can be written as

T dir
f i (p̂) = 〈Φ f |W |Φi (p̂)〉. (1)
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where Φi and Φ f are the initial- and final-state wave functions, respectively, and W is the

perturbation. In the 3DW approximation, the initial-state wave function Φi is approximated

as a product of the initial bound state of the atom |ΨA(p̂) | times a distorted wave function

χi for the incoming electron (the projectile),

Φi (p̂) = ΨA(p̂) χi (2)

We use numerical Hartree-Fock wave functions for the ground-state 3s orbital and

the excited-state 3p orbital. The perturbation (W ) is given by

W = V −Ui . (3)

Here V is the interaction between the incident electron and the atom, and Ui is the initial-

state spherically symmetric static approximation for V , which is asymptotically equal to

zero.

The final-state wave function Φ f is approximated as a product of two final-state

continuum-electron distortedwaves (χscat and χe ject), and theCoulomb interaction between

the outgoing electrons (Cele−ele), normally called the postcollision interaction (PCI),

Φ f = χscat χe ject Cele−ele (4)

We use the exact postcollision Coulomb interaction between the two electrons

(Cele−ele), which is equal to a Gamow factor times a hypergeometric function,

Cele−ele = e
−πγ

2 Γ(1 − iγ) 1F1(iγ, 1,−i(kabrab + kab • rab)), (5)

Here 1F1 is a confluent hypergeometric function, Γ(1 − iγ) is the gamma function,

kab = µ νab , µ = 1
2 is the reduced mass for two electrons, νab is the relative velocity

between the two electrons, and γ is the Sommerfeld parameter γ = 1
νab

which is a measure
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of the strength of the Coulomb interaction between the two electrons. We would note

that the 3DW approximation contains much more physics than other elementary first-

order approximations such as the FBA (first Born approximation) because any “physics”

contained in the initial- and final-state wave functions is automatically contained to all

orders of perturbation theory. The 3DW has been remarkably successful in predicting

low-energy cross sections for electron-molecule scattering recently, and we believe that the

primary reason for this is the Coulomb distortion factor of Equation (5) included in the

final-state wave function. By including the Coulomb electron-electron repulsion in the final

state, we are including this physics to all orders of perturbation theory. The SBA (second

Born approximation), on the other hand, would just contain this effect to second order

which might not be sufficient. Likewise, the distorted waves contain the interaction of the

incoming projectile electron with the nucleus as well as the interaction with a spherically

symmetric charge-cloud distribution to all orders, which is not contained at all in the FBA.

With these approximations, the 3DW direct T matrix becomes

T dir
f i (p̂) = 〈χscat χe ject Cele−ele |V −Ui |ΨA(p̂) χi〉 (6)

We are treating this problem as a three-body problem (one active electron in the

target) so Equation (6) is a six-dimensional (6D) integral which we evaluate numerically.

The exchange T matrix T exe
f i (p̂) is similar to Equation (6) except that the two final-state

electrons are interchanged in the final-state wave functionΦ f . Finally, the triple differential

cross section (TDCS) for a fixed orientation (p̂) can be written in atomic units as

d3σ

dΩ f dΩedEe
(p̂) =

1
(2π)5

k f ke

ki
([|T dir

f i (p̂) |2 + |T exc
f i (p̂) |2 + |T dir

f i (p̂) − T exc
f i (p̂) |2]. (7)

Following Stauffer [13], the orientated wave functions ΨA(p̂) can be obtained by

rotating the wave functions quantized with the z axis parallel to the incident beam direction.

We first assume that the m-dependent wave function in the beam direction reference frame
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can be written as RnL (r) YLm(r̂) where RnL (r) is the radial part and YLm(r̂) is the angular

part. The charge cloud aligned by the laser beam will be an m = 0 state orientated parallel

to the linear polarization. Let us start with the second measurement [12]. For this case, the

atom is orientated in various directions in the scattering plane. The coordinate system we

use has the z axis parallel to the beam direction, the scattering plane is the xz plane, and

the y axis is perpendicular to the scattering plane. Consequently, rotating the quantization

axis to various directions in the scattering plane can be accomplished by rotating an angle

β about the y axis. Using the rotation matrices from Rose [18] [Equation (4.28a), p. 60],

the rotated wave function in the scattering plane (SP) can be written as

ΨA(SP) =
sin(β)
√

2
R3p(r)[−Y11(r̂) + Y1−1(r̂)] + cos(β) R3p(r) Y10(r̂)

= R3p(r)

√
3

4π
[sin(β) sin(θ) cos(φ) + cos(β) cos(θ)]

(8)

where (θ, φ) are the spherical angles in the beam direction reference frame. For the first

measurement [11], three different orientations were measured-orientated along the x axis,

the y axis, and at 45◦ between the x and y axes. The wave function for the x axis can be

determined from equation (8) by setting β = 90◦. For the other two cases, one must use

at least two Euler angles. There are different sets of Euler angles that can be used, but the

easiest set for the y axis is (α, β, γ ) = (90,90,0). For this combination, the rotated wave

function is given by

ΨA(y) = R3p(r)
i
√

2
(Y11 + Y1−1)

= R3p(r)

√
3

4π
sin(θ) sin(φ)

(9)
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Finally, for an orientation at 45◦ between the x and y axes, the Euler angles are (α,

β, γ ) = (45,90,0) and the rotated wave function is given by

ΨA(xy) = R3p(r)
1
2

[(−Y11 + Y1−1) + i(Y11 + Y1−1)]

= R3p(r)

√
3

8π
sin(θ)[cos(φ) + sin(φ)]

(10)

Consequently, one way to calculate the results for different orientations is to use

equations (8,9,10) to calculate the orientated wave function, and use this orientated wave

function in the direct and exchange T matrices. Alternatively, one could simply use T matri-

ces calculated in the initial beam reference frame. For example, the spherical harmonics in

Equation (8) are expressed in the coordinate systemwith the z axis along the beam direction.

Consequently, with substitution of the wave function (top line) of Equation (2) into the T

matrix, we obtain

T f i (SP) =
sin(β)
√

2
[−Υ1 + Υ−1] + cos(β) Υ0. (11)

where Υm is the T matrix for a coordinate system with the z axis parallel to the beam

direction. This is Equation (4) of Stauffer [13] for the case ε = −β (to compare with

experiment, we will use -β in the calculations). It is well known that, for this atomic

system, Υ1 = −Υ − 1 from symmetry so that

T f i (SP) = −
√

2 sin(β)Υ1 + cos(β) Υ0. (12)

For the x-axis orientation we have Equation (12) with β = 90◦,

T f i (x) = −
√

2Υ1. (13)

For the y-axis, Equation (9) yields

T f i (y) = i√
2

(Υ1 + Υ−1) (14)
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Now, symmetry about the scattering plane (Υ− 1 = −Υ1) reduces this expression to

T f i (y) = 0 (15)

And finally for the xy orientation, Equation (10) gives us

T f i (xy) =
1
2

[(−1 + i)Υ1 + (1 + i)Υ−1] = −Υ1 (16)

Consequently, for orientations in the perpendicular plane, we conclude that the cross

sections for the y-axis orientation should be zero and the x-axis orientation should have

cross sections twice as large as those for the xy orientation, since the cross sections are

proportional to the absolute value of the Tmatrix squared. From Equations (12), (13), (15),

and (16), we see that the cross sections for any orientation can be calculated from the Υ0

and Υ1 amplitudes as was pointed out by Stauffer [13]. More explicitly, we have both direct

and exchange amplitudes so we use equations (12), (13), and (16) for both the direct and

exchange T -matrices. Consequently, for the scattering plane (SP), we would have:

T dir
f i (SP) = −

√
2 sin(β)Υdir

1 + cos(β) Υdir
0 (17)

T exc
f i (SP) = −

√
2 sin(β)Υexc

1 + cos(β) Υexc
0 (18)

Then, use equation 7 to calculate cross sections. Typically the exchange amplitude is

ignored, which is the case considered by Equation (5) of Stauffer [13]. Since Equation (17)

and Equation (18) have the same form of dependence on the orientation angle β, a linear

combination of these amplitudes will also have this form. Moreover, a linear combination

of the squared moduli of these amplitudes as in Equation (7) will have the same dependence

on the orientation angle as given in Equation (5) of [13]. We have verified that we obtain
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the same cross sections using the wave function of Equation (8) to calculate the T matrix for

the rotated wave function and the amplitudes of Equation. Equation (17) and Equation (18)

calculated in the nonrotated reference frame.

3. RESULTS AND DISCUSSION

Triple differential cross sections (T DCSs) for ionization of the (3s) ground state

are presented in Figure 1 for equal final-state energies and asymmetric angles. The figure

contains a comparison of 3DW , distorted wave Born approximation (DW BA), and T DCC

results with the measurements of Nixon and Murray [11]. DWBA results are calculated

in the same manner as the 3DW except that the Coulomb interaction factor (Cele−ele) in

Equation (4) is set equal to unity. Consequently the 3DW results have the postcollision

interaction (PCI) contained to all orders of perturbation theory, while the DW BA contains

this interaction only to first order. Since the experiments are not absolute, all the theories

and the experimental data are normalized to unity at the binary peak. It is seen that the

3DW results are in excellent agreement with the measurements for an initial 3s state. Both

the DW BA and T DCC predict binary peaks shifted to smaller angles and these calculations

display a similar trend over the full range of electron ejection angles.

Figure 2 shows 3DW, DWBA, and TDCC results compared with experiment for

Mg(3s) coplanar symmetric angles and energies. The different panels are for different

final-state electron energies starting from 10 eV at the top to 25 eV at the bottom. In

general, all three theories are in reasonably good agreement with the experimental data.

For most of the cases, it can be seen that the 3DW exhibits a little better agreement with

experimental data than the other two theories. Both the DWBA and TDCC are becoming in

better agreement as the outgoing electrons energy increases from 10 to 25 eV. In Figure 3,

we present triple differential cross sections for magnesium atoms laser aligned in a plane

perpendicular to the incident electron beam and parallel to the linear polarization. We use a

coordinate system for which the incident beam direction is the z axis, the scattering plane is
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Figure 1. Experimental and theoretical TDCS for electron-impact ionization of the 3s state
of Mg. The projectile scattering angle θ1 is 30◦ and both outgoing electrons have the same
energy (E1 = E2 = 20 eV). The theoretical calculations are 3DW: solid red; DWBA: dashed
blue; and TDCC: dash-dot green. The experimental data are the solid circles. See text for
normalization of theories and experiment.

the xz plane, and the xy plane is the plane perpendicular to the incident beam. For all these

measurements, the incident projectile electron had an energy of 43.31 eV, the scattered and

ejected electrons had equal energies (E1 = E2 = 20 eV), one of the final-state electrons was

detected at a fixed scattering angle of 30◦, and the other final-state electron was detected

at angles ranging between 35◦ and 120◦. The upper panel corresponds to an alignment

parallel to the x axis, the middle panel corresponds to an alignment at 45◦ between the x

and y axes, and the lower panel is for ionization of the 3p state that has been laser aligned

parallel to the y axis (perpendicular to the incident beam and perpendicular to the scattering

plane). We have normalized the experiment and 3DW to unity at the maximum cross

section for the x axes (upper panel). We use the same normalization factor for the DWBA

as the 3DW. The experimental data for the excited states are relatively absolute (i.e., they
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Figure 2. Experimental and theoretical TDCS for electron-impact ionization of the 3s state
of Mg for symmetric coplanar geometry. The energies for outgoing electrons are equal and
vary for the four panels ranging from 10 to 25 eV. The theoretical calculations are 3DW:
solid red; DWBA: dashed blue; and TDCC: dash-dot green. The experimental data are the
solid circles. See text for normalization of theories and experiment.

have been internormalized by measuring the cross sections at θ2 = 50◦ for the various laser

orientations), so the same normalization is used for Figures 3−5. In the upper panel, it is

seen that the 3DW predicts the proper shape of the cross section but the experimental peak

is shifted to lower angles. The DWBA has the wrong shape with three peaks instead of one.

The fact that the 3DW has the correct shape while the DWBA does not indicates that the

Coulomb interaction between the two electrons (PCI) plays a major role in this collision.
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Figure 3. Experimental and theoretical TDCS for electron-impact ionization of the laser-
aligned 3p state of Mg. The projectile scattering angle θ1 is 30◦ and both outgoing electrons
have the same energy (E1 = E2 = 20 eV). The three panels are for laser alignment parallel to
the x axis (see text), laser alignment at 45◦ between the x and y axes, and laser alignment
parallel to the y axis, respectively. In the bottom panel, the 3DW and DWBA results are
exactly zero. The theoretical calculations are 3DW: solid red; DWBA: dash-dot blue; and
(30◦ window) dashed red are the 3DW results convoluted over an angular uncertainty of
±30◦. The experimental data are the solid circles. See text for normalization of theories
and experiment.

Looking at the middle panel (alignment at 45◦ between the x and y axes), the DWBA and

3DW results are exactly half the results in the upper panel, as was expected from Equation

(13) and (16) However, the results shown in the figure were obtained using the orientated

wave functions of Equations (8) and (10). Obviously, the experimental data are not in

accord with the symmetry prediction. Experimental results for ionization of a 3p state that



131

Figure 4. Experimental and theoretical TDCS for electron-impact ionization of the laser-
aligned 3p state of Mg. The projectile scattering angle is θ1 is 30◦ and both outgoing
electrons have the same energy (E1 = E2= 20 eV). The three panels are for laser alignment
in the scattering plane by different orientation angles “beta” relative to the incident beam
direction. The theoretical calculations are 3DW: solid red; DWBA: dash-dot blue; the
experimental data are the solid circles. See text for normalization of theories and experiment.

has been laser aligned parallel to the y axis are shown in the lower panel in Figure 3. For

this case the 3DW and DWBA numerical results were exactly zero using the orientated wave

function of Equation (9) for all ejected electron angles in accordance with the prediction of

Equation (15). Since the experiment finds significant nonzero results for this orientation,

we thought that the problem might be with angular resolution of the experiment. The

experimental acceptance angular range is ±3◦ so we convoluted our theoretical results
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Figure 5. Same as in Figure 4

over this angular range. While we then found a small nonzero cross section, it was still

much smaller than experiment. As an interesting exercise, we tried making the acceptance

window wider and found that ±30◦ yielded excellent agreement with experiment (dashed

red in bottom panel). Obviously this is much larger than the experiment measures, and we

show the results for academic interest only. In Figures 4 and 5, we show results for ionization

of a 3p state that has been laser aligned to different orientation angles β ranging from 0◦

to −150◦ in the scattering plane (0◦ means the incident beam direction, and a negative

angle means clockwise rotation). Figure 4 shows results for three different β (0◦,−30◦, and

−60◦). The 3DW results are in reasonably good agreement with the experimental data for
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most cases. However, the peak in the experimental data shifts a few degrees to the right as

the orientation angle (β) increases (see Figure 4). However, overall the 3DW shows much

better agreement with experimental data than the DWBA, which has a three-peak structure

not seen in the data.

Figure 5 shows the comparison between theory and experiment for the same kine-

matics as Figure 4 but for higher orientation angles (−90◦,−120◦, and −150◦). Although

the upper panel for β = 90◦ corresponds to the x axis results for Figure 3, this is a different

data set taken at a different time.

As mentioned earlier, this is the case we used for normalizing both the theory and

experiment. Comparing the x-axis results for Figures 3 and 5, it is seen that the experimental

data are in agreement with each other, and the comparison with theory looks the same in

both cases. In both the middle and the lower panel, the 3DW still predicts most of the

experimental data with the location of the experimental peak becoming closer to the data as

well. Interestingly, the DWBA showed much better agreement with the experimental data

in the middle panel as well as the lower one.

4. ANALYSIS OF THE EXPERIMENTAL DATA

4.1. Effects of Depolarization on the Experimental Data. The large difference

found between theory and experiment when the electron charge-cloud alignment is po-

sitioned out of the scattering plane requires further consideration. This discrepancy is

particularly significant when the state is aligned orthogonal to the plane, since as shown

here the calculations predict a zero in the ionization cross section due to symmetry, which

the experiments do not find. Indeed as is shown earlier in this paper, for theory to emulate

the data under these conditions, the acceptance angles of the electron analyzers would need

to be ∼10 times larger than they are. It is therefore sensible to investigate whether other

experimental artifacts may be playing a role in this discrepancy. One difference between

experiment and theory is that the calculation assumes the P state is a pure 31P1 state that



134

is fully aligned orthogonal to the scattering plane by the laser beam. In practice this is not

possible, since the laser will have a small elliptically polarized component, with the major

axis of this ellipse being orthogonal to the plane. In this case the atoms will be excited with

a small state amplitude in the scattering plane that depends upon the degree of ellipticity,

due to the electric field component of the light that lies along the minor axis of the ellipse. A

second effect that may play a role is that of radiation trapping in the interaction region. Ra-

diation trapping can occur when the incident laser radiation couples to atoms in the ground

state [19], as in the experiments described here. In this case, radiation emitted from a

laser-excited atom that decays back to the ground state may be reabsorbed by a second atom

that is in the ground state. This second excited atom will then spontaneously emit a photon,

whose direction and polarization are uncorrelated with the laser field. Further absorption

and reemission processes may then occur, so that the radiation is effectively “trapped” inside

the interaction region for several decay cycles. The probability of this occurring depends

upon the density of atoms in the interaction region, the trapping cycle leading to an overall

depolarization of the light emitted from the ensemble. If the trapping process is significant,

this would also produce a relative population of excited atoms whose alignment is in the

scattering plane. To establish the degree of importance of these processes, measurements

were made of the fluorescence emitted from the atomic ensemble using a silicon carbide

photodiode that was sensitive to the emitted light at a wavelength of ∼285 nm. The radiation

was collected using a 50-mm-diameter fused silica lens that imaged the interaction region

onto the photodiode.

The axis of detection was orthogonal to the incident laser and electron beams, and

was in the scattering plane [11, 12]. The normal way to determine the significance of the

effects discussed above is to measure the polarization of fluorescence from a pure state (such

as the 31P1 state in Mg used here), since this should be ∼100% for a fully aligned atom

with no trapping in the interaction region. This technique was not possible in the current

experiments, as efficient linear dichroic polarizers do not exist for radiation at 285 nm. The
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polarizer that set the laser polarization was a BariumBorate (BBO) Glan-laser polarizer that

does have high efficiency at this wavelength; however, this type of polarizer cannot be used

when detecting fluorescence. In the experiments [11, 12] the angle of the incident laser

polarization vector was adjusted using a zero-order half-wave plate that was positioned in

the beam path after the BBO polarizer, and it is this that could introduce a small ellipticity

to the incident laser beam. To establish if the effects of trapping and/or polarization change

were significant, the angle of polarization of the incoming laser was varied, and the change

in intensity on the photodiode was monitored. For a laser polarization vector orthogonal to

the direction of detection, a maximum intensity is expected (since observations are side-on

to the excited P state). When the polarization vector points in the direction of detection, a

minimum in the fluorescence should then occur (all radiation from a pure state then being

emitted in other directions). For a fully aligned P state the minimum intensity I⊥ should

hence be very close to zero. In this case a fluorescence polarization can be defined, and for

a pure P state this is given by

PFluor
1 =

I| | − I⊥
I| | + I⊥

∼ 1 (19)

If PFluor
1 < 1 this is evidence of either radiation trapping or that the incoming

laser beam is elliptically polarized (it is not possible to distinguish between these different

processes from this parameter). Measurements in the experiments using this technique

produced a fluorescence polarization PFluor
1 = 0.95 ± 0.03, as shown in Figure 6. Although

this is close to unity, it does indicate a small effect may be occurring due to radiation

trapping, or due to a slight elliptical polarization of the laser beam. There will also be

a small contribution due to the finite acceptance angle of the collecting lens, which also

reduces the polarization. In the present discussion the effects of the collecting lens are

ignored, allowing an upper bound to be placed on the relative population of excited targets

aligned in the scattering plane due to trapping or ellipticity of the laser beam.
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Figure 6. Variation of the measured fluorescence signal as a function of the polarization
angle of the laser beam.

4.2. In-Plane Excited-State Population Estimates due to Radiation Trapping.

If the depolarization shown in Figure6 is all due to radiation trapping, an estimate of

the relative population of excited targets in the scattering plane can be made. Due to the

random nature of the spontaneous emission process, the trapped radiation can be considered

as having equal intensity ITr in all directions. In this case the fluorescence polarization due

to radiation trapping will be given by

PRT
1 = 0.95 =

(
I NT
‖
+ ITr

)
− ITr(

I NT
‖
+ ITr

)
+ ITr

=
I NT
‖

I NT
‖
+ 2ITr

⇒ I NT
‖
= 38ITr (20)

where I NT
‖

is the intensity with no radiation trapping present. Hence ∼2.6% of the light is

emitted in each orthogonal direction due to radiation trapping. As one of these directions

is not observed in the experiment (that is, where the emitting dipoles lie in the scattering

plane, and point along the direction of observation), there are then two contributions that

can produce excited atoms in the scattering plane, and so at most ∼5.2% of the atoms will

be aligned in this plane. From these experimental data, radiation trapping can hence only

make a small contribution to the measured ionization cross section.
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4.3. In-Plane Excited-State Population due to Residual Ellipticity of the Laser

Beam Polarization. The second process that can lead to PFluor
1 < 1 is due to the incident

laser beam being elliptically polarized rather than linearly polarized, as noted above. In

this case the excited target is once again a pure 31P1 state; however, the transition from the

ground 31S0 state will no longer obey the selection rule 4m j = 0 for a quantization axis

chosen along the direction of the polarization vector. Under these conditions it is sensible

to adopt a quantization axis along the laser beam direction [20]. In this configuration

linearly polarized radiation excites both |J,m j〉 = |1,±1〉 states with equal amplitude, the

normalized wave function then being represented as

|ψ〉3
1P1 = a+1 |1,+1〉 + a−1 |1,+1〉 =

1
√

2

(
eiε |1,+1〉 + e−iε |1,−1〉

)
(21)

where ε is a phase angle that defines the direction of polarization. A similar approach

can also be formulated to describe an atom excited by elliptically polarized radiation. In

this case the substate amplitudes a±1 will be unequal in magnitude, and the phase angle

ε then defines the direction of the major axis of the charge cloud. It is easiest to adopt

a density matrix formalism to describe the resulting P state, since the density matrix in

this frame ρLas can then be rotated into the reference frame of the detector [20]. The

relative fluorescence ratio I‖/I⊥ can then be calculated by an appropriate choice of rotation

operators acting on ρLas. For a fluorescence polarization PFluor
1 as measured above, the

density matrix ρLas for elliptically polarized excitation is then calculated to be

ρLas
i j =

1
2



1 ±
√

1 −
(
PFluor

1

)2
0 −PFluor

1 exp (−2iε)

0 0 0

−PFluor
1 exp (+2iε) 0 1 ∓

√
1 −

(
PFluor

1

)2



(22)
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Diode

Figure 7. Examples of the angular shape of the pure P-state charge cloud excited by
elliptically polarized laser radiation that produces different values of the fluorescence po-
larization. The arrows show how the state is rotated with respect to the detector so as to
measure PFluor

1

where ε defines the direction of the major axis of the charge cloud with respect to the

scattering plane, and the sign of the terms in ρ11 and ρ1−1 are set by the handedness of

the radiation. Under the conditions for a charge cloud that has a major axis orthogonal

to the scattering plane, the relative population of atoms in the scattering plane is found

to be directly related to I‖/I⊥. Hence for PFluor
1 = 0.95, the major axis of the charge

cloud orthogonal to the scattering plane is ∼39 times larger than the minor axis that lies

in the plane. Figure 7 shows examples of the charge-cloud angular “shape” that would

produce different values of PFluor
1 , where the charge cloud is viewed from the direction of

the photodiode for vertical alignment of the cloud (i.e., out of the scattering plane). For

a fluorescence polarization of 95%, the contribution from the ellipticity of the laser light

is hence expected to only make a small change to the measured ionization cross section,

since as seen in Figure 7, the in-plane contribution only becomes substantial when the

polarization reduces below ∼80%.
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5. CONCLUSION

In conclusion, we have compared experiment and theory for electron-impact ion-

ization of the ground state of Mg as well as ionization of a3p state that has been laser

aligned either in the scattering plane or in a plane perpendicular to the incident beam

direction. For the ground-state ionization, the experimental results were compared with

TDCC (time-dependent close coupling), DWBA (distorted wave Born approximation), and

3DW (three-body distorted wave) approximations. While all three theoretical approaches

gave reasonably good agreement with the data, the 3DW predicts the location of the binary

peak and width a little better. For ionization of the laser-aligned 3p state, the experiment

was compared with DWBA and 3DW calculations. The experimental data are relatively

absolute, so only one normalization places all the data on an absolute scale. We chose to

normalize to the measurement with the alignment parallel to the x axis, since this was the

common alignment direction in the two different data sets. For alignment in the scattering

plane, the 3DW results were in very good agreement with experiment with the only problem

being a small shift in peak location for (−30◦,−60◦, and −90◦). For larger and smaller β, the

3DW peak locations are in agreement with experiment. Since all the different orientations

can be calculated from the m = (0, 1) amplitudes calculated relative to the z axis being

parallel to the incident beam direction, this comparison is an indirect test of the accuracy

of the Υm amplitudes for m = (0, 1).

For the beam direction along the z axis, we have the well-known symmetry Υ−1 =

−Υ1. For the case of ionization of the 3p state with alignment angles in the perpendicular

plane, this symmetry predicts that the cross sections for alignment at 45◦ between the x and

y axes should be half the cross sections for the x-axis alignment, and the cross sections for

alignment along the y axis should be zero. Although the theoretical cross sections satisfied

these conditions, the experimental data did not. On the other hand, we have learned from

the experimental approach and its analysis of the polarization data mentioned above that

the effects of both radiation trapping and an elliptically polarized laser beam will not
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substantially alter the experimental results. In both cases the relative change is found to be

5% or less. This cannot explain the large discrepancy between theory and experiment that

is found when the excited state is aligned orthogonal to the scattering plane. The angular

acceptance of the detectors has also been discounted as a significant contributing factor. At

the present time it is hence difficult to see where this discrepancy originates, and the results

in this paper clearly show that more work is needed to resolve the cause of these differences.
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ABSTRACT

We have recently reported a theoretical and experimental study of electron-impact

ionization of laser-aligned magnesium. Results were presented for both ionization of the

ground state, as well as for laser-aligned atoms in the 3p state. For ionization from the 3p

state, theoretical results were presented using the distorted wave Born (DWBA) and three-

body distorted wave (3DW) approximations. Unfortunately, after publication we learned

that the theoretical results were incorrect due to one of the arrays in the computer code

dimensioned too small. The figures affected by this error are Figures 1−3 in the original

paper. The present Figures 1−3 show the corrected results. The DWBA calculation changed
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the most. In the original paper, the DWBA had unphysical side lobes for the 3p state aligned

in the scattering plane (Figures 2 and 3). These side lobes are either reduced or eliminated

in the corrected DWBA. However, the main peak magnitudes are now much larger. There

is a much smaller correction to the 3DW results. The good news is that overall the 3DW is

now in even better agreement with experiment. The fact that both theories predict a zero

cross section for alignment of the 3p state perpendicular to the scattering plane (the y axis)

did not change.
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Figure 1. Experimental and theoretical TDCS for electron-impact ionization of the laser-
aligned 3p state of Mg. The projectile scattering angle θ1 is 30◦ and both outgoing electrons
have the same energy (E1 = E2 = 20 eV ). The three panels are for laser alignment parallel
to the x axis (i.e., in the scattering plane orthogonal to the incident electron beam direction),
laser alignment at 45◦ between the x and y axes, and laser alignment parallel to the y axis
(i.e., perpendicular to the scattering plane), respectively. In the bottom panel, the theoretical
results are all exactly zero. The theoretical calculations are as follows: new 3DW solid
(red); new DWBA dashed (blue).
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Figure 2. Experimental and theoretical TDCS for electron-impact ionization of the laser-
aligned 3p state of Mg. The projectile scattering angle is 30◦ and both outgoing electrons
have the same energy (E1 = E2 = 20 eV ). The three panels are for laser alignment in
the scattering plane by different orientation angles “beta” relative to the incident electron
beam direction. The theoretical calculations are as follows: new 3DW solid (red); and new
DWBA dashed (blue).
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Figure 3. Same as Figure 2 except for larger beta angles.
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ABSTRACT

Recent measurements have examined the electron-impact ionization of excited-state

laser-aligned Mg atoms. In this work we show that the ionization cross section arising

from the geometry where the aligned atom is perpendicular to the scattering plane directly

probes the unnatural parity contributions to the ionization amplitude. The contributions

from natural parity partial waves cancel exactly in this geometry. Our calculations resolve

the discrepancy between the non-zero measured cross sections in this plane and the zero

cross section predicted by distorted-wave approaches. We demonstrate that this is a general

feature of ionization from p-state targets by additional studies of ionization from excited Ca

and Na atoms.

1. INTRODUCTION

The study of electron-impact single ionization of atomic and molecular targets

[often known as (e,2e) studies] has long been a fruitful area of research in atomic collision

physics, since it probes the delicate interactions between two outgoing electrons moving in

a Coulomb field, i.e. electron-electron correlations [1]. Many fundamental experimental

and theoretical studies have been reported for ionization of the simplest atomic systems, H

[2, 3, 4, 5, 6, 7] and He [8, 9, 10, 11, 12, 13], and more recently for the simplest molecular

system, H2 [14, 15, 16].

Ionization from excited states of atoms has received much less attention due to the

difficulty in preparing such targets. Significant advances in such studies were recently

reported in experiments where a laser was used to excite Mg atoms into their 3s3p 1P

state, which then were ionized by an incoming electron beam [17, 18]. Moreover, the laser

was used to prepare different alignment angles of the initial p orbital, allowing a probe

of the angular distribution dependence on the orientation of the atomic orbital–a first for

atomic targets. Recent studies have also examined the angular distribution dependence
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of ionization of aligned molecular targets [19]. The experimental studies on Mg [17, 18]

were very recently compared to three-body distorted-wave (3DW) calculations [20], and

reasonable agreement was found between most of the measured triple differential cross

sections and the calculations. However, one striking difference was noted for cross sections

measured when the aligned atom was perpendicular to the scattering plane (i.e. the p

orbital was aligned along the y direction, see Figure 1); the 3DW calculation predicted an

identically zero cross section in this plane, at odds with the measurement that was clearly

non-zero. The analysis of this zero cross section was also found to be consistent with other

recent theoretical work [21].

In this paper we report close-coupling calculations for the triple differential cross

sections fromexcitedMg atoms, and find that the cross section in the perpendicular geometry

arises from the unnatural parity contribution to the ionization amplitude. An unnatural

parity state is a state with parity (−1)L+1 compared to a natural parity state that has parity

(−1)L. Our cross sections in this plane calculated using a time-dependent close-coupling

(TDCC) approach are in reasonable agreement with the measured data. We also show

that similar non-zero cross sections should be observed in the perpendicular (y) geometry

for any atomic p orbital and illustrate this with calculations of the triple differential cross

sections from excited-state Na and Ca. For Ca, our calculations are in good agreement with

new measurements of these cross sections, which are presented here.

2. THEORY

The time-dependent close-coupling (TDCC) theory as applied to electron-impact

ionization has been well described [22, 23]. The extension of the method to treat multi-

electron systems, by utilizing an orthogonalization to the filled sub-shells at each time step,

was presented recently for calculations for the single ionization of ground-state Mg [24].

The calculations presented here follow this procedure, except that the active electron is now

the 3p orbital of Mg. The Mg+ [Ne]3s core is the same as used in our previous calculations



152

Inc
iden

t

elec
tron

k0

k2

k1

θ1

ε=90°

Laser Beam

y

x

z

θ2

φT = 90°

θ T = 90°

Figure 1. Geometry of the scattering experiments performed on Mg [17] and for the new
Ca experiments reported here. The incident electron has momentum k0 and the outgoing
electrons havemomentum vectors k1 and k2. The target p-orbital is shown here to be aligned
along the y-axis using the laser beam polarization, i.e. perpendicular to the scattering plane
(in which the outgoing electrons lie).

from the ground state [24]. We note that this approach is effectively a configuration-average

approach to electron-impact ionization, that is, we consider only the 3p active orbital as a

configuration and do not account for the term splitting of the 3s3p Mg configuration into

the 1P and 3P terms. This differs somewhat from the measurement [17], since the laser

excitation from the ground state in the experiment populates only the 3s3p 1P term. It is

possible to use a three-electron TDCC approach (in which two bound electrons are active) to

create an initial 3s3p 1P term and perform calculations of the single ionization of this term.

Such calculations are, however, extremely computationally intensive and in this paper we

discuss only test calculations made using this approach. The two-electron TDCC approach
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centers around the solution of the set of partial differential equations given by

i
∂

∂t
PLS

l1l2
(r1, r2, t) =

[
Tl1 (r1) + Tl2 (r2)

]
PLS

l1l2
(r1, r2, t)

+
∑
l ′1l ′2

V L
l1l2,l ′1l ′2

(r1, r2)PLS
l ′1l ′2

(r1, r2, t) . (1)

These equations are the result of the expansion of the total wavefunction over coupled

spherical harmonics, and insertion of this expansion into the time-dependent Schrödinger

equation. In Equation (79) Tl (r) represents the one-electron kinetic and potential energy

terms, which include direct and local exchange potentials that describe the interaction with

the inert core electrons, and V (r1, r2) represents the electron-electron interaction potential.

The initial t = 0 boundary condition is given by

PLS
l1l2

(r1, r2, t = 0) =
1
√

2

[
Pnl1 (r1)Gk2l2 (r2) + (−1)SGk1l1 (r1)Pnl2 (r2)

]
(2)

where in the present case nl ≡ 3p and Gkl (r) represents the incoming wavepacket [22].

To compare against the measurements of [17, 18], we must also take into account the

orientation of the initial 3p orbital. We may do this by using a boundary condition of the

form [25]

PLS
l1l2

(r1, r2, t = 0) =
1
√

2

[
Pnl1 (r1)RMGk2l2 (r2) + (−1)SGk1l1 (r1)Pnl2 (r2)RM

]
(3)

where

RM =

[
−

1
√

2
e−iφT sin θTδM,−1 + cos θTδM,0 +

1
√

2
eiφT sin θTδM,+1

]
, (4)

and the angles θT, φT define a given orientation of the initial p orbital with respect to the

z-axis, with the z-axis defined along the incident electron beam direction (see Figure 1).

Here M is the azimuthal quantum number of the oriented atom, since the wavepacket has
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m = 0 by definition. Since the RM term does not depend on the coupled channels l1l2,

and since the TDCC Hamiltonian is independent of M , the time propagation of the coupled

differential equations is unchanged by the RM term in the initial boundary condition. This

term will only affect the calculation of the triple differential cross sections, which take the

form

d3σ

dE1dΩ1dΩ2
=

wt

(2lt + 1)
π

4k2
0

1
k1k2

∑
S

(2S + 1)

×

∫ ∞

0
dk1

∫ ∞

0
dk2 δ

(
α − tan−1 k2

k1

)
|M|2 , (5)

where now

M =
∑

L

iL
∑

M=0,−1,+1

[
−

1
√

2
e−iφT sin θTδM,−1 + cos θTδM,0 +

1
√

2
eiφT sin θTδM,+1

]

×
∑
l1l2

(−i)l1+l2 ei(σl1+σl2 )ei(δl1+δl2 )

× PLS
l1l2

(k1, k2,T )
∑

m1m2

Cl1l2L
m1m2 MYl1m1 (θ1, φ1)Yl2m2 (θ2, φ2) . (6)

Note that the M dependence enters into both the first term and in the coupled

spherical harmonic in the last line of Equation (84). In Equation (83) wt and lt are the

occupation number and angular momentum of the initial target orbital, and α is the angle

in the hyperspherical plane between the two outgoing momenta vectors k1 and k2. In

Equation (84) Ylm(θ, φ) is a spherical harmonic, Cl1l2l3
m1m2m3 is a Clebsch-Gordan coefficient,

and σl and δl are Coulomb and distorted-wave phase shifts, respectively. We note here that

Equation (83) corrects a typographical error in the denominator of Equation (9) of [24]. The

function PLS
l1l2

(k1, k2,T ) is formed by projecting the final two-electron radial wavefunction

(after propagation to a sufficiently long time T) PLS
l1l2

(r1, r2, t = T ) onto the one-electron

continuum orbitals.
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Our two-electron TDCC calculations used a radial mesh of (960)2 points with

variable mesh spacing of between 0.01 and 0.2 a.u. [24]. We found that it was necessary to

include partial wave contributions from L = 0−14 to completely converge our calculations.

We also note that, for all partial waves except L = 0, we include both ‘odd’ and ‘even’ parity

contributions for each partial wave L. These contributions are the result of the increased

coupling possibilities afforded by an initial p orbital, and such contributions have been

included in previous TDCC calculations from initial p states, such as [26]. As an example,

when considering the L = 1 partial wave, the natural parity channels that contribute to

the l1l2 expansion in (1) are ps, sp, pd, dp, df , f d, etc. However, the initial p orbital can

also couple to the p channel of the wavepacket to result in an overall symmetry of L = 1,

with coupled channels pp, dd, f f , etc. This state has even parity. Such ‘opposite’ parity

states are usually termed ‘unnatural’ parity contributions in previous work, for example

[27]. Studies of unnatural parity states have been conducted in positron scattering systems

[28] and in cold atomic gases [29].

3. RESULTS

We first compare our two-electron TDCC calculations to the measurements of

Nixon and Murray [17] in Figure 2. We show the triple differential cross section for three

orientations of the aligned 3p orbital with respect to the scattering plane, for equal energy

sharing between the outgoing electrons. The aligned p-state is shown in the perpendicular

geometry (θT = 90◦, φT = 90◦) in Figure 1. Since the measurements have an uncertainty

of ±5◦ in the scattered and ejected electron angular measurements, we show calculations

for both a fixed angle of 30◦ (as reported in [17]) and of 25◦ and 35◦. We find for

θT = 90◦, φT = 0◦ [i.e. the x-axis geometry] that the TDCC calculations are in quite good

agreement with the measurement, with the TDCC calculations at the smaller fixed angle in

slightly better agreement. For the geometry where the 3p orbital is along the y-axis as in

Figure 1, we find that the TDCC calculations are in good agreement with experiment as to
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Figure 2. Triple differential cross sections for the electron-impact ionization of excited-
state Mg for equal energy-sharing between the outgoing electrons of E1 = E2 = 20 eV.
The measurements of [17] are compared with TDCC calculations for various (θT, φT )
orientations of the target 3p orbital as indicated. We present TDCC calculations performed
at a fixed θ1 angle of 30◦ (the fixed angle reported in the measurements of [17]) (solid red
lines) and at angles of 25◦ (dashed blue lines) and 35◦ (dot-dashed purple lines).

the position of the peak in the triple differential cross section, but are lower in magnitude

than the measured values. We note that the relative measurements are normalized to the

TDCC calculations for the largest cross section value in the θT = 90◦, φT = 0◦ case, and

that this normalization then fixes the relative measurements at other orientations.

We note that the TDCC calculations in the y-axis case (θT = 90◦, φT = 90◦) are

clearly not zero, which differs from the identically zero 3DW calculations in this plane that

were recently reported [20]. The TDCC cross sections are, however, significantly lower

than the measured values. We have investigated the TDCC calculations at this geometry,

and find that the usually dominant natural parity contributions to each partial wave (i.e. the

coupling of the two outgoing electrons into 1,3Se, 1,3Po, 1,3De, etc.) do in fact produce zero

contribution to the cross section because the M = +1 and M = −1 contributions cancel

exactly, as found in the distorted-wave calculations reported in [20]. In this geometry the
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M = 0 contribution is also identically zero. However, the unnatural parity contributions

(i.e. 1,3Pe, 1,3Do, etc.) are such that the M = +1 and M = −1 contributions do not

cancel, but instead add (equally), producing a non-zero total cross section in this plane.

The non-cancellation for the opposite parity contributions can be traced to a phase factor,

(−1)l1+l2+L, that arises in the Clebsch-Gordan coefficient in the last term in Equation (6).

This phase factor produces an extra component of (−1) when comparing the M = +1 and

M = −1 terms, which cancels the additional (−1) factor arising from the spherical harmonic

terms for YlM=+1 and YlM=−1 (this latter factor was discussed in detail by Amami et al [20]).

For the natural parity terms, the (−1)l1+l2+L factor always results in +1, so that an overall

cancellation of the M = +1 and M = −1 terms occurs. The 3DW calculations of Amami et

al. [20] do not contain the unnatural parity contributions and therefore predict an identically

zero cross section in this geometry.

Therefore, we find that the measured cross section in the y-axis geometry directly

probes the unnatural parity contributions to the triple differential cross sections from ion-

ization of excited-state Mg. Such contributions only occur for non-s state atomic targets.

We are unaware of any previous ionization measurements that have probed such states. To

further explore the effect of the unnatural parity contributions, in Figure 3 we show TDCC

calculations for a fixed angle of 30◦ (as in Figure 2) and also TDCC calculations where the

unnatural parity contributions have been omitted. We find that the unnatural parity terms

make no contribution for the x-axis geometry, which is also a consequence of the phase

factors that enter the Clebsch-Gordan coefficients in Equation (6). For the case where the

alignment is at 45◦ between the x and y-axes, we find that the unnatural parity contribution

is small, but noticeable, and inclusion of these terms moves the TDCC calculations towards

the measured cross sections. We also note that omitting the unnatural parity contribution in

this case results in a cross section that is exactly one half of the cross section computed for
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Figure 3. Same as Figure 2, except now we show only the θ1 = 30◦ TDCC calculation.
We also present a TDCC calculation (purple dashed lines) in which the unnatural parity
contribution is omitted.

the x-axis geometry. This property was noted for the 3DW calculations presented in [20],

and we find that this only holds in the TDCC calculations when the unnatural parity terms

are omitted.

It is of interest to explore whether or not the non-zero cross section in the perpendic-

ular geometry is also found for other systems. In Figure 4 we present the electron-impact

ionization of excited-state Na for the same alignment angles as in Figure 2. Although no

measurements are available for excited-state Na, we find that the cross sections from TDCC

calculations for Na appear quite similar to those for Mg, and that the y-axis cross section

is again non-zero. The TDCC calculation for ionization of the quasi one-electron Na(3p)

target may be considered more ‘robust’ than the corresponding calculation for Mg, since

the use of a two-active-electron approximation in the TDCC calculations for ionization

of Na(3p) is well justified. In Figure 4 we also compare with new distorted-wave Born
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Figure 4. Triple differential cross sections for the electron-impact ionization of excited-state
Na for equal energy-sharing between the outgoing electrons of E1 = E2 = 20 eV. The cross
sections are presented for a fixed electron angle of θ1 = 30◦ and at various orientations
of the 3p orbital as indicated. We compare the TDCC calculations (solid blue lines) with
DWBA (dot-dashed red lines) and 3DW calculations (dashed green lines) made in a similar
manner to the distorted-wave calculations presented in [20]. In this Figure , the DWBA and
3DW calculations have been normalized to the TDCC calculations.

(DWBA) and three-body distorted-wave (3DW) calculations that were made in a similar

manner to those recently made for Mg [20]. The TDCC and distorted-wave calculations are

in reasonable agreement for the x-axis geometry (θT = 90◦, φT = 0◦) and the xy geometry

(θT = 90◦, φT = 45◦), and we again find that the 3DW calculations predict an identically

zero cross section for the y geometry case (θT = 90◦, φT = 90◦).

As a further confirmation of the non-zero cross section in the perpendicular geometry

from excited p-state atoms, we have also performed new calculations and measurements of

the angular distributions of excited-state Ca in its 4s4p state. The TDCC calculations for

Ca required finer radial meshes and inclusion of angular momentum states up to L = 16
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to converge the calculations. New experiments were also performed on Ca using a similar

apparatus to the measurements made on excited-state Mg [17, 18]. In Figure 5 we present

the TDCS for Ca (4s4p) at equal energy sharing between the electrons of 30 eV. The upper

panel shows the x-axis geometry cross sections and the lower panel shows the perpendicular

geometry (y-axis) cross sections. Because our calculations indicate that the cross section

is quite sensitive to the fixed-angle value, we present TDCC calculations averaged over the

experimental angular uncertainties, aswell as the individual TDCCcalculations at each fixed

angle. Themeasurements again find a non-zero cross section in the perpendicular geometry.

The TDCC Ca calculations also find a non-zero cross section, although the position of the

peak of the cross section is at slightly higher angles compared to the measurement. For

the scattering plane cross sections shown in the upper panel, the TDCC calculations at a

fixed angle of 45◦ find a peak that is at significantly lower angles than the measured cross

section peak. However, calculations at lower values of the fixed angle appear to move closer

to the measured values and also show that the cross section exhibits a strong sensitivity to

the fixed-angle value. We note that a calculation at a fixed angle value of 35◦ (not shown)

is reasonably close to the measured cross section, but this is outside the measurement

uncertainty of ±5◦ in the fixed angle value. Figure 5 also shows 3DW calculations made

for Ca in a similar manner to those made for Na and Mg. The 3DW calculations are in good

agreement with the measurement for the x-axis case in the upper panel but again predict a

zero cross section for the y-axis case. DWBA calculations (not shown) are very similar to

the 3DW calculations presented here.

Finally, we note that a three-electron TDCC method can also be applied to the

computation of the single ionization ofMg or Ca, in a similarmanner to the calculations used

for the electron-impact double ionization ofMg that were recently reported [30]. Such three-

electron calculations have an advantage compared to two-electron calculations in that one

can construct the initial state to be the 3s3p 1P term, which of course is the real initial state of

the measurements with which we compare here. However, such three-electron calculations



161

Figure 5. Triple differential cross sections for the electron-impact ionization of excited-
state Ca for equal energy-sharing between the outgoing electrons of E1 = E2 = 30 eV. New
measurements are compared with TDCC calculations (solid lines) and 3DW calculations
(green dashed line) as described in the text. The measurements were made for a fixed
electron angle of 45◦. The upper panel shows the cross section for the 4p orbital in the
scattering plane and the lower panel shows the cross section for the 4p orbital perpendicular
to the scattering plane. The thick solid blue lines indicates a TDCC calculation averaged
over the experimental angular uncertainties, while the thin (solid red, dashed light blue,
dot-dashed purple) lines show the individual TDCC calculations at each fixed angle.

are significantly more computationally intensive than the two-electron calculations reported

in this manuscript. Complete convergence of the three-electron calculations in terms of

all the angular momenta up to L = 14 and using a sufficiently large radial mesh is not yet

possible given current computational resources. We do find that preliminary calculations

using just a few partial waves of our three-electron TDCC approach indicate that the TDCS
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in the perpendicular geometry is again not zero and has a peak in the cross section at similar

angles to the cross sections presented in Figure 2. This indicates that our configuration-

average approach for the ionization of Mg 3s3p and Ca 4s4p may not be too severe an

approximation. In future work we plan to continue our three-electron TDCC investigations

and hope that a fully converged calculation is feasible sometime soon.

4. CONCLUSION

In summary, we have presented evidence using TDCC calculations that themeasured

cross section from ionization of excited-state laser-aligned atoms that are perpendicular to

the scattering plane arise solely from unnatural parity contributions to the ionization am-

plitude. Although the overall agreement between the TDCC calculations and the measured

cross sections is only moderately good, our calculations help resolve the discrepancy with

the zero cross section predicted by distorted-wave approaches for ionization in this geometry.
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ABSTRACT

Ionization triple differential cross sections have been determined experimentally

and theoretically for the neutral molecule N2 over a range of geometries from coplanar to

the perpendicular plane. Data were obtained at incident electron energies ∼10 and ∼20

eV above the ionization potential of the 3σg, 1πu and 2σg states, using both equal and

non-equal outgoing electron energies. The data were taken with the incident electron beam

in the scattering plane (ψ=0◦), at 45◦ to this plane and orthogonal to the plane (ψ=90◦). The

set of nine measured differential cross sections at a given energy were then inter-normalized

to each other. The data are compared to new calculations using various distorted wave

methods, and differences between theory and experiment are discussed.
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1. INTRODUCTION

Understanding electron impact ionisation of matter is important in areas ranging

from plasma studies, through to detailing ionisation in biology and medicine, to under-

standing collisions in the Earth’s atmosphere and in space. A complete description of the

interaction requires quantum calculations to fully detail the collisions that occur. Testing of

models is carried out by experiments that measure the probability of ionisation as a function

of all parameters that describe the interaction [1][2]. For single ionisation by electron impact

where the spins of the electrons are not detected, the interaction is fully characterised by the

momentum of the incident electron k0 as well as that of the scattered and ejected electrons

k1 and k2. A triple differential cross section T DCS(k0, k1, k2) is defined, that is directly

proportional to the ionisation probability. This probability is determined by measuring the

time-correlated signal between scattered and ejected electrons as a function of k0, k1 and

k2 in an (e,2e) experiment.

Following the collision, the scattered and ejected electrons may emerge over 4π

steradians, and so it is necessary to define a scattering geometry to allow the data to be

compared to theory. In the experiments described here a detection plane is defined by the

normal to the plane given by n̂D = k̂1 × k̂2, the incident electron making an angle ψ with

respect to this plane as shown in Figure 1. When ψ = 0◦ the incident electron is in the

plane so that k̂0 · (k̂1 × k̂2) = 0. We define the quantization axis (QA) to be in the detection

plane along the incident electron direction so that QA = k0( ψ= 0◦ ). If ψ= 90◦ the incident

electron momentum k0 is orthogonal to both outgoing electron momenta. For experiments

where the outgoing electrons emerge on opposite sides of the plane θ1 = θ2 = 90◦. Under

these conditions the detection plane is no longer well defined (since k1 × k2 = 0) and so the

triple differential cross section (TDCS) is independent of the angle ψ. A common point

hence exists for all angles ψ when θ1 = θ2 = 90◦, so that at any given incident energy the

data can be inter-normalized at this point. The (e,2e) spectrometer in Manchester allows ψ

to vary from 0◦ to 90◦. The outgoing electrons can be detected from θ1,2 = 35◦ to 125◦ when



168

Figure 1. The experimental geometry adopted in this work. For details see text.

ψ=0◦ to 70◦, this range extending to θ1,2 = 35◦ to 140◦ when ψ > 70◦. These constraints

are due to the physical size of the electron gun and electron detectors. N2 is the lightest

diatomic molecule apart from H2 that can easily be studied, since a molecular beam of

N2 can be delivered to the interaction region from a gas needle. H2 has been extensively

investigated both experimentally and theoretically [3–7], leading to considerable progress

in under- standing the dynamics of the ionizing collision with a molecular target. Models

of the interactions include both time-independent studies using distorted wave calculations

[3], as well as time-dependent models that use close-coupling techniques [4]. These models

have been tested by experiment in both high and low energy regimes, under a wide variety

of kinematic conditions [5–7]. Modelling the ionisation of molecules by electron impact is

considerably more complex than for atomic targets, since they can have internal energy in

rotational and vibrational motion, and their electronic structure is inherently non- spherical

due to their distributed nuclei. Almost all (e,2e) experiments carried out so far do not

determine the nuclear orientation during the collision, and so the calculations must average

over all possible orientations of the target. The energy resolution in most experiments is also

insufficient to resolve the rotational and vibrationalmotion of the target, and so it is necessary

to further average over the different states that may contribute. It is possible to determine
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individual vibrational contributions from selected targets using energy-selected electron

guns, however very few studies have been carried out so far due to the low coincidence yield

in these experiments [8].

Several (e,2e) experiments and theoretical calculations have already been carried

out from an N2 target, however these have mostly been in an asymmetric coplanar geometry

at medium to high incident energies [9 -16]. By contrast, the work presented here is at low

energies in a symmetric configuration. In this regime the cross section is highly sensitive to

different collision process including exchange, distortions to the wave-fronts describing the

incident, scattered and ejected electrons, target polarisation and post collisional interactions

as the electrons leave the interaction region. Calculation of the cross sections in this energy

region is hence very challenging, as approximations that are often adopted at higher energies

cannot be used.

This paper is divided into five sections. Following this introduction the experimental

procedures used to measure the data are briefly described. A description of the theoretical

models used to calculate the relevant cross sections is then presented. Section 4 compares

the data to results from three different distorted wave models, and differences between these

are discussed. Section 5 then summarises these studies so far, and considers the next steps

that are required in these investigations.

2. EXPERIMENTAL PROCEDURES

N2 is a stable diatomic molecule that has 10 valence electrons and 4 core electrons.

The valence electrons combine to produce the strong triple bond in the N2 molecule, the

electrons pairing to form the 3σ2
g,1π4

u and 2σ2
g bonding orbitals and the 2σ2

u anti-bonding

orbital. The 2σ2
g orbital is the deepest valence state, and has a binding energy more than

20eV higher than that of the 2σ2
u orbital. The ground state electronic configuration of N2 is

hence (2σ2
g2σ2

u1π2
u3σ2

g)1
∑+

g . Ionization can occur from each orbital, leading to N+2 ions in

different final states. In the work presented here measurements were taken from the three
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outer orbitals. This produces the X2 ∑+
g N+2 state for ionization from the 3σg orbital, the

A2 ∏
u state when electrons are ejected from the 1πu orbital, and the B2 ∑+

u state for ejection

of electrons from the 2σu orbital.

An example of the ionization binding energy spectrum produced from different

orbitals is shown in Figure 2, taken with the (e,2e) spectrometer in Manchester. The

incident electron gun was unselected in energy, and the electron momentum analysers were

set to optimise the signal energy resolution while ensuring the best yield for coincidence

counting. In this example, the electron analysers each detected electrons with an energy ∼

4.6 eV, and coincidence counts were measured at angles θ1 = θ2 = 45◦ . The figure shows

the results from three different incident electron angles with (a) ψ = 0◦ , (b) ψ = 45◦ and

(c) ψ = 90◦ . The data were obtained by measuring the coincidence yield over a range of

incident energies from 23 eV to 29 eV, in steps of 0.125 eV. The data were accumulated for

5000 seconds at each energy, and the results were then normalised to unity at the peak of

the 3σg state in a coplanar geometry.

Figure 2 demonstrates that the experimental apparatus can resolve the contribution

from each of the orbitals of the molecule, and shows that the cross-section depends on the

individual states that are ionized. The spectral scans at each angle ψ were taken under the

same operating conditions, and so were used to inter-normalise the results from each of the

individual orbitals. The data at different angles ψ were then inter-normalised through the

common point at θ1 = θ2 = 90◦ . Binding energy spectra similar to Figure 2 were taken

for each of the data sets that were measured, so that all data at any given energy could be

normalised to a common point.

Three sets of coincidence data were taken for outgoing electron energies of (4.6 eV,

4.6 eV), (9.7 eV, 9.7 eV) and (14.5 eV, 4.6 eV), with incident beam angles of ψ = 0◦ , ψ = 45◦

and ψ = 90◦. 27 individual angular data sets for the TDCS were hence obtained during this

study. The data were accumulated using up to 10 sweeps of the detection plane, with coin-

cidence measurements being taken typically for 5000s at each scattering angle. In all of the
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Figure 2. Binding energy spectra for outgoing electron energies of 4.6∼eV ± 0.5 eV taken
with the electrons detected at a forward angle of 45◦ to the z-axis. The results are shown for
(a) the coplanar geometry, (b) for the incident electron at ψ = 45◦ to the detection plane, and
(c) for the perpendicular geometry (ψ = 90◦). Gaussians are fitted to the data for each state,
so that the relative contributions and their peak energies could be determined. The peak of
the 3σg state in a coplanar geometry was set to unity, and all data were then inter-normalised
to this peak as discussed in the text.
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data sets a symmetric geometry was chosen, so that θ1 = θ2 = θ. The measurements at each

angle θ were then averaged, and their respective uncertainties calculated from the standard

error on the mean. In each data set the cross sections were inter-normalised to the peak of

the 3σg in a coplanar geometry as discussed above. All experimental TDCS measurements

at any given energy were hence placed on a common scale. The energy of the electrons

emitted from the electron gun were calibrated against the 19.337 eV elastic resonance

in helium [17], whereas the energies of the scattered and ejected electrons detected by

the electron energy analysers were determined from inelastic scattering resonances in this

target. Helium was chosen for this calibration as its resonances are very well known [18],

and since it has no ro-vibrational structure. These energy calibrations were carried out both

before and after each set of measurements were made, so as to allow for any variation in the

spectrometer operating condi- tions over time. The typical operating pressure in the vacuum

chamber during data accumulation was ∼ 2 × 10−5 torr, with a base pressure of 1 × 10−7

torr. The incident electron beam current was set at ∼200 nA so that the coincidence signal

could be easily resolved from the background. The timing window of the time-to-amplitude

converter was set to 500 ns, and a delay time of ∼300 ns was added to the stop signal

so that the coincidence peak was positioned close to the centre of the timing spectrum.

The spectrometer operated under computer control, the analyser tuning conditions being

optimised each time the analysers were moved to a new angle. In this way changes in the

operating conditions of the spectrometer as the experiments proceeded could be minimised.

Full details of the computer control and optimisation systems used in these experiments can

be found in [19].

3. THEORY

We have used three different theoretical models to calculate the TDCS for the N2

molecule—the molecular three-body distorted wave (M3DW) approximation, the distorted

wave Born approximation (DWBA), and the DWBA using the Ward–Macek (WM) approx-
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imation for the final state electron–electron interaction, which is normally called the post-

collision interaction (PCI). All these approaches have been described in detail previously

in several references [2, 3] and [7, 11, 20, 21]. Here we will only give a brief summary of

the models to show their differences and similarities. Because the DWBA is a special case

of the more general M3DW approximation, we will start our discussion with the M3DW.

3.1. The M3DW Approximation. M3DW

The M3DW direct scattering T-matrix can be written as,

T M3DW
dir = 〈Ψ f |W |Ψi〉 (1)

Here Ψ f and Ψi are the final- and initial-state wave functions for the system respectively,

andW is the perturbation. The initial-state wavefunctionΨi is approximated as a product of

a distorted wave function χ+0 (r1) for the incoming electron (the projectile) times the initial

Dyson bound state wavefunction φDy (r2) for the target N2 molecule which is averaged over

all molecular orientations.

Ψi = χ+0 (r1)φDy (r2) (2)

The final-state wavefunction Ψ f for the two outgoing electrons, called the scattered

and ejected electrons for convenience, is approximated as a product of two final-state

continuum electron distorted waves (χ−1 (r1) and χ−2 (r2) ), and the Coulomb interaction

between the outgoing electrons (C12(r12, k12)), so that

Ψ f = χ−1 (r1) χ−2 (r2) C12(r12, k12) (3)

where

C12(r12, k12) = e−πγ/2Γ(1−iγ)1F1(iγ,1,−i[k12r12+k12•r12]) (4)

Here Γ(1 − iγ) is a gamma factor, 1F1 is a confluent hypergeometric function, r12 is the
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relative distance between the two electrons, ν12 is the relative velocity between the two

continuum electrons, and k12 = µν12 where k12 is the relative momentum, µ = 1
2 is the

reduced mass for the two electrons in atomic units, and γ = 1
/
ν12 is the Sommerfeld

parameter. When the PCI term is included directly in the final state wavefunction, PCI is

included to all orders of perturbation theory. Finally the perturbation W is given by,

W = V −Ui (5)

where V is the exact initial state interaction between the neutral molecule and the pro-

jectile (in this case the incident electron), and Ui is an initial state spherically symmetric

approximation for V .

With these approximations, the direct M3DW T-matrix becomes

T M3DW
dir = 〈χ−1 (r1) χ−2 (r2) C12(r12, k12) |W | χ+

i
(r1) φDy (r2)〉 (6)

The M3DW approximation has been shown to give very good agreement with experiment

for ionization of H2 [7, 22] for energies down to threshold and for N2 [14, 20, 23, 24] for

higher incident energy electrons.

3.2. The DWBAApproximation. In the T-matrix of the standard DWBA approxi-

mation, the interaction between the two continuum electrons in the final state C12 is omitted

in the approximation for the final-state wavefunction. Thus the DWBA T-matrix is

T M3DW
dir = 〈χ−1 (r1) χ−2 (r2) C12(r12, k12) |W | χ+

i
(r1) φDy (r2)〉 (7)

In the DWBA, PCI is included only to first order.

3.3. DWBA. The DWBA Approximation In this approximation, the Ward-Macek

(WM) approximation for PCI has been used [25] for the Coulomb interaction of Equation

(4). In the WM approximation, the term [k12r12 + k12 • r12] in the hypergeometric function
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is replaced by 2k12rave
12 , where rave

12 is the average value of the electron-electron separation.

CW M
12 (rave, k12) = e

−πγ
2 Γ(1 − iγ)1F1(iγ, 1,−2ik12rave) (8)

Since this factor does not depend on the coordinates being integrated, it can be

factored from the integral in the T-matrix and the direct WM T-matrix becomes

TW M
dir = CW M

12 (rave, k12) 〈χ−1 (r1) χ−2 (r2) |W | χ+
i

(r1) φDy (r2)〉 (9)

or

TW M
dir = CW M

12 (rave, k12) T DW BA
dir (10)

Finally in all three models, the triple differential cross section (TDCS) in atomic

units can be written as,

T DCS =
d5σ

dΩ 1dΩ 2dE2
=

1
(2π)5

k1k2
ki

( |Tdir |
2 + |Texc |

2 + |Tdir − Texc |
2) (11)

Here ki, k1, and k2 are the magnitudes of the momenta of the initial, the scattered, and

the ejected electrons, respectively and Texc is the exchange T-matrix which is calculated

similar to Tdir except that the two final state electrons are interchanged in the final state

wavefunction Ψ f .

4. COMPARISON OF THEORY TO EXPERIMENT

Figures 3–5 show the complete set of data compared to the three different models

described in section 3. Figures 3 and 4 show results when E1 = E2, whereas Figure 5 shows

data when E1 , E2. Figure 3 is for outgoing electron energies of 4.6 eV ± 0.5 eV, Figure

4 shows results when E1 = E2 = 9.7 eV , and Figure 5 shows results for E1 = 14.5 eV ,

E2 = 4.6eV . In all cases θ1 = θ2 = θ.
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Since the experiments did not measure an absolute cross section, the maximum

in the data for the 3σg state has been normalised to the peak of the M3DW theory in a

coplanar geometry at each energy. All other experimental data in each Figure were then

inter-normalised to this peak, as described above. The common point at θ1 = θ2 = 90◦ is

highlighted with a red circle in each Figure. The calculated theoretical cross sections are all

on an absolute scale, and so they could be directly compared to each other. Nine sets of data

are shown in each Figure. The first column shows the results from ionizing the 3σg state

for (a) ψ= 0◦, (b) ψ= 45◦ and (c) ψ = 90◦. The middle column shows results from the 1πu

state, whereas the final column shows results from the 2σu state. The M3DW calculation is

shown as a solid black curve, the DWBA calculation is shown as a red coarse-dashed curve,

and the calculation that includes the WM interaction term for PCI is shown as a blue finely-

dashed curve. In all cases when the outgoing electrons have equal energy (as in Figures 3

and 4), PCI between the electrons force the TDCS to be zero at q = 0◦ and 180◦. This can

be seen most clearly for both the M3DW and WM models.

Figure 3 shows the results for outgoing electron energies of 4.6 eV± 0.5 eV plotted on

a logarithmic scale. The coplanar data for the 3sg state indicate that the TDCS is dominated

by forward scattering in this geometry, with the peak in the cross section being found at

θ − 45◦. A minimum occurs at θ − 90◦ and the cross section then increases again at higher

scattering angles. When the incident electron beam is raised out of the plane, the measured

TDCS is no longer dominated by forward scattering. The 3σg data for ψ = 45◦ indicates

that the elec- trons are preferentially back scattered at this energy, with the cross section

being relatively uniform as the scattering angle changes. The TDCS in the perpendicular

plane must be symmetric around q = 90◦, and this is borne out in the data. As for the results

at ψ = 45◦, the measured TDCS shows little structural change under these conditions, and

is largely uniform in magnitude over a wide range of scattering angles. The experimental

data for the 1pu state follows a similar trend to that of the 3σg state, with a maximum in

the forward direction for a coplanar geometry, and a slight backscattering dominance when
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Figure 3. Normalised TDCS data for outgoing electron energies of 4.6 eV± 0.5 eV in (a)
a coplanar geometry, (b) for the incident electron at 45◦ to the detection plane, and (c) for
the perpendicular geometry. The peak of the experimental data for the 3σg state are set
equal to that of the M3DW calculations. The coplanar data for the 1πu and 2σu states are
then set relative to the 3σg state using the binding energy spectra in Figure 2. The common
normalisation point when θ1= θ2 = 90◦ is then used to inter-normalise all data sets which
are plotted on a logarithmic scale

ψ = 45◦. The coplanar forward peak and backscatter peaks are however not as pronounced

as for the 3σg state. By contrast, the data from the 2σu state changes little as the incident

electron beam direction is changed. In all cases the TDCS measurements for this state are

relatively uniform as the scattering angles changed in the experiment, indicating that the

scattering dynamics from the 2σu state has no particular preference for either forward or

backward scattering. The theoretical calculations at this energy show a very different trend

to the experimental data. The DWBA calculation does not include PCI to all orders, and

the large difference between this calculation and the data clearly shows the importance of

its inclusion. In all cases the DWBA theory over-estimates the cross section, and predicts

features that are not seen in the data. Inclusion of theWM interaction significantly improves
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Figure 4. Normalised TDCS data for outgoing electron energies of 9.7 eV ± 0.5 eV taken
in (a) a coplanar geometry, (b) for the incident electron at 45◦ to the detection plane, and
(c) for a perpendicular geometry. The peak of the experimental data for the 3σg state are
set to that of the M3DW calculations at this energy. The data are then inter-normalised as
described in Figure 3.

the results compared to experiment, however once again this calculation predicts structures

that are not observed. The WM theory does however produce peaks that are in the same

position as the data in non-coplanar geometries.

The M3DW calculation includes the effects of PCI exactly, and so it would seem

that it should provide the most accurate estimate of post-collisional interactions. Somewhat

surprisingly this calculation does not improve the results from the WM theory, but rather

predicts structures that are in disagreement with the data in all cases. This theory predicts

that the TDCS should be dominated by a peak near θ = 90◦, as was found for helium at similar

energies [26]. It would appear that at these energies the M3DW theory is including PCI

too strongly, compared to other scattering processes that lead to ionisation. In earlier works

for low energy ionisation of H2, we also found that the M3DW overestimated the effects of

PCI and that the WMmodel agreed better with experiment [7]. It is also interesting to note
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Figure 5. Normalised TDCS data for outgoing electron energies of 4.6 eV ± 0.5 eV and
14.5 eV ± 0.5 eV taken in (a) a coplanar geometry, (b) for the incident electron at 45◦ to the
detection plane, and (c) for the perpendicular geometry. The peak of the experimental data
for the 3σg state are set to that of the M3DW calculations at this energy. The data are then
inter-normalised as described in Figures 3 and 4.

that the M3DW calculation predicts a maximum when θ = 90◦ in the perpendicular plane,

in contrast to the WM and DWBA theories that predict a minimum. Figure 4 details the

results for equal outgoing electron energies of 9.7 eV ± 0.5 eV, and show a much improved

comparison between theory and experiment, particularly for the M3DW calculation. Once

again for the 3σg and 1πu states, forward scattering dominates in a coplanar geometry. The

data for ψ = 45◦ also has more structure than at the lower energy for these states. In the

perpendicular plane the data are again broadly featureless as a function of scattering angle,

although the data from the 1πu state appears to have two broad peaks with a minimum at

θ = 90◦. The data for the 2σu state again shows very little change with either scattering

angle or incident angle at this energy. At this energy the DWBA theory again fails to predict

the measured TDCS, however inclusion of the WM approximation for PCI now greatly

improves this comparison. The M3DW calculation is the most accurate in the coplanar
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geometry, with the calculation closely emulating the data for both the 3σg and 1πu states.

None of the calculations predict the results for the 2σu state in this geometry. As the

incident electron beam is raised out of the scattering plane the calculations more closely

emulate the magnitude of the data compared to the lower energy results in Figure 3. The

WM calculation more closely emulates the data for both the 3σg and 1πu states under these

conditions, although none of the calculations predict the data accurately. The calculations

for the 2σu state do not agree with the data for any of the incident electron angles.

The final set of results for all three states shown in Figure 5 relax the ‘doubly

symmetric’ conditions of the experiment and choose different energies of the outgoing

electrons, with E1 = 14.5 eV and E2 = 4.6 eV. The incident electron energies are hence

similar to that chosen for the measurements in Figure 4, with the incident energies set by

fitting to the data in the binding energy spectrum under these conditions. Once again the

data for the 3σg and 1πu states in a coplanar geometry are dominated by forward scattering,

however the peaks are less pronounced than when the outgoing electron energies are equal.

The results when ψ = 45◦ for these states lie somewhere between those found in Fgures 3

and 4, whereas the data in the perpendicular plane is once again broadly featureless as the

scattering angle changes. The data for the innermost 2σu state again shows little variation

as both q and ψ are varied. The DWBA calculation once more fails to predict the data,

whereas the WM calculation now agrees most closely with the results from experiment for

the 3σg and 1πu states. The M3DW calculation again appears to overestimate the effects

of PCI, producing a dominant peak at ψ = 90◦ in the perpendicular plane that is not seen in

the data. Both WM and M3DW calculations predict a higher coplanar cross section in the

backward direction than is found in the data. The WM calculation more closely emulates

the data under non-coplanar conditions. In all cases the calculations again do not predict

the results from the 2σu state. The final set of results shown in Figure 6 are for ionisation

from the 3σg state at an incident energy ∼40 eV above the ionisation potential, to ascertain

how each model compares to experiment at this higher energy. No data were taken for the
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Figure 6. Normalised TDCS data for equal outgoing electron energies of 20 eV ∼ 0.5 eV
taken in (a) a coplanar geometry, (b) for the incident electron at 45◦ to the detection plane,
and (c) for the perpendicular geometry. The peak of the experimental data for the 3σg state
are set to that of the M3DW calculations at this energy. The data are then inter-normalised
to the common point.

1πu or 2σu states under these conditions. There is an overall improvement in the coplanar

geometry compared to the results at lower energies, particularly in the forward direction

where both M3DW and WMmodels closely emulate the position of the peak in the TDCS.

This comparison is less satisfactory at higher scattering angles in this plane. By contrast,

the DWBA model agrees most closely with the data for ψ = 45V , with both M3DW and

WM models underestimating the cross section under these conditions. The agreement for

all models is better in the perpendicular plane, although all underestimate the cross section

when compared to the data. Overall, it appears that the models are becoming progressively

more accurate as the incident energy increases.
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5. DISCUSSION AND CONCLUSIONS

The results from these experiments on N2 show that the ionisation cross-section is

very sensitive to both the state from which the ionisation occurs, and the collisional energy

of the interaction. The data have been presented over a range of angles from a coplanar

geometry through to the perpendicular plane, allowing the data at any given energy to be

normalised to a single point. Binding energy spectra were also taken that allowed data

from the outermost 3σg, 1πu and 2σu states to be inter-normalised. These data have been

presented for out- going electron energies E1 = E2 = 4.6 eV, E1 = E2 = 9.7 eV and E1 =

14.5 eV, E2 = 4.6 eV. Calculation based upon distorted wave methods have also been shown,

with three different theories showing the sensitivity of PCI to the scattering process. The

importance of post collisional interactions in the model have been demonstrated, with both

the WM approximation and a full three-body calculation having been used. It is found

that in some cases the full three-body calculation overestimates the effects of PCI, and that

the WM approximation proves more accurate. A similar observation was found in earlier

low energy ionisation of H2. Theory more closely approaches the data as the energy is

increased, and so it will be interesting to see if further increases in the energy will improve

these comparisons. Additional experiments to test this hypothesis are currently underway.
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ABSTRACT

We report a combined experimental and theoretical study on the electron-impact

ionization of water (H2O) at the relatively low incident energy of E0 = 81 eV in which either

the 1b1 or 3a1 orbitals are ionized leading to the stable H2O+ cation. The experimental

data were measured using a reaction microscope, which can cover nearly the entire 4π solid

angle for the secondary electron emission over a range of ejection energies. We present

experimental data for the scattering angles of 6◦ and 10◦ for the faster of the two outgoing

electrons as function of the detection angle of the secondary electron with energies of 5 eV

and 10 eV. The experimental triple-differential cross sections are internormalized across
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the measured scattering angles and ejected energies. The experimental data are compared

to predictions from two molecular three-body distorted-wave approaches. One applying

the orientation-averaged molecular orbital (OAMO) approximation and one using a proper-

average (PA) over orientation-dependent cross sections. The PA calculations are in better

agreement with the experimental data than the OAMO calculations, for both the angular

dependence and the relative magnitude of the observed cross section structures.

1. INTRODUCTION

Electron-impact ionization dynamics of atoms and molecules have been of great

interest from both theoretical and experimental points of view. It plays a crucial role in a

variety of scientific and practical applications ranging from radiation chemistry and biology

to astrophysics and atmospheric sciences [1, 2]. It has been discovered recently that low-

energy electrons can significantly induce DNA strand breaks via the dissociative electron

attachment resonances and a superposition of various nonresonant mechanisms related to

excitation dissociation and ionization processes [3, 4].

The water molecule (H2O) is important in this respect, since it is ubiquitous on earth

and surrounds all biological matter. Understanding the ionization dynamics requires a de-

tailed knowledge of the interaction probabilities (i.e. the cross sections). A comprehensive

way of characterizing the electron-impact ionization dynamics is to detect the two outgoing

electrons in coincidence, the so-called (e,2e) studies [5, 6], which determine the momentum

vectors of all final-state particles. The quantity measured in the (e, 2e) experiments is the

triple-differential cross section (TDCS), i.e., a cross section that is differential in the solid

angles of both electrons and the energy of one of them. The energy of the other electron

is given by energy conservation [7, 8]. Such kinematically complete experiments serve as

a powerful tool to comprehensively test theoretical models that account for the quantum

few-body dynamics which are important to aid in the development of theoretical models

and to provide the input parameters in Monte Carlo simulation in medical radiation therapy.
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In recent years, theory has made tremendous progress in describing the electron-

impact ionization dynamics of simple atoms and molecules, see e.g. [9, 10, 11, 12, 13, 14,

15, 16, 17]. Much more challenging, however, is the treatment of more complex targets, like

heavy atoms and molecules. Electron-impact ionization dynamics of the water molecule

has been previously studied by the Lohmann group in the coplanar asymmetric geometry

at E0 = 250 eV using a conventional (e, 2e) spectrometer to examine ionization of the 2a1,

1b2, 3a1 and 1b1 states of H2O [18]. Murray and coworkers performed coplanar symmetric

and asymmetric (e, 2e) studies for the 1b1 state of H2O [19] and symmetric coplanar and

non-coplanar studies for the 3a1 state of H2O at low impact energies [20]. Several models

have been developed to describe the ionization dynamics of H2O. The agreement between

theories and experiments, however, is not as good as results for the ionization of simple

targets, see e.g. [18, 19, 20, 21, 22, 23, 24, 25, 26]. Recent calculation of (e, 2e) on CH4

using the molecular three-body distorted-wave approximation found that the method with

proper averages (PA) is in much better agreement with experiment than the orientation-

averaged molecular orbitals (OAMO) calculations [27]. On the other hand, experimental

techniques were recently developed that allow for simultaneously accessing a large fraction

of the entire solid angle and a large range of energies of the continuum electrons in the

final state [28, 29], the entire angular acceptance for the slow ejected electron within

the scattering plane [30] and, more recently, the measurements of internormalized cross

sections [13, 31, 32] which makes the data relatively absolute. Thus, theories can be tested

significantly more comprehensively over a large range of the final state phase space.

In the present work, we perform a kinematically complete study of electron-impact

ionization of H2O at low projectile energy (E0 = 81 eV). Ionization of either the 1b1 or 3a1

orbitals is observed (we do not resolve the individual states) where the residual ion is stable

and does not dissociate.

e0 + H2O → H2O+ + e1 + e2 (1)
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The TDCSs were measured by covering a large part of the full solid angle for the emit-

ted electron. Since the experimental data are internormalized for different kinematical

situations, a single common scaling factor is sufficient to fix the absolute value of all

the experimental data which then can be compared with the theoretical predictions. The

measurements reported here cover two ejected-electron energies (E2 = 5.0 eV and 10.0 eV)

and two projectile scattering angles (θ1 = 6◦ and 10.0◦). The experimental data are com-

pared with theoretical predictions from two different versions of the molecular three-body

distorted-wave approximation (M3DW). While both include the final state post collision

interaction (PCI) exactly, they treat the averaging over spatial molecular alignment with

different degrees of sophistication [27].

This paper is organized as follows. After a brief description of the experimental

apparatus in Section 2, we summarize the essential points of the two theoretical models

in Section 3. The results are presented and discussed in Section 4, before we finish with

the conclusions in Section 5. Unless specified otherwise, atomic units (a.u.) are used

throughout.

2. EXPERIMENTAL METHOD

The experiment was performed using a reaction microscope [28] that was specially

built for electron-impact ionization studies. It was recently updated with a pulsed photo-

emission electron gun [33, 34]. Since details of the experimental setup can be found

in [28, 33, 34], only a brief outline will be given here. The well-focused (≈ 1 mm diameter),

pulsed electron beam with an energy of E0 = 81 eV is crossed with a continuous supersonic

gas jet, which is produced using a 30 µm nozzle and two-stage supersonic gas expansion.

Here, helium gas with a partial pressure of 1 bar mixed with water vapor with a partial

pressure of about 400 mbar was used. The electron beam is generated by illuminating a
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tantalum photocathode with a pulsed ultraviolet laser beam (λ = 266 nm, ∆t < 0.5 ns). The

energy and temporal width of the electron pulses are about 0.5 eV (∆E0) and 0.5 ns (∆t0),

respectively.

Homogeneousmagnetic and electric fields guide electrons and ions from the reaction

volume onto two position- and time-sensitive microchannel plate detectors that are equipped

with fast multi-hit delay-line readout. The projectile beam axis (defining the longitudinal

z-direction) is aligned parallel to the electric andmagnetic extraction fields. Therefore, after

crossing the target gas jet, the unscattered primary beam reaches the center of the electron

detector, where a central bore in the multichannel plates allows it to pass without inducing

a signal. The detection solid angle for H2O+ ions is 4π. The acceptance angle for detection

of electrons up to an energy of 15 eV is also close to 4π, except for the acceptance holes at

small forward and backward angles where the electrons end up in the detector bore.

Experimental data are recorded by triple-coincidence detection of two electrons (e1

and e2) and the H2O+ cation. The three-dimensional momentum vectors and, consequently,

kinetic energies and emission angles of final-state electrons and ions are determined from the

individually measured time-of-flight and position of particles hitting on the detectors. The

electron binding energy (EB = E0 − E1 − E2) resolution of ∆EB ≈ 2.5 eV has been obtained

in the present experiment. Since the complete experimentally accessible phase space is

measured simultaneously, all relative data are cross-normalized and only a single global

factor fixing the absolute scale is required in comparison of theory and experiment [13, 31,

32].
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3. THEORETICAL MODELS

We used two theoretical methods to describe the present electron-impact ionization

process. Although they have been described previously [35, 36, 37, 38] we summarize

the essential ideas and the particular ingredients for the current cases of interest in order to

make this paper self-contained. More detailed information can be found in the references

given. The direct-scattering amplitude is given by:

Tdir = 〈χ
−
a (ka, r0) χ−b (kb, r1)Cab(r01)︸                                ︷︷                                ︸

Final State

|W | φDy (r1, R) χ+i (ki, r0)︸                    ︷︷                    ︸
Intial State

〉 (2)

where ki, ka and kb are the wave vectors for the initial, scattered, and ejected electrons,

respectively, χ+i (ki, r0) is an initial state continuum distorted wave and the (+) indicates

outgoing wave boundary conditions, χ−a (ka, r0), χ−b (kb, r1) are the scattered and ejected

electron distorted waves with incoming wave boundary conditions, and the factor Cab(r01)

is the final state Coulomb-distortion factor between the two electrons – normally called

the postcollision interaction (PCI). The perturbation W = Vi − Ui , where Vi is the initial

state interaction potential between the incident electron and the neutral molecule, and

Ui represents the spherically symmetric interaction between the projectile and the active

electronwhich is used to calculate the initial state distortedwave χ+i (ki, r0) . Here φDy (r1, R)

is the initial bound-state wave function, which is commonly called the Dyson molecular

orbital, for the active electron and it depends both on r1 and the orientation of the molecule

which is designated by R. The triple differential cross section (TDCS) for a given orientation

R with respect to the laboratory frame can be obtained from

σT DCS (R) =
1

(2π)5
kakb

ki

(
|Tdir (R) |2 + |Texc(R) |2 + |Tdir (R) − Texc(R) |2 (3)
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where the exchange-scattering Texc is calculated similar to Tdir except that the particles 1

and 2 are interchanged in the final state wave function. To take the proper average (PA)

over all molecular orientations [37], the TDCS is calculated for each orientation and then

averaged over all possible orientations so that

σPA =

∫
σT DCS (R)dΩR∫

dΩR
. (4)

The only term in the integral for the T-matrix that depends on the orientation is the

Dysonwave function. In the OAMO (orientation averagedmolecular orbital) approximation

[35], we average thewave function over all orientations and thenwe calculate a single TDCS.

This approximation saves a lot of computer time since the PA needs thousands of processors

to do a single calculation whereas the OAMO needs less than hundred.

4. RESULTS AND DISCUSSION

Water (H2O) contains 10 electrons and has five molecular orbitals: 1a1, 2a1, 1b2,

3a1 and 1b1. The reported valence electron binding energies of water monomer are 32.4 eV,

18.7 eV, 14.8 eV and 12.6 eV corresponding to (2a1)−1, (1b2)−1, (3a1)−1 and (1b1)−1 states,

[39] respectively. We study electron-impact ionization of H2O with the formation of the

stable H2O+ cation which results from the ionization of either the 1b1 or 3a1 orbitals.

In the present experiment the 1b1 and 3a1 orbitals are not resolved due to the limited

binding energy resolution, thus, the experimental data respresent the summed TDCS for

the ionization of the 1b1 and 3a1 orbitals of H2O. Figure 1 shows the experimental and

theoretical TDCS for ionization of H2O by 81 eV electron-impact as three-dimensional

(3D) polar plots for a projectile scattering angle of θ1 = −10◦ as a function of the emission

direction of a slow ejected electron with E2 = 10 eV energy. Panel (a) corresponds to the

experimental data, while panel (b) shows the calculated result from the OAMO method.

The projectile enters from the bottom with momentum ki and is scattered to the left with
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TDCS: Water (H2O)

E0 81 eV, 

1 10 , 
E2 10 eV

binary
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Figure 1. Summed TDCS for experiment (top panel) and OAMO theory (bottom panel)
presented as 3D images for electron-impact (E0 = 81 eV) ionization of 1b1 and 3a1 orbitals
of H2O. The scattering angle is θ1 = −10◦, and the ejected electron energy is E2 = 10 eV.

momentum ka (hence the minus in the notation for the scattering angle). (Xueguang, We

have 2 different definitions of momentum and we would prefer to use k since this is what we

have done for a long time.) These two vectors define the scattering (xz) plane, as indicated

by the solid frame in panel (a). The momentum transfered to the target q = ki − ka, is

also shown on the figures.

In these 3D-plots, the TDCS for a particular direction is given as the distance from

the origin of the plot to the point on the surface, which is intersected by the ejected electron’s

emission direction. The kinematics chosen displays exemplarily the principal features of

the emission pattern: it is governed by the well-known binary and recoil lobes. The binary

lobe is oriented roughly along the direction of the momentum transfer q, which would
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corresponds to electrons emitted after a single binary collision with the projectile. In the

opposite direction the recoil lobe is found, where the outgoing slow electron, initiallymoving

in the binary direction, additionally backscatters in the ionic potential. For ionization

from p-orbitals, the binary peak often exhibits a minimum along the momentum transfer

direction and there is a small minimum seen in the experimental data. This is the result

of the characteristic momentum profile of the p-like 1b1 and 3a1 orbitals of H2O that has

a node for vanishing momentum [39]. Comparing the experimental data to the theoretical

result, we see that the OAMO theory overestimates the size of the binary peak relative to the

recoil peak for the case shown. Furthermore, the minimum along the momentum transfer

direction indicated in the experimental pattern is not present in the theoretical result. For

the PA calculation no full 3D image was obtained since this theory is orders of magnitude

computationally much more expensive and so calculations were restricted to major cutting

planes which are discussed in the following. However, the PA approach does predict a

minimum similar to the experimental data.

For a quantitative comparison between experiment and both the OAMO and PA

methods, the cross sections in three orthogonal planes are presented in Figures 2−4. These

are cuts through the 3D TDCS image as indicated in Fig. 1(a) by the solid, dashed and

dotted frames. The experimental data represent the summed TDCS for the ionization of

both the 1b1 and 3a1 orbitals of H2O while for theories, both the summed cross sections

as well as the separate 1b1 and 3a1 cross sections are shown in Figures 2−4. The studied

kinematical conditions correspond to projectile scattering angles of θ1 = −6◦ and −10◦, and

to ejected electron energies of E2 = 5 eV and 10 eV, respectively. The scaling factor used

to normalize the experimental data to the theories was found by achieving a good visual fit

of experiment and the PA calculations for the TDCS in the scattering plane at θ1 = −10◦

and E2 = 10 eV (Fig. 2(h)). This factor was subsequently applied to all other kinematics
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and planes, i.e., the experimental data are consistently cross-normalized to each other. The

OAMO theoretical results are multiplied by a factor of 10 in order to compare with the

results from experiment and PA calculations.

Figure 2 shows the results for detection of the secondary electron in the scattering

plane, i.e., the xz-plane of Fig. 1(a). It is obvious that, for the TDCS summed over 1b1

and 3a1 orbitals, as can already be seen in the 3D plot, the OAMO strongly overestimate

the size of the binary peak relative to the recoil peak. While both theories predict a

double binary peak for all four cases, the PA calculations have a broader double binary

peak with a minimum near the momentum transfer direction which is in better agreement

with experiment. For the OAMO results, the second peak is much smaller and shifted to

much larger angles. In experiment, the double binary lobes are visible only for θ1 = −6◦

and E2 = 5 eV as well as for θ1 = −10◦ and E2 = 10 eV. While both the OAMO and

PA results predict a single peak structure for the recoil lobe, PA predicts a shoulder at the

large angle side consistent with the experimental data. Although the cross section close

to 180◦ cannot be accessed experimentally, the available data suggest a very broad recoil

peak similar to PA especially for θ1 = −10◦ and E2 = 5 eV. Overall, regarding the relative

angular dependence of the TDCSs, The PA is in much better agreement with experiment

than the OAMO.

It can be seen in Figure 2 that the two theories differ strongly from each other

especially for the separate 1b1 calculations. The OAMO TDCS for ionization of the 1b1

orbital shows a much stronger binary peak than recoil peak while the PA results exhibit

a stronger recoil peak than binary peak consistent with the experimental data. Both the

OAMO and PA results have double binary peaks with minimum shifted to larger angles than

the momentum transfer direction. However, the OAMO minimum is shifted to much larger

angles and the PA minimum is closer to experiment for the cases where experiment sees

a double binary peak. On the other side, the predicted patterns for 3a1 are rather similar

between OAMO and PA with a small binary peak and larger recoil peak.
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Figure 2. Experimental and theoretical triple-differential cross sections (TDCS) for
electron-impact (E0 = 81 eV) ionization of 1b1 and 3a1 orbitals of H2O presented as a
function of the ejected electron (e2) emission angle at scattering angles θ1 = −6◦ and
θ1 = −10◦ for ejected-electron energies E2 = 5 eV (left column) and E2 = 10 eV (right
column). Experimental data (open circles with error bars) are the summed TDCS and
theoretical calculations (lines) for the summed and the separate 1b1 and 3a1 TDCS are
obtained by OAMO (top two rows) and PA (bottom two rows) methods. The magnitude of
OAMO calculations have been multiplied by a factor of 10. The vertical arrows indicate
the momentum transfer direction, q and its opposite, −q. The results are for the scattering
plane, i.e., the xz-plane of Fig. 1(a).
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Figure 3. Same as Figure 2 for the “half-perpendicular” plane, i.e., the yz-plane of Fig. 1(a).

Figure 3 shows a comparison between experiment and theory for the yz-plane (half-

perpendicular plane). For this plane, symmetry considerations require the cross sections

to be symmetric about 180◦, which can indeed be seen in both theory and experiment. In

experiment, there is an indication of a three-lobe structure for all the cases. It can be seen

in the 3D plot of Figure 1(a) that this plane cuts through the binary peak which results

two symmetric maxima in the ranges θ2 = 30◦ − 90◦ and θ2 = 270◦ − 330◦, respectively.
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Figure 4. Same as Figure 2 for the “full-perpendicular” plane, i.e., the xy-plane of Fig. 1(a).

In addition, the recoil lobe gives rise to the central maximum at θ2 = 180◦. Concerning

the central peaks, the PA is in much better agreement with experiment than the OAMO.

Here, the OAMO predicts a minimum or a flat distribution at θ2 = 180◦ except for the case

of θ1 = −6◦ for E2 = 10 eV. In all panels, the predicted cross sections are significantly

smaller than observed experimentally for θ2 ≤ 90◦ and, by symmetry, for θ2 ≥ 270◦. Both

PA and OAMO underestimate the out-of-the scattering plane size of the binary lobes. It
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is again interesting to note that significant discrepancies are seen between OAMO and PA

in particular for the separate 1b1 calculations where the OAMO exhibits a minimum at

θ2 = 180◦ with two maximums at about 120◦ and 240◦ while the PA predicts a strong

maximum at θ2 = 180◦ with two side peaks at about 90◦ and 270◦. The calculations for 3a1

are again rather similar between OAMO and PA.

Figure 4 shows the comparison between experiment and theories for the full-

perpendicular plane (i.e., the xy-plane). Here, the experimental angular acceptance covers

the entire 0◦ − 360◦ range, but the cross sections are again symmetric with respect to 180◦.

The binary and recoil peaks are observed in the vicinity of φ2 = 0◦ and 180◦, respectively.

The two theories in this case agree rather well in shape for the summed and the separate 1b1

and 3a1 TDCS, and they are in rather good agreement with the experimental data, except

that the relative intensity of the recoil peaks are too low for Figure 4(b) and too high for

Figure 4(c) in the OAMO curves.

5. CONCLUSIONS

We have reported a comprehensive study of the electron-impact ionization dynamics

of H2O for a projectile energy of 81 eV. Experimentally, the three-dimensional momentum

vectors of the final-state particles are determined for a large part of the solid angle for the

slow emitted electron. Thus, full three-dimensional representations of the cross sections

are accessible. The summed triple-differential cross sections for ionization of 1b1 and

3a1 orbitals of H2O obtained experimentally were internormalized across the scattering

angles θ1 = −6◦ and −10◦ and ejected electron energies E2 = 5 eV and 10 eV, thus

providing a thorough test for the theoretical models. The experimental data were compared

to predictions from the molecular three-body distorted-wave approximation coupled with

OAMO and PA methods.
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There is overall much better agreement between the PA predictions and the experi-

mental data than the OAMO concerning both the angular dependence of the cross sections

and the relative magnitude over the entire range of angle and energy conditions analyzed.

Noticeable systematic discrepancies occur in the half-perpendicular plane (Fig. 3), where

both OAMO and PA predictions are significantly smaller than that observed experimen-

tally in the angular ranges θ2 ≤ 90◦ and, by symmetry, θ2 ≥ 270◦. In comparison for

ionization of the atomic target Ne, which has the same number of bound electrons as H2O,

the three-body distorted-wave theory reveals an unprecedented degree of agreement with

experiment [13, 31]. The two calculations based on the three-body distorted-wave theory

differ strongly from each other in both the relative shape and the magnitude of the cross

sections. This illustrates the fact that the theoretical treatment of electron-impact ionization

of molecule is more complicated and the results are very sensitive to the details of the model

employed. The present work indicates that it is more accurate to perform a proper average

over orientation-dependent cross sections than to use the orientation-averaged molecular

orbital for calculations. The computational cost of the proper average method, however,

is much higher than the orientation-averaged molecular orbital approximation. OAMO

calculations can be easily performed using less than 100 processors while PA calculations

require several thousand processors!
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ABSTRACT

Low energy experimental and theoretical triple differential cross sections for the

highest occupied molecular orbital of methane (1t2) and for the 2p atomic orbital of neon

are presented and compared. These targets are iso-electronic, each containing 10 electrons

and the chosen orbital within each target has p-electron character. Observation of the

differences and similarities of the cross sections for these two species hence gives insight

into the different scattering mechanisms occurring for atomic and molecular targets. The

experiments used perpendicular, symmetric kinematics with outgoing electron energies

between 1.5 eV and 30 eV for CH4 and 2.5 eV and 25 eV for neon. The experimental data

from these targets are compared with theoretical predictions using a distorted-wave Born

approximation. Reasonably good agreement is seen between the experiment and theory for

neon while mixed results are observed for CH4. This is most likely due to approximations

of the target orientation made within the model.
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1. INTRODUCTION

Electron impact ionization collisions at low energies are important in a number

of fundamental areas. These include plasma etching in industry, to the study of natural

atmospheric phenomena as well as cancer therapy by radiation treatments. In order to

understand the underlying physical process in these areas, a robust understanding of the

collision is necessary. Experimental measurements provide data for specific collision

parameters from a particular target. By developing comprehensive theoretical models of the

collision that are rigorously tested by experiment, accurate predictions for a range of collision

parameters fromamultitude of targets can then bemade. Precise experimental data are hence

required to aid in the development of the theoretical models. (e, 2e) experiments control

the projectile electron momentum and define the momentum of the electrons resulting

from the collision. As such, these kinematically complete experiments provide the most

detailed data against which theory can be compared. This field has provided a rich source

of information on atomic targets, with good agreement being found between experiment

and theory for a range of different atoms. By contrast, the number of molecules that have

been investigated is still relatively small, and new models are currently under development.

This is due to the more complex nature of molecules compared to atoms. Molecules

have spatially distributed nuclei resulting in multiple scattering centers, which means that

the wave-functions associated with the electron distribution within the molecule are not

spherically symmetric. This reduction in symmetry leads to further complications, since

the orientation and alignment of the molecule with respect to the scattering geometry

must also be considered. Additionally, the energy levels within molecules are often more

closely spaced than in atoms, resulting in neighboring orbitals that may not be resolvable

by experiment. Despite these theoretical and experimental challenges, detailed electron

impact ionization studies from molecules have been emerging over the past decade.



208

The molecular target in this current study is methane (CH4), which is the smallest

hydrocarbon and so is a relatively simplemolecule. It has five atoms, with ten electrons. The

molecule has tetrahedral symmetry and only two valence energy levels. The 1t2 level is the

highest occupied molecular orbital (HOMO) and is a triply degenerate, p-like orbital. The

next highest occupied molecular orbital (2a1) has almost spherical symmetry, and has s-like

character. These orbitals are separated in energy by ∼ 9 eV , allowing data to be obtained

from the individual orbitals without contamination. Recent measurements from CH4 using

scattered electron energies of 500 eV have been reported [12] and corresponding distorted

wave Born approximation (DWBA) calculations [22] show good agreement at these higher

energies. The data presented here are low energy triple differential cross sections (TDCS)

using symmetric energy sharing, where both outgoing electrons leave the collision with

equal energy. Perpendicular kinematics were used in which the momentum of the incident

projectile electron is orthogonal to the detection plane containing the two outgoing electrons

(see Figure 1). In order for both outgoing electrons to leave the collision in this plane, it

is necessary for multiple scattering to occur. This geometry hence provides a stringent test

of theory. Additionally, marked differences have been observed between atomic helium

and molecular H2 in this plane, in contrast to results taken in a coplanar geometry where

the cross sections were similar [1]. Since He and H2 have the same number of electrons

and protons, these results indicate that measurements in the perpendicular plane provide

a more sensitive test of the structure of the target than data taken in a coplanar geometry.

To further understand the measurements from CH4, the resulting TDCS is compared with

that from neon. Neon is the iso-electronic atom to CH4, both species having 10 electrons.

By comparing the atomic and molecular cross sections, similarities in the TDCS may be

attributable to a similar electronic structure, while differencesmay arise due to themolecular

nature of the target. A previous study from the NHOMO (2a1) orbital of CH4 in a coplanar

geometry yielded poor statistical accuracy due to very low signal at these energies [16],

and so the TDCS for the outermost orbital of the two species are presented here, i.e., the
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Figure 1. Diagram of the geometry used in this study. A perpendicular geometry (ψ = 90◦)
is defined when the momentum of the incident electron is perpendicular to that of the
outgoing electrons, i.e., the detection plane. In the perpendicular geometry only the mutual
angle (φ = ξ1 + ξ2) is relevant.

1t2 orbital of CH4 and the corresponding 2p orbital of Ne. This paper is structured as

follows. Section 2 describes the pertinent details of the apparatus used to collect the data.

The theoretical framework used to model the collision is then detailed in Section 3. Results

from experimental measurement and theoretical predictions are presented and discussed in

Section 4. Section 5 summarizes this study and maps out future work that is needed.

2. EXPERIMENTAL APPARATUS

The fully computer controlled and computer optimized (e,2e) spectrometer at the

University of Manchester was used in this work. This apparatus has been described else-

where [14] so only the salient points are discussed here. The spectrometer consists of an

electron gun with an energy resolution of ∼ 600 meV , two electron analyzers, a gas jet

and a Faraday cup. The electron analyzers are mounted on individual turntables so that

they can be independently rotated around the interaction region. The detection plane is

defined by these analyzers (see Figure 1). In this study the spectrometer was configured

in a perpendicular geometry where the momentum of the incident electron is perpendicular
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to the detection plane (ψ = 90◦). The data are symmetric as the outgoing electrons were

detected with equal energies, i.e.,E1 = E2, and the only angle of relevance in this plane

is the angle between the analyzers, φ = ξ1 + ξ2. High purity CH4 or neon was admitted

into the interaction region through a gas jet. The flow of the target gas was controlled by

a needle valve. Typical operating pressures for CH4 and Ne were 1.2 x 10−5 Torr and

2.2 x 105 Torr, respectively. Small incident electron beam currents, typically ∼ 120 nA,

were used for CH4 in order to maintain a good signal to background ratio. Higher currents

of 300 nA were used for neon. The spectrometer was operated under computer control

throughout data collection. The electrostatic lenses in the analyzers were optimized at

each new angle to ensure maximum signal. The energy of the incident electron beam was

calibrated at the beginning of each new data set by locating the peak in the coincidence

binding energy spectrum. The two highest occupied molecular orbitals of CH4 are well

separated by ∼ 9 eV . The experimental energy resolution of ∼ 1.4 eV easily ensures there

is no contamination in the measured data from the neighboring orbital, as is often the case

for molecular targets [3, 4, 15]. The data have not been placed on an absolute scale due

to the low energies used in this study. Molecular targets may have a dramatic influence on

the behavior of the electron beam at these energies [17] and so it is not accurate to assume

that the electron beam density remains constant between measurements as the energy is

changed or for different target species, as is essential in the formalization methods applied

by others at higher energies [10, 11]. Consequently, the data presented here are normalized

to unity at the highest data point for each set. Each data set is generated from an average

of many sweeps around the detection plane. The error bars on the TDCS represent the

standard error derived from this average. The uncertainties on the scattering angle are due

to the pencil angle of the incident electron beam, and the acceptance angles of the outgoing

electron analyzers. This is estimated to be ±5◦. The experimental data for neon have been

published previously [18]. The data are re-presented here so that a direct comparison can

be made between the two iso-electronic species.



211

3. THEORETICAL FRAMEWORK

The molecular 3-body distorted wave (M3DW) approximation [or atomic 3-body

distorted wave (3DW) approximation] has been detailed in previous publications [6, 7, 8]

so only a brief outline is given here. The TDCS for the M3DWis giving by

d5σ

dΩadΩbdEb
=

1
(2π)5

kakb

ki
|T |2 (85)

where ~ki, ~ka, and ~kb are the wave vectors for the initial, scattered, and ejected electrons.

The scattering amplitude is given by

Tdir =
〈
χ−a (~ka, r1) χ−b (~kb, r2) Cscat−eject(r12) |V −Ui |φ

OA
DY (r2) χ+i (~ki, r1)

〉
(86)

where r1 and r2 are the coordinates of the incident and bound electrons,χi, χa and χb are

distorted waves representing the incident, scattered, and ejected electrons, respectively, and

φOA
DY (r2) is the initial bound-state Dyson molecular orbital averaged over all orientations.

The molecular wave-functions were calculated using density functional theory along with

the standard hybrid B3LYP (Ref. [13]) functional by means of the ADF 2007 (Amsterdam

Density Functional) program [9] with the TZ2P (triple-zeta with two polarization functions)

Slater type basis sets. For the 1t2 state, the average of the absolute value of the Dyson wave-

function is taken prior to the collision, since the normal average is zero due to parity of the

wave-function.

For the Ne atom, the samematrix element (2) is evaluated except the Dyson orbital is

replaced by a Hartree-Fock 2p wave-function. The factor Cscat-eject (rave 12) is the Ward-

Macek average Coulomb-distortion factor between the two final state electrons [24] V is

the initial state interaction potential between the incident electron and neutral molecule, and

Ui is a spherically symmetric distorting potential which is used to calculate the initial-state

distorted wave for the incident electron χ+i (~ki, r1).
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The Schrödinger equation for the incoming electron wave-function is given by

(T +Ui −
k2

i

2
) χ+i (~ki, r) = 0 (87)

where T is the kinetic energy operator and the “+” superscript on χ+i (~ki, r) indicates outgoing

wave boundary conditions. The initial state distorting potential contains three components

Ui = Us +UE +UC P. Us is the static potential that contains the nuclear contribution and a

spherically symmetric approximation for the interaction between the projectile electron and

the target electrons which is obtained from the quantum mechanical charge density of the

target. UE is the exchange potential of Furness-McCarthy (corrected for sign errors) (Ref.

[5]) which approximates the effect of the continuum electron exchanging with the passive

bound electrons in the molecule. Finally, UC P is the correlation polarization potential of

Perdew and Zunger [20], and Padial and Norcross [19].

The final state for the system is approximated as a product of distorted waves for

the two continuum electrons multiplied by the average Coulomb-distortion factor. The final

state distorted waves are calculated as the initial state, except that the final state spherically

symmetric static distorting potential for the molecular ion (or atomic ion) is used for Us.

4. RESULTS

4.1. Predicted Scattering Signatures using a Classical Mode. A recent inves-

tigation by Al-Hagan et al. [1] considers a simple classical picture of the ionization of

atoms and molecules in the perpendicular plane that is validated using quantum mechanical

calculations. These authors provide an explanation for features observed in the measured

cross sections when the experiments do not determine the orientation of a molecular target.

Predictions were given for (i) atomic targets, (ii) molecular targets that have a nucleus at the

center of mass, and (iii) molecular targets that do not have a nucleus at the center of mass.

Experimental and theoretical data from He, H2, and CO2 with E1 = E2 = 10 eV were
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used in their study. It was predicted that molecules with no nucleus at the center of mass

should produce a minimum contribution to the cross section at angles corresponding to the

outgoing electrons emerging back to back, i.e., at φ = 180◦. This prediction results from

the model averaging over all possible orientations of the molecule prior to the collision (as

is adopted in the calculations used in this paper), so that the nuclear charge appears as a

thin “shell” of charge with a diameter set by the inter-nuclear distance. In these averaging

models, electrons that collide inside the resulting nuclear shell cannot experience any force

from the nuclei, and so only a binary collision will occur (no re-collision from the nucleus

then being possible). In this case the TDCS in the perpendicular plane should only present

peaks at φ = 90◦, 270◦, as was observed for H2. The model further suggests that molecular

targets that do have a nucleus at the center of mass should then yield a backscattering sig-

nature similar to atomic targets, since nuclear re-scattering can then occur. This prediction

was confirmed in their data for CO2, which produced a TDCS similar in structure to that of

helium, with peaks at φ = 90◦, 270◦ (due to binary collisions) and a third peak at 180◦ (due

to re-scattering of one of the electrons from the nucleus). Since CH4 has a carbon atom at

the center of mass of the molecule, this simple classical model predicts that CH4 should

produce a 3-peak TDCS, with significant cross section at φ = 180◦.

4.2. 2p Orbital of Neon. The experimental and theoretical TDCS for the valence

2p orbital of neon are shown in Figure 2. The theoretical data have been calculated

in the DWBA framework. Two curves are shown that represent different calculations.

The first is a basic DWBA calculation (DWBA). The second (3DW) has post-collisional

interactions (PCI) included by using the Ward-Macek approximation.18 The result of an

independent theoretical study by Purohit et al. [21] is also shown for an incident electron

energy 20 eV above the ionization potential. The structure of the data has been discussed

previously. Briefly, a double peak structure is observed at high energies, with a minimum

at φ = 180◦ in contrast to both the prediction of the simple model described in Sec. 4.1,

and the experimental results from helium [18]. As the energy decreases the two peaks
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Figure 2. Experimental and theoretical TDCS for the 2p orbital of neon. Incident energies
of 5 eV to 50 eV above the ionization potential (IP = 21.6 eV ) were used, as indicated
on the plots. Two theoretical predictions are shown for all energies; DWBA with no PCI
included (solid line) and 3DW (dashed line) where PCI is treated using the Ward-Macek
approximation. An additional theoretical curve is shown in (c) following the calculation
of Purohit etal [21]. The experimental and theoretical data have been independently
normalized to unity at the peak of the TDCS for each energy.

move closer together giving a narrower distribution, and the local minimum at φ = 180◦

becomes shallower. At the lowest energy studied here (E1 = E2 = 2.5 eV ), a single peak

is observed. This peak will include a contribution due to PCI between the two outgoing

electrons [23], since at these low energies the longer interaction time between the outgoing

electrons results in them asymptotically being driven apart. It is interesting that the simple

classical picture3 already appears to fail for this target. The absence of a defined peak at

φ = 180◦ may be attributable to the proposed nuclear rescattering mechanism having a

much smaller probability than for helium, compared with the binary mechanism that gives

rise to the peaks on either side. This hypothesis is strengthened by the 3DWmodel that also

predicts a minimum at φ = 180◦, in agreement with the data. From a classical viewpoint,
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it would be expected that nuclear scattering would be weaker for neon since the classical

impact parameters for elastic scattering into the perpendicular plane would be five times

larger for neon than helium. Consequently, it appears that the physical effects leading to

the shape of the cross section is different for this case. The fact that both the DWBA

and 3DW predict a minimum at 180◦ indicated that the minimum is not related to the

electron–electron interaction in the final state. The prediction from the DWBA calculation

(i.e., without PCI) shows unphysically high flux when the electrons emerge at the same

angle, i.e., at the mutual angles φ = 0◦ and φ = 360◦. This clearly shows the importance

of PCI, as is included in the 3DW prediction. PCI can also be attributed to the narrowing

of the TDCS around φ = 180◦ as the energy is lowered. This reduction in width is due to

the electrons that emerge from the interaction region repelling each other. The correlation

between experimental data and the theoretical predictions is interesting. At high energy,

the DWBA calculation predicts the depth of the minimum at φ = 180◦ with more accuracy

than the 3DW calculation, which also predicts too narrow a distribution at these energies.

This may indicate that the contribution due to PCI is too strong in the model. Conversely,

at the lowest energy the 3DW calculation is far more successful at predicting the width of

the distribution. Neither model emulates the success that was found for helium. In addition

to the predictions given here, Figure 2(c) also shows the DWBA calculation by Purohit

et al. [21] This calculation used a spin averaged static exchange potential, includes PCI

via the Gamow factor and employs a polarization potential in the incident channel only.

Only one calculation for neon in the perpendicular plane was reported by these authors,

at outgoing electron energies E1 = E2 = 10 eV . Their calculation predicts a minimum

at φ = 180◦, as is observed. By contrast, their predicted cross section increases in both

directions towards φ = 0◦ and φ = 360◦, and their minimum is broader and deeper than is

seen in the experimental data.
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Figure 3. Experimental and theoretical DWBA TDCS for the 1t2 HOMO state of CH4.
Incident energies of 3 eV to 60 eV above the ionization potential (IP ∼ 14 eV ) were used,
as indicated on the plots. The experimental and theoretical data have been independently
normalized to unity at the peak for each energy.

4.3. 1t2 State ofMethane. The experimental and theoretical TDCS for the HOMO

of CH4 (the 1t2 state), are shown in Figures 3 and 4. Figure 3 compares the data to the

DWBAmodel, whereas Figure 4 shows a comparison with the M3DWmodel. The HOMO

of CH4 is a triply degenerate state consisting of three p-like orbitals. These orbitals have

parity inversion through the center of symmetry, which is also the center of mass in CH4.

To allow for parity inversion, the present models use the absolute value of the orbital

wave-function to generate an averaged wave-function over all orientations of the molecule.
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This is used here since the averaging procedure would produce a zero wave-function

if parity inversion was included. It has been found that the orientationally averaged molec-

ular wave-function used for this state is of reasonably good quality [16][4] when compared

with experimentally measured EMS data [2][24] at high energies. The data show a two-

peak structure at the highest energy used here, i.e., E1 = E2 = 30 eV as shown in Figures

3(a) and 4(a). The peaks are located symmetrically about φ = 180◦, at angles of φ = 110◦

and φ = 260◦. A minimum is observed between the two peaks with a magnitude ∼ 0.45

of the peaks. This is similar to that observed for the valence states of neon, argon, and

krypton [18]. As the energy of the outgoing electrons is decreased, the two peaks remain

approximately in the same position and the local minimum fills in. In Figures 3(d)–(g), the

distribution is wide, flat, and almost featureless. Evidence of a faint triple peak structure

may be observed. As the energy is lowered further the total angular width of the cross

section decreases, and a small two-peak structure is again seen at the two lowest energies.

Here, the two peaks are found at φ = 120◦ and φ = 240◦, and the minimum at φ = 180◦

has an intensity ∼ 0.85 of the peak height. Both DWBA and M3DW models predict well-

resolved triple peak structures at the majority of energies measured. The peak at φ = 180◦

seen in the theoretical results emulates the prediction of the classical model described in

Al-Hagan et al.3 Initially consider the DWBA prediction as in Figure 3. At high energies

the calculation shows unphysical intensity at φ = 0◦ and 360◦, which is due to the absence of

PCI in the model, as seen for neon in Figure 2. The model predicts a triple peak structure at

the lower energies, the width of the cross section being overestimated at almost all energies

by this calculation. The predictions from theM3DW calculation that includes PCI using the

Ward-Macek approximation 18 are shown in Figure 4. In this figure the data are normalized

to unity at the two side peaks. The agreement in width of the TDCS between experiment

and theory is much more satisfactory for all energies, and the unphysical cross section at

φ = 0◦ and 360◦ is now eliminated due to inclusion of PCI. There is, however, a discrepancy

in the number of peaks that are predicted, and the large relative magnitude of the TDCS at
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Figure 4. Experimental and theoretical (M3DW) TDCS for the 1t2 HOMO state of CH4.
The experimental data have been normalized to unity at the maximum intensity, while the
theoretical data are normalized to unity at the side peaks. For details, see text.

φ = 180◦ predicted by the model is not observed. Once again, the TDCS generated by this

model is in good agreement with that expected from the classical model outlined in Sec. 4.1,

with three clearly defined peaks and with a large central peak at φ = 180◦ (as observed

for helium). The magnitude of the predicted peak at φ = 180◦ indicates that rescattering

from the carbon nucleus is much stronger than for the iso-electronic neon atom at similar

energies. This probably results from the fact that the classical impact parameters for elastic

scattering into the perpendicular plane are smaller for the molecule than they are for the

atom. A similar discrepancy regarding the number of discrete peaks predicted by theory

was noted for H2O in the perpendicular plane. In these experiments the excess energy
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remained constant at 20 eV and the energy sharing between the two outgoing electrons was

varied. In the three cases studied for this target, the experimental distribution was relatively

flat as is seen here for CH4, in contrast to theory that predicted a well-defined triple peak

structure.

4.4. Comparison Between the Iso-Electronic Species. The experimental distri-

butions for the two iso-electronic analogues neon and CH4, show some similarities in the

shape of the cross section. Differences, particularly at intermediate and low energies, are

also observed. To summarise; at high energies both targets display a double peak structure.

Also, in both cases the local minimum is filled in as the energy is decreased. For neon,

the width of the distribution narrows as the energy is lowered, and the angular distribution

shows a small flat section at E1 = E2 = 5 eV where the TDCS transitions between a double

peak structure and a single peak. In contrast, the width of the CH4 distribution remains es-

sentially constant until E1 = E2 = 5 eV . The TDCS of CH4 is relatively flat and featureless

over the range of outgoing electron energies from 12.5 eV to 5 eV, while the distributions

for neon always show a double peak structure until E1 = E2 = 5 eV . At the lowest energies

used here, neon presents a single peak, while CH4 shows a shallow double peak structure.

At these energies the width of the CH4 distribution starts to reduce.

Comparison with the theoretical results for these two species show large differences.

For all but the lowest energy, a minimum is predicted at φ = 180◦ for neon. Conversely, a

maximum is predicted at φ = 180◦ forCH4. Indeed, this maximum dominates the predicted

TDCS when PCI is included, in contrast to what is observed in the experiment.

5. CONCLUSIONS

In comparing the theoretical predictions for neon to the data, it is seen that neither

the DWBA nor the 3DW models provide an accurate description over the entire energy

range investigated here. At high energies the DWBA model accurately predicts the depth

of the minimum at φ = 180◦, but overestimates the width of the distribution. At low
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energies inclusion of PCI narrows the width around φ = 180◦ so as to be in reasonably

good agreement with the data, as is expected. In a similar way, inclusion of PCI for CH4

narrows the width of the distribution. This produces good agreement with the width of

the distribution over all energies, although a large peak at φ = 180◦ is predicted that is

not observed. Much better agreement between experiment and theory is found for Ne than

CH4. CH4 is clearly a more complex target than neon. This additional complexity is

reflected in the evolution of the TDCS with energy. The data for neon shows a double

peak at high energies that narrows to a single peak as the energy is lowered. The 3DW

calculation shows the same transition, except the single peak occurs at a higher energy than

experiment. The TDCS for CH4 also starts with a double peak at high energies. The total

angular width of the distribution however remains unchanged until E1 = E2 = 5 eV at

which point the width decreases. The M3DW correctly predicts the width of the peak for

all energies. As the energy is lowered however, the experimental minimum at φ = 180◦

fills in to yield a broad, flat topped distribution while the M3DW predicts a maximum at

φ = 180◦ which becomes larger with decreasing energy. The most obvious discrepancy

between data and theory is the number of clearly resolved peaks predicted for CH4. The

peak at φ = 180◦ is predicted to be significantly enhanced in the M3DW model in contrast

to what is observed. There is perhaps a small triple peak between E = 12.5 eV and 7.5 eV

in the data, however this is poorly defined. It would be interesting to investigate if the

featureless cross section in the data is due to an incoherent summation of cross sections

from the different molecular orientations that occur in the experiment, or if it is due to a

quantum mechanical effect that is not being reproduced in the theory. To establish this,

the model needs to calculate the TDCS for different orientations of the target prior to the

collision, and then average the resulting cross sections over all possible orientations of the

target. This is a challenging and computationally intensive calculation, however it would

provide the most accurate comparison with the data, and would most accurately test the

models that are being developed.
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In conclusion, it is clear that much has yet to be done to resolve the differences

that are seen between theory and experiment at these incident energies. It is important

to establish a robust theory for collisions with molecules at these energies since it is here

that the cross section for ionization is highest, and so it is in this energy regime where

most collisions occur in nature. The contrasts that have been observed between the iso-

electronic targets of neon and CH4 show that conclusions can be made about the nature of

the collision for molecular targets. It is clear however that a full calculation that does not

include orientation averaging prior to the collision is now required.
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ABSTRACT

Triple differential cross section (TDCS) measurements for ionization of N2 are

presented in a coplanar geometry where one of the outgoing electrons was fixed in angle.

Data were obtained at incident electron energies 20 eV and 40 eV above the ionization

potential (IP) for the 3σg and 1πu states, the outgoing electrons carrying equal energies.

Six sets of measurements were obtained at each energy, with fixed angles of 45◦, 90◦ and

125◦ to the incident electron direction. The data are compared to new calculations using

distorted wave methods.

1. INTRODUCTION

Ionization of matter by electron impact is a process that occurs throughout the

universe. It is therefore important to provide rigorously tested models of these interactions,

so that predictions of the probability of ionization can be made. These processes occur in

stellar and planetary atmospheres [1, 2], in plasmas and in Tokomaks [3], and they play an

important role in the interaction of radiation with living cells that may lead to cancer [4]. In
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these latter cases it is the interaction with low and intermediate energy electrons (typically

from threshold to ∼100 eV above the ionization potential) that has particular relevance,

since the probability of DNA damage in this regime is highest. As such it is here that there

is the greatest possibility of irreversible damage to living cells, that may lead to death.

Quantum mechanical models are essential to describe these interactions at low

energies, since both incident electron and target atom (or molecule) must be considered as

quantum objects. The models are complicated by the long-range nature of the Coulomb

field that governs the forces between the incident electron and the bound electrons and

target core. Atomic targets have spherical symmetry, and so the Coulomb field can be

described using a spherical basis. By contrast, molecular targets do not possess this

symmetry, since the nuclei and bound electrons are distributed throughout the molecule.

This reduction in symmetry places considerable demands on computation requirements

when solving Schrödinger’s equation for the interaction. A further complexity arises since

the experiments do not generally measure the alignment of molecular targets, and so the

models must also average over all possible target geometries for a valid comparison to

experiment [5]. Additional demands in this energy regime are due to the relatively long

time that the electrons interact with the target. Time-dependent models have been used

to study these processes for the simplest molecule H2 [6], however the majority of work

on more complex targets (such as N2 as studied here) adopt time-independent approaches

[7, 8, 9, 10, 11, 12, 13, 14]. The interaction between the incident electron and target can

be modelled using distorted waves [5], and it is also important to include polarization and

correlation effects. Following ionization the outgoing electrons interact with each other

and with the resulting ion, leading to post-collisional interactions (PCI) that can strongly

influence the cross section that is measured in the asymptotic region [15]. Post-collisional

interactions are particularly important at low energies, and are strongest when the outgoing

electrons share the excess energy equally [16].
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Despite these severe demands, models of the dynamics of collisional ionization

are proving to be increasingly accurate as more is understood about the processes that are

involved. Precise predictions are now possible for many atomic targets, leading to increased

confidence that the essential physics of the interactions are being included. The agreement

between theory and experiment for molecular targets is however much poorer, and so it is

important to provide accurate experimental data for a range of targets to compare to the

developingmodels, and to test the different theoretical approaches that are being formulated.

For single ionization by electron impact where the spins of the electrons are not

detected, the collision can be fully characterised by the incident electron momentum k1 and

k2that of the scattered and ejected electrons k0 and k0 . The most detailed measurements

determine a triple differential cross section TDCS (k0, k1, k2 ) that is directly proportional

to the ionization probability. The TDCS is experimentally determined by measuring the

time-correlated signal between scattered and ejected electrons as a function of k0, k1, and

k2 in an (e, 2e) experiment.

Since the ejected and scattered electrons may emerge from the interaction in any

direction, it is necessary to define a scattering geometry to allow theory to be tested by

experiment. In the work described in this paper a coplanar geometry is used where the

incident, scattered and ejected electrons are detected in the same plane. A further constraint

adopted here is that one of the electrons is fixed in angle with respect to k0, and the other

is detected at different angles around the interaction region so as to obtain the relative

ionization probability. The energy of the outgoing electrons is also set to be equal, so that

( |k1 |) = (|k2 |) and E1 = E2 = (Einc − IP)/2.

In practice, the experiment sets k1 to be fixed while moving k2 around the plane,

and then sets k2 to be fixed at the equivalent fixed angle while moving k1 around the plane,

as shown in Figure 1. Since the TDCS must be the same for each process, this allows

the alignment accuracy of the apparatus to be checked. No difference was found between
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Figure 1. The coplanar geometries in the experiments. (a) and (d) show the geometry when
the fixed angle was 45◦, (b) and (e) show where the fixed angle was 90◦ and (c) and (f)
show the geometry for a fixed angle of 125◦. The TDCS for each of the upper and lower
configurations must be the same due to reflection symmetry in the scattering plane.

measurements under these conditions, and so an average of the data was taken over the series

of angular runs that were used. Three different fixed angles were chosen, with θ1(θ2)Fixed

= 45◦, 90◦ and 125◦ as depicted.

In a previous set of experiments carried out inManchester, TDCS data were obtained

for ionization of N2 in a doubly-symmetric geometry, where both electron detectors were

set so that θ1 = θ2 and E1 = E2 . These results were compared to models from the Missouri

group ofDonMadison and co-workers [17]. The doubly-symmetric geometry is particularly

challenging to model, since under these conditions the TDCS is highly sensitive to both

initial and final states of the system. In this previous work it was found that the models

did not predict the experimental data well for the lowest energy studied (E1 = E2 ∼ 5 eV

), however as the energy was raised to E1 = E2 = 20 eV a better agreement was found in
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the overall shape of the calculated cross sections. It was suggested at this time that further

work was required, including measurements at higher incident energies to establish if the

models improved as the interaction time reduced.

The first experiment presented here was hence carried out to ascertain if the models

are better at higher energies, and to see how well they predict the TDCS under fixed angle

conditions. The same energy-sharing conditions (i.e. E1 = E2 ) were adopted so that the

new fixed-angle data could be directly linked back to the previous results through their

common angles (see below for details). Results from these higher energy experiments on

nitrogen are presented in section 4 using a doubly- symmetric geometry with E1 = E2 =

50 eV . The corresponding comparison with the models demonstrate that at these energies

the predictive-power of the theory greatly improves. Following from these experiments,

measurements were subsequently carried out using fixed angles as described by Figure 1,

at lower energies with E1 = E2 = 10 eV and 20 eV.

N2 is a diatomic molecule whose valence electrons combine to produce a strong

triple bond, the electrons pairing to form the 3σ2
g, 1π4u and 2σ2

g bonding orbitals and the

2σu anti-bonding orbital.

The ground state electronic configuration of N2 is hence (2σ2
g2σ2

u1π4
u3σ2

g) 1Σ+g .

Ionization can occur from any orbital, leading to N + ions in different final states. In

the work presented here ionization was studied from the two outer orbitals, producing the

X2Σ+g N2
+ state for electrons ejected from the 3σg orbital, and the A2Πu state for electrons

emerging from the1πu orbital. The spectrometer could resolve these states, since their

binding energies are separated by∼ 1.5 eV , and the resolution of the spectrometer under

the conditions used in this study was ∼ 600 meV . Since the final state of the ion is different

in each case, the wave-functions describing the resulting ion states is also different, and so

this is expected to influence the measured and calculated TDCS.



230

To discuss these results, this paper is divided into six sections. Following this

introduction the experiment is described briefly in section 2. Section 3 introduces the

distorted-wave models used in the calculations, and section 4 compares experimental and

theoretical results for coplanar doubly- symmetric ionization from the 3σg orbital 100 eV

above the IP. Section 5 shows the results from measurements at fixed angles for both the

3σg and 1πu orbitals, and compares these to the calculations. Conclusions are then drawn

from these studies in section 6. The

2. THE EXPERIMENTAL APPARATUS

When set to a coplanar geometry, the (e,2e) spectrometer in Manchester can detect

outgoing electrons from the interaction region over a range of angles from θ1,2 = 35◦ to

125◦. These angular restrictions arise due to the size of the electron gun and electron

detectors. The electron gun adopts a two-stage electrostatic lens, and can deliver electrons

with energy from ∼ 20 eV to 300 eV , with a beam current of up to 5 µA . The scattered and

ejected electron analysers use a triple cylindrical lens to focus electrons emerging from the

interaction region onto the entrance aperture of a hemispherical energy selector, the selected

electrons being detected by a channel electron multiplier. Details of the spectrometer can be

found in previous publications [see e.g. [18, 19, 20]]. A molecular N2 beam was delivered

from a Platinum-Iridium gas needle directed into the interaction region. The spectrometer

was evacuated to a base pressure of∼ 10−7 torr using a turbo- molecular pump. The vacuum

pressure rose to ∼ 2 × 10−5 torr when the experiment was running, as monitored using an

ion gauge. The electron beam current was typically ∼ 200 nA during the experiments,

allowing the coincidence signal to be resolved from the background. The spectrometer

operated under computer control, with the analyser tuning being optimised each time the

analysers were moved to a new angle. In this way any changes in the operating conditions

as the experiments proceeded were minimised. A description of the computer control and

optimisation systems used in these experiments can be found in [18].
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For the experiments in Section 5, a set of coincidence data was taken firstly with

analyser 1 fixed in angle as in Figure 1, while analyser 2 swept around the plane. Analyser 2

was then set to the same fixed azimuthal angle, and analyser 1 then swept around the plane.

At a given incident energy the data was accumulated for 3000 seconds at each angle, and up

to 190 different measurements were produced for a given molecular state. The accumulated

data were then averaged for each scattering angle, and the statistical error in the distribution

of measurements used to assign an uncertainty.

The incident electron energy was calibrated against the 19.337 eV elastic resonance

in helium [21], and the scattered and ejected electron energies were determined from

inelastic scattering from this target. Helium was chosen for this purpose, as the inelastic

spectrum is well known and can be clearly resolved.

Measurements at the highest energy used in this work (100 eV above the IP for the

3σg state) were taken with each analyser set to select electrons with energy of 50 eV. For

this set of data, the analysers were set to the same azimuthal angle (θ1 = θ2). For the fixed-

angle measurements shown in section 5, the analysers were adjusted to detect electrons

with (E1, E2) = (10 eV, 10 eV ) and with (E1, E2) = (20 eV, 20 eV ) . The incident electron

beam was then scanned in energy to measure a binding energy coincidence spectrum,

with the analysers fixed at θ1 = θ2 = 45◦ . The binding energy spectra then allowed the

relative strengths of the signals from each state to be ascertained, so that the data could

be inter-normalised. Cross sections measurements were then carried out by adjusting the

incident electron beam energy to select either the 3σg or 1πu state. Three sets of data

were accumulated for each state, by setting θ1Fixed (θ2Fixed) = 45◦, 90◦ and 125◦. Since

each set of data contained a common point, this allowed all data at a given energy to be

inter-normalised. The experiments did not measure absolute cross sections, and so the

datawas then scaled to the M3DW calculations as described below.
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3. THEORY

A description of the theory was presented in [17] with more detail in [5], so it

will not be repeated here. Results are presented for three different distorted wave models

– the standard first order distorted wave Born approximation (DWBA), the molecular 3-

body distorted wave (M3DW) approximation and the M3DW with the Ward-Macek (WM)

approximation for post collisional interactions (PCI) [22].

The important similarities and differences between these three approximations are

the following. All three models contain the interaction between the incoming electron

and neutral target represented as a spherically symmetric initial state distorting potential.

This potential is neutral asymptotically and is a screened nuclear potential for short range.

In the spherical approximation, all target nuclei are spread over a thin spherical shell

centered on the center-of-mass. For N2, this means that we have a charge of +14 on a

thin shell with a radius of 1.0371a0 . For the electronic contribution, we calculate all

the molecular wavefunctions using density function theory with a B3LYP/TZ2P basis set

on a 3-dimensional numerical grid [5], use these wavefunctions to calculate the electronic

charge density on this grid, and then use this density to calculate the spherical symmetric

electronic contribution. The final state distorting potential is calculated the same way,

except the ionized electron is removed from the charge density such that this potential is

asymptotically an ion. The Furness-McCarthy approximation [23] is used to calculate the

effect of exchange between the continuum and bound electrons, and the Perdew and Zunger

polarization-correlation approximation [24] is used to determine this effect. Both the direct

and exchange T-matrices are evaluated for all three approximations.

Finally, we use the orientation averagedmolecular orbital approximation to calculate

averaging over all molecular orientations. Depending on the symmetry of the state being

ionized, this average can be very small or even zero. For states like this, we average over

the absolute value of the wavefunction instead of the wavefunction itself. If this average has

multiple lobes, we make the first lobe positive, second lobe negative and so forth. For the
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3σg state, we tried both types of averages and the shapes of the resulting cross sections were

almost exactly the same, although there was a small magnitude difference. The presented

results are for the average over the wavefunction. For the 1πu state, we averaged over the

absolute value of the wavefunction.

The main difference between the three calculations is the treatment of PCI – the final

state post collision interaction between the two electrons that is very important for collisions

of this type. In the DWBA, PCI is included only to first order. In theM3DW, PCI is included

exactly to all orders of perturbation theory, and in WM, the Ward-Macek approximation is

used to approximate PCI. There are two reasons to examine this approximation. First, since

it is simply a factor times the DWBA amplitude, it is an easy way to include PCI in a standard

DWBA calculation. Second, in some of our early work on molecules, it appeared that the

exact PCI overestimated the effects of PCI and theWMapproximation gave somewhat better

agreement with experiment. In the comparison with experiment below, we show all three

approximations that are calculated.

4. COPLANAR DOUBLY-SYMMETRIC EXPERIMENTS 100 EV ABOVE THE
3σg IP

Following from the low energy results detailed in previous work [17], experiments

were carried out at higher energies in both a coplanar doubly-symmetric geometry and

with the electron gun set to 45◦ to the detection plane. The motivation for this work was

to establish if the comparison between theory and experiment improved as the incident

electron energy was increased.

Figure 2 shows the results of these studies plotted on a logarithmic scale for ionization

from the 3σg state. The incident electron energy was adjusted to be 100 eV above the

ionization potential for this state, and the analysers were selected to have equal energy and

equal azimuthal angles throughout data collection (E1 = E2 = 50 eV ; θ1 = θ2 = θ ). The

electron gun was positioned both in the scattering plane (coplanar geometry) and at an angle
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Figure 2. Measurements with incident electron energy 100 eV above the IP for the 3σg state,
in both (a) a coplanar doubly-symmetric geometry and (b) for the incident electron beam
direction k0 at an angle of 45◦ to the detection plane spanned by k1 and k2. A common
normalisation point exists between measurements when θ1 = θ2 = 90◦ . The data are then
re-normalised to the M3DW calculation at their peak. DWBA, M3DW and WM theories
are shown, together with the M3DW calculation at 45◦ that has been convoluted with the
experimental angular resolution (dotted curve in (b)).

of 45° to the detection plane as shown in the inset Figure. The data were normalised to

the M3DW calculation at the forward peak in a coplanar geometry, since the experiments
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did not measure absolute cross sections. This is the same normalisation technique as was

used previously [17], and allows a relative comparison to be made between the data and the

different models.

The results from these series of experiments in [17] and as described here show

that the ionization cross-section is sensitive to both the state from which ionization occurs,

and the collisional energy of the interaction. Comparison of the coplanar data at 100 eV

above the IP for the 3σg state (Figure2(a)) shows considerably better agreement with theory

than was found in previous work at lower energies [17], in particular for forward scattering

where the M3DW calculation passes closely through the data. In the backscatter direction

beyond θ = 90◦ however, the calculations predict that the magnitude of the cross section

should continue to decrease, in contrast to what is observed.

When the electron gun was raised out of the detection plane (Figure 2(b)), the cross

section is seen to decrease as the scattering angle increases from 35◦, and shows a plateau

region from around 75◦ to 100◦, although the uncertainties and variations in the data are

relatively large in this region at these angles. Note that the data in this geometry have been

inter-normalised to the coplanar data through the common point θ1 = θ2 = 90◦ , which

is depicted by the dotted lines and as a circle on Figure 2. The cross section is found to

increase in the backscatter direction beyond 110◦ up to 125◦. Further measurements were

not possible beyond this angle due to the proximity of the analysers to each other. Since

the TDCS must be zero at both 0° and 180° under doubly symmetric conditions, the results

hence shows evidence of two distinct peaks and a plateau region, with maxima around

35◦, 90◦ and 125◦.

The calculations also predict three peaks in the TDCS, however they predict the

local minima to be deeper than observed. The predicted forward minima occur at ∼ 60◦,

compared to the start of the plateau region at ∼ 75◦ in the data. In the backscatter direction

the calculated minima are around 110◦, in closer agreement with the measurements. All

calculations underestimate the cross section in the backscattering region, whereas in the
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forward direction the DWBA model appears to yield the overall best fit to the data. Since

electron backscattering requires a strong interaction between the target nuclei and the

scattered electrons, the backscatter results imply that the models are underestimating the

magnitude of the nuclear force in the interaction. This is probably due to the spherical

averaging process that spreads the nuclear charge over a thin spherical shell.

5. COPLANAR MEASUREMENTS WITH FIXED ANGLES

To further test theory, asymmetric coplanar measurements were conducted with one

of the electrons detected at a fixed angle, as shown in Figure 1. Prior to measurement of the

cross sections, the energy of the detected electrons was set to be either 10 eV or 20 eV, and

the energy of the incident electron was adjusted in steps of 0.125 eV so as to obtain a binding

energy spectrum from the coincidence signals. These experiments were carried out with

θ1 = θ2 = 45◦ , as this produced a strong signal above the background random counts. The

incident energy was hence scanned through ionization from both the 3σg and 1πu states.

This allowed the ratio of the coincidence count rates to be determined from each state, by

fitting a Gaussian to the peaks that were resolved. Figure 3 shows an example of one of the

binding energy spectra obtained for outgoing electrons selected to have energy of 10 eV. By

taking several binding energy spectra at each energy, the ratio of cross sections from these

states was determined to be (1π45◦
u : 3σ45◦

g )10/10eV = (49% ± 6%). Similar measurements

at 20 eV outgoing energy found this ratio to be (1π45◦
u : 3σ45◦

g )20/20eV = (23% ± 3%) .

These ratios were then used in the inter-normalisation procedure discussed below.

5.1. Results for Outgoing Electron Energies of 10 eV. Figure 4 shows the results

from these studies for outgoing electron energies of 10 eV, at three fixed angles of 45◦, 90◦

and 125◦ for both 3σg and 1πu states. The data are placed on a logarithmic scale to allow

comparison to the models, which have all been convoluted with the angular resolution of

the experimental apparatus.
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Figure 3. Example of a binding energy spectrum, taken for outgoing electron energies of
10 eV at scattering angles of 45◦. The data show that the individual 3σg and 1πu states are
well resolved, allowing the relative ratios of the TDCS from each state to be determined.

Since the experiments do not measure absolute cross sections, the data are again

normalised to the maximum of the M3DW calculation for the 3σg state, as was carried

out in [17]. This normalisation point is shown in Figure 4(a). The data for the 3σg state

in figures 4(a) to 4(c) were then inter-normalised through their common points, allowing

for reflection symmetry in the detection plane as discussed by Figure 1. These points are

shown in the Figure. As an example, in Figure 4(b) the left-hand point (blue circle) shows

where T DCS(θ1 = 45◦, θ2 = 90◦) ≡ T DCS(θ1 = 90◦, θ2 = 45◦) , whereas the red-circled

point shows where T DCS(θ1 = 125◦, θ2 = 90◦) ≡ T DCS(θ1 = 90◦, θ2 = 125◦) .

Figures 4(d)-(f) show results for the 1πu state, inter-normalised to the 3σg state

through the ratio determined from the binding energy spectra (as in Figure 3). The axes

for these set of data are adjusted to be the same as for the 3σg state, allowing direct
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Figure 4. Results for outgoing energies of 10 eV, for the 3σg state (a-c) and the 1πu state (d-
f). The experimental data are normalised to the peak of the M3DW theoretical calculations
in (a), as described in [13]. All other data are then inter-normalised at the angles shown by
circles, as described in the text.

comparison of the results. The relative common points are also shown for this state. The

inter-normalisation procedure hence allows all six data sets to be re-scaled to the M3DW

calculation, as set in Figure 4(a).

The results in Figure 4 show that none of the calculations adequately describe the

data at this energy. For the 3σg state at a fixed angle of 45◦), all calculations predict

minima around 45◦ in contrast to measurement, and predict maxima around 80◦ whereas

the data finds a minimum in this region. Calculations for the 1πu state at this angle (Figure
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4(d)) are slightly better as their magnitudes are closer to experiment, however once again

the predicted structures do not emulate the data. For a fixed angle of 90◦, all calculations

predict a broad minimum at ∼ 90◦ for both states. The experiments find a shallowminimum

at ∼ 100◦ for the 3σg state and at ∼ 90◦ for the 1πu state. The calculations are hence in

better agreement here, however for the 3σg state the calculations are broadly an order of

magnitude larger than the normalised data. For the fixed scattering angle of 125◦, there is

little agreement between the calculations and the data for either state, and once again the

predicted cross section for the 3σg state is much larger than measured. The models clearly

fail to fully include the correct physics of the interaction at these energies, as was also found

in [17].

5.2. Results for Outgoing Electron Energies of 20 eV. Figure 5 shows the results

at outgoing energies of 20 eV, again for fixed angles of 45◦, 90◦ and 125◦. The data are

once more placed on a logarithmic axis to allow comparison with Figure 4, and are set to

the same scale for both data sets.

The data in Figure 5 are again normalised to each other and to the peak of theM3DW

calculations, by consideration of the binding energy spectra at this energy. The common

points between data sets are once more shown.

The agreement between experiment and theory improves under these kinematic

conditions, however significant differences remain. At a fixed scattering angle of 45◦ all

calculations are closer in magnitude to the data for both states. In this case the M3DW and

WM calculations are closer than the DWBA calculation, indicating that post- collisional

interactions are playing a significant role here. All calculations again predict broad minima

in the forward direction for the 3σgstate in contrast to measurement, and predict maxima

around 70◦ which disagrees with observations. For the 1πu state (Figure 5(d)), both WM

and M3DW calculations align reasonably well with the measurements.
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Figure 5. Results with outgoing electron energies of 20 eV for the 3σg and 1πu states. The
experimental data are normalised to the peak of the M3DW theoretical calculations in (a).
All other data are then inter-normalised at the angles shown by dashed lines and circles, as
described in the text.

At a fixed angle of 90◦ for the 3σg state (Figure 5(b)), the M3DW calculation yields

the closest fit to the data, however this calculation predicts a minimum at ∼ 105◦ whereas

the experiment finds a minimum at ∼ 70◦. By contrast, all three calculations for the 1πu

state are in closer agreement with the data for forward scattering (Figure 5(e)). The models

again predict a minimum at around 105◦, whereas the data finds a local minimum at 90◦.
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For a fixed angle of 125◦ all theories predict a cross section that is reasonably close

to the measurements for the 3σg state (Figure 5(c)), whereas all fail to emulate the data

for the 1πu state (Figure 5(f)). For the 1πu state the predicted cross sections in the forward

direction all have deep minima at around65◦, which is not reproduced in the data.

The wide variation found here when comparing theory to experiment makes it

difficult to ascertain where improvements can be made to the models. It appears that the

calculations from the 1πu state overall are in better agreement with the data than for the

3σg state, and so it may be that the 1πu target wavefunction used here is better than for the

3σg state. The magnitudes and shapes of the predicted cross sections are however generally

in poor agreement with experiment, and indeed do not seem to follow any particular trend

as the fixed scattering angle increases. It does appear that the calculations improve as

the energy is raised, which is consistent with findings from previous studies [17]. This is

perhaps to be expected for these types of calculations, which have proven to be successful

particularly at higher energies.

6. DISCUSSION AND CONCLUSIONS

The results from experiments and calculations on N2 as detailed here show that the

ionization cross- section is sensitive to both the state from which the ionization occurs,

and the collisional energy of the interaction. Comparison of coplanar experimental data

at 100 eV above the IP for the 3σg state shows considerably better agreement with theory

than was found in previous work [17], in particular for forward scattering where the M3DW

calculation passes closely through the data. In the backscatter direction however, the

calculations predict that the magnitude of the cross section should decrease, in contrast to

observation. When the electron gun is raised out of the detection plane the calculations

again agree with the data in the forward direction, however they all predict a deep minimum

at ∼ 60◦ which is not observed. Once again in the backscattering direction the calculations

fail to agree with the measurement.
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The comparison between theory and experiment at energies 20 eV and 40 eV above

the ionization potentials of the 3σg and 1πu states is much less satisfactory. Six inter-

normalised sets of data were obtained at each energy, allowing a rigorous test of calculation

over a range of kinematics. Under certain conditions the calculations emulated the data

reasonably well, however in general the magnitude and shape of the predicted cross sections

fail to agree with data. No definitive conclusions can be drawn from these results, however

it does appear that the calculations for the 1πu state more closely agree with the experiment,

and that the model improves as the energy is increased.

One possible reason for the poor agreement between theory and experiment found

here might be due to the averaging of molecular orbitals approximation that was adopted,

as discussed in section 3. Attempts were made in this work to calculate the cross sections

using a ‘proper averaging’ approach (i.e. by calculating the TDCS for each orientation

of the molecule, then averaging the final results), however these calculations would not

converge. Clearly more work is required to ascertain where improvements can be made to

the models can be made, so that they can more realistically predict the data.
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SECTION

4. SUMMARY AND CONCLUSIONS

Even though there are several theoretical models available for calculating the TDCS

for electron-impact ionization numerically, more (e, 2e) studies are needed to be able to

develop comparable accurate models for atoms and molecules, especially for atoms heavier

than the hydrogen atom, such as the noble gases and some other atoms. In this dissertation, I

have presented our theoretical distorted wave approach and have compared our results with

other approaches for some inert gases atoms such asNe andAr and other heavy atoms such as

Mg, Na, and Ca as well as some molecules like CH4, N2, and H2O in order to examine the

accuracy of the prediction of thesemodels and to see howwell they describe electron- impact

ionization. We have collaboratedwith different experimental groupswhich allowed us to test

our model for different targets and different types of geometries. We have found that it was

very important to include the PCI (Post Collision Interaction) to achieve good agreement

between experiment and theory. Several interesting results were found and they will be

summarized in the following paragraphs. Starting with heavy atoms, we have examined

different kinematics geometries and we have compared the results of the 3DW, WM, and

DWBA TDCS for Ne and Ar atoms with experimental data. We compared experimental

data and theoretical results for ionization of the Ne 2p- state in the perpendicular plane

for symmetric energies between 2.5 eV and 25 eV. Both DWBA and WM approximations

gave some discrepancy with the experimental data. In general, however, one can note that

WM agreed better with the experimental data than DWBA as the incident electron energy

decreased from 25 eV to 2.5 eV. For higher energies, DWBA showed an accurate prediction

of the minimum at with an overestimation of the width of the distribution. WM does better

for lower energies since PCI becomes more important with decreasing energy and WM



246

has PCI to all orders of perturbation theory while the DWBA has PCI only to first order.

In a second study of Ne (2p) ionization (see Paper I ), for an incident energy of 65 eV,

Dorn’s group in Heidelberg measured a full 3D (3-dimensional) TDCS. We compared the

experimental results with four different theoretical models (DWB2-RM,DWBA-WM, 3DW,

and BSR). The experimental measurements were made for asymmetric outgoing angles

and ejected electron energies ranging between 2 - 8 eV. Detailed comparisons between

experiment and theory were made for three planes (scattering, half perpendicular, and full

perpendicular). Both DWB2-RM and DWBA approaches provided reasonable agreement

with the experimental data for ejected angles ranging between 60◦ - 300◦, where the PCI

is not important, while the DWBA-WM approximation, where PCI is included using the

Ward-Macek approximation, showed reasonable agreement close to 0◦ and 360◦ degrees.

This result showed the importance of the PCI effect for low energy electrons being emitted

close to each other. On the other hand, the BSR and 3DWmodels results were in very good

agreement with each other and the data. Overall, the agreement provided by both the 3DW

and BSR approaches were excellent for this study.

Next we compared DWBA, WM, and 3DW results for electron impact ionization

of Ar (3p) for symmetric outgoing angles and equal outgoing electron energies ranging

from 15 eV to 100 eV and also for asymmetric scattering angles with equal outgoing

electron energies of 92.12 eV. Overall, the results of DWBA approximation for the first

case (symmetric outgoing electron angles and energies) showed a failure to predict even the

shape of the data. On the other hand, WM showed qualitative agreement as the outgoing

electron energies increased from 35 eV to 100 eV, which revealed the importance of the

PCI. However, we found that the 3DW agreed much better than WM and DWBA with

the data in this energy range. Clearly, this indicates that including PCI exactly in the

3DW was very important. While there was good agreement with the data for energies

from 40 eV to 100 eV, there was qualitative agreement for energies from 15 eV to 35 eV.

For the asymmetric scattering angles with equal outgoing electrons energies, the 3DW
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approximation was in very good agreement with the data at 30◦ and smaller. We have

also extended the comparison of theoretical models with the experimental data for a larger

incident electron energy for ionization of Ar (3p) (as seen in Paper III ).

For this study the projectile scattering angle was limited to only two angles, 10◦

and 15◦. The 3DW model was compared with the DWB2-RM and BSR models. For both

scattering angles, the 3DW approach showed very good agreement with the experimental

data. The agreement of the 3DW results and the experimental data improved dramatically

as the ejected electron energy increased, and there was an excellent agreement in predicting

the shape of the data and the binary peak location as well for the highest energy, with a

reasonable agreement for the recoil peak. However, the other theoretical approaches were

in good agreement in some places as well. Therefore, it is hard to pick the best one in

terms of agreement with the experimental data. We also compared the theoretical models

(3DW and BSR) in three-dimensional kinematics for ionization of Ar (3p) at low incident

electron energy (E0 = 66 eV) and scattered electron angles of (10◦, 15◦ and 20◦) with three

different ejected electron energies (2, 5 and 10 eV) (as seen Paper IV ). For this study, we

compared the available experimental data with only the 3DW and BSR models. Overall,

we found that the BSR model gave better agreement with experimental data than the 3DW

model. Evidently, there are some additional important physical effects for argon that are

not important for neon. One possibility might be the single−configuration description

of the initial and final bound states of the target used in the 3DW approach instead of the

multi−configuration expansion with term- dependent orbitals that the BSRmodel used. The

strength of the 3DW approach lies in the exact treatment of PCI and this effect provided the

qualitative agreement with experimental data that has been obtained for the angular position

of the peaks in the scattering plane. On other hand, the binary peak cross-section was too

small, especially outside the scattering plane. For the other two planes (half perpendicular
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and full perpendicular), the 3DW results was found to be in poor agreement with both the

BSR and the experimental data. The results of the study showed that the 3DW approach

results are very different for Ne and Ar for almost the same kinematics.

The next thing we studied was triple differential cross sections for electron impact

ionization of laser aligned atoms. This type of measurements has been performed for the

first time for Mg atoms at the University of Manchester, UK by Murray’s group. Papers (V,

VI) showed the TDCS for electron impact ionization of the ground state 3s and 3p states.

For the ground state Mg (3s), the 3DW, DWBA and TDCC have been compared with the

experimental data for equal sharing outgoing electron energies of 20 eV and asymmetric

scattering angles. Also, the theoretical models have been tested for different equal sharing

outgoing electron energies ranging from 10 eV to 25 eV, and symmetric outgoing electron

angles. Overall, we found that the three models gave reasonably good agreement with the

date. However, the 3DWmodel predicted the shape and the location of the binary peak a little

better. For the scattering plane, we have only compared the 3DW and DWBA calculations

with the experimental date. As mentioned above, this study was the first experiment for

aligned atoms, where the atom was excited to an aligned state by a linearly polarized laser

(as seen in Papers V, VI ). On the scatting plane, for different orientation angles (β) ranging

from 0◦ to 150◦, the 3DW approximation results showed very good agreement with the

shape and peak location of the data as the orientation angle (β) decreased from (150◦ - 40◦).

However, there was a small shift in the peak of the experimental data starting from 90◦ to the

smaller angles. On the other hand, DWBA results were in relatively good agreement with

data both in shape and peak location, but the cross sections were larger than the 3DW results.

However overall, the 3DW results were in much better agreement with experiment than the

DWBA results both in and out of the scattering plane. The only significant disagreement

with experiment occurred for the alignment being perpendicular to the scattering plane. For

this case both the 3DW and DWBA predicted zero cross-sections while experiment found

significant non-zero results. The TDCC, on the other hand, predicted a non-zero result
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(but much smaller than experiment). The non-zero cross sections predicted by the TDCC

resulted from the unnatural parity contributions to the ionization amplitude which is not

included in both the 3DW and DWBA approximations. Consequently, it appears that we

need to figure out how to include these contributions into the 3DW and DWBA.

Finally, we conclude our (e, 2e) study by examining the ionization of somemolecules.

The theoretical models for molecules (M3DW, DWBA, and WM) have been examined for

several molecules such as, N2, H2O and CH4. For the N2 molecule, the triple different

cross-section has been measured and calculated for low incident electron energy ionization

of the 3σg, 1πu and 2σg states for both in and out of the scattering plane and for both

symmetrical and asymmetrical kinematic geometries. Outgoing electron energies (E1 = E2

and E1 , E2) have been investigated. For this experiment, three body distorted wave

approximations (M3DW, DWBA, and WM) have been examined. The results of the theo-

retical approximations showed the relative importance of exact PCI and PCI approximated

by WM model. In some cases the M3DW found exact PCI to be overestimated, while

WM provided better agreement with the experimental data. For both cases, the theoretical

results are in better agreement with the experimental data as the incident energy increases.

Consequently, we have made a new study for even higher energies to see if the agreement

with experiment continues to improve (see Paper XI ). The TDCS were measured and cal-

culated for an incident electron energy at 20 eV and 40 eV above the ionization potential

(IP) for two states (3sigmag and 1πu ) and for equal outgoing electron energies, and fixed

scattered electron angles of (45◦, 90◦, and 125◦). Unfortunately, the results were not as

good as expected. On the more positive side, the comparison of the data and the theoretical

calculations for 100 eV above the ionization potential (IP) for the state showed a better

agreement with experiment than that was found in the previous work ( see Paper VIII ),

especially for the binary peak. We also found reasonable agreement for the magnitude of

the recoil peak. In contrast, the TDCS calculated results for the recoil peak (ψ = 45◦)

failed to agree with the experimental data. The only comment that could be made is that
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it is hard to draw a good picture for these results, but only we can say that the M3DW

improved as the energy increased, and its results for the state were in better agreed with the

data than for the state. It is obvious that more investigation should be done to improve the

M3DW model. Because of this overall reasonable success for N2, one can ask whether or

not it will also work for other molecules larger than N2. For this matter, the M3DW model

has been tested for two more molecules (H2O and CH4). For the H2O case (Paper IX ),

we have compared the experimental data with two approximations of the M3DW model,

the M3DW-OAMO (orientation-averaged molecular orbital) and The M3DW- PA (proper

average over orientation) for a projectile energy of 81 eV for the 1b1 and 3a1 orbital states

of water. We were able to compare the full three –dimensional representations of TDCS

with the experimental data using only the OAMO approximation due to the much smaller

computer time needed for these calculations compared to the PA approximation, which is

not feasible due to the cost of the computation. The overall comparison with experiment

provided by the OAMO calculations for a scattering angle of 10◦ and ejected electron energy

of 10 eV is that the TDCS was in reasonable qualitative agreement with the experimental

data in the binary peak region, but the recoil peak was too small. For a comparison with the

PA calculation, we performed our calculations for three perpendicular planes (the scattering

plane, half perpendicular, and full perpendicular plane). Overall the comparison between

experiment and both approximations indicated that the PA approximation provided a more

accurate prediction of the experimental data than the OAMO.

Last but not the least, the low energy theoretical and experimental triple differential

cross sections for methane CH4 for the highest occupied molecular orbital (1t2) HOMO

state has been studied using the M3DW and DWBA models for molecules compared with

the Ne atom using 3DW and DWBA models for the perpendicular plane, with symmetric

kinematics and outgoing electron energies ranging between 1.5 eV and 30 eV. Paper (CH4

Vs. Ne) showed that the results of the calculations for Ne, in general, were much better

than what was found for the case of CH4 due to the complexity of the CH4 structure even



251

though it contains the same number of electrons. It is seen that the M3DW failed even to

predict the structure of the data in all cases except the case of the highest energy of 30 eV.

All in all, it is clear that the study suggests that more investigation must be done for this

molecule using the PA approximation.
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