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ABSTRACT

Amorphous transparent conducting and semiconducting oxides possess properties

superior or comparable to their crystalline counterparts. The structure-property relationship

in amorphous oxides is not nearly as well understood as in the case of the crystalline

transparent conducting oxides. We have employed ab initiomolecular dynamics and a liquid

quench approach to simulate amorphous oxide structures and performed density functional-

based calculations to study the electronic properties of several amorphous conducting and

semiconducting oxides with various cation compositions.

The effect of amorphization in oxides was investigated by taking indium oxide as a

progenitor of the system. From the thorough study it was confirmed that the distribution

and connectivity of naturally coordinated indium polyhedra (InO6) depend on the cooling

rates used in the quenching process. Also, it was shown experimentally that the transport

properties depend strongly on the deposition temperature, in particular, the carrier Hall

mobility is enhanced at the onset of the amorphous region to become similar to the mobility

in crystalline In2O3. Our results have shown that the corresponding amorphous structure

exhibits a long chain of the InO6 connected primarily via corner sharing, thus, highlighting

the importance of the medium/long-range structural characteristics.

To understand the effect of chemical composition on the structure and properties of

amorphous oxides, In-X-O with X=Sn, Zn, Ga, Cd, Ge, Sc, Y, or La, were studied. The

results reveal that the short-range structure of the metal-O polyhedra is preserved in the

amorphous oxides; therefore, the extended nature of the conduction band, the key feature

of transparent conducting oxide, is maintained. Unlike the case of crystalline transparent

oxides, additional cation in amorphous oxides does not act as a dopant. Instead, the presence

of X affects the number of naturally coordinated In atoms as well as the oxygen sharing

between metal-oxygen polyhedra which ultimately affects the transport properties.
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SECTION

1. INTRODUCTION

1.1. CRYSTALLINE TRANSPARENT CONDUCTING OXIDES

In general, materials that conduct electricity are opaque (e.g., metal wire), and the

materials that are transparent to light are insulators (e.g., glass). Transparent conducting

oxides (TCOs) belong to a class of materials that possess high conductivity (> 100 S/cm) as

well as high transparency (> 80 %) to visible light. Introduction of free carriers (electrons)

in a material with wide band gap (Egap > 3eV) gives rise to the unique property of being

electrically conducting and, at the same time, transparent to visible light. For the first

time, TCOs were used on a large scale during the Second World War as defrosting agents

[1]. Since then, TCOs have been utilized in a variety of applications, including energy

conversion devices (e.g., photovoltaics), flat and touch panel displays, and as heating,

antistatic, and optical coatings [2, 3, 4, 5].

Cadmium oxide (CdO) was the first material identified with TCO characteristics;

since then, several other transparent conducting oxides have been used as TCO materials,

such as indium oxide (In2O3), tin oxide (SnO2), zinc oxide (ZnO), and gallium oxide

(Ga2O3). All of these materials are wide band gap semiconductors in their undoped

stoichiometric form with the optical band gap of 3.5 eV for In2O3; 3.6 eV for SnO2; 3.1 eV

for ZnO; 2.3 eV for CdO; and 4.8 eV for Ga2O3 [6, 7, 8, 9, 10].

Thematerials that are alternatives toTCOs aremainly graphene and two-dimensional

layered transition metal dichalcogenides, particularly MoS2 [11]. Graphene, which is a sin-

gle layer of carbon [12], has a high electron mobility (µe) and electrical conductivity.

However, graphene lacks a semiconducting gap, whereas MoS2 has a semiconducting gap

and shows excellent electrical and mechanical properties similar to graphene together with
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chemical stability. Currently, practical application of both graphene and MoS2 is limited

due to lack of their reliable cost-efficient production on a large scale [13]. In contrast, TCOs

and amorphous TCOs (which are the primary focus of this work) have the advantage of easy

fabrication on rough surfaces using existing technologies and still possess the combination

of high carrier mobility, excellent optical transparency, and mechanical flexibility for a

variety of practical applications.

1.1.1. Conductivity in Transparent Conducting Oxides. One of the main de-

sired properties–high electrical conductivity (∼103-104 S/cm) –in TCOs is achieved via

degenerate doping. The degenerate doping in a wide band gap semiconductor can occur

either by (i) changing growth conditions to introduce native defects like anion/cation vacan-

cies or interstitials, or by (ii) external doping with aliovalent substitutional impurities, e.g.,

In2O3:Sn4+
In3+[14]. Post-transition metal oxides have low formation energy [15]. Hence,

oxygen vacancies often coexist with extrinsic dopants, leading to a complex defect chem-

istry and giving rise to a free carrier density of 1017-1019 cm−3 even under equilibrium

growth conditions [16, 17, 18]. The charge carriers produced in TCOs through degenerate

doping can be treated as a free electron gas. Thus, conductivity (σ) can be derived from

the Drude model:

σ =
ne2τ

m∗
= neµ (1.1)

where n is the carrier concentration, m∗ is their effective mass, τ is the relaxation time, and

µ is the carrier mobility given by

µ =
eτ
m∗

(1.2)

It seems that an easy way to enhance conductivity is to increase carrier concentration by

introducing more dopant atoms. However, the mobility and therefore, the conductivity

is fundamentally limited by the relationship between τ and n [19, 20]. At higher carrier

concentrations (> 1020 cm−3), ionized impurity scattering, i.e., the Coulomb interactions

between electron donors (native point defects or substitutional dopants), limit the carrier
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transport. Also, doping can lead to non-homogenous clustering of the dopant atoms, which

ultimately increases scattering and reduces carrier mobility.

1.1.2. Optical Properties of Transparent Conducting Oxides. In addition to

high conductivity, a very low absorption coefficient in the visible range is the key feature of

TCOs. All conventional n-type TCOs have highly dispersed conduction band [21, 22, 23,

24, 25], giving rise to the low density of states and therefore low optical absorption. When

carriers are introduced by doping, the Fermi level, EF , significantly moves up above the

conduction band minimum, which is called the Burstein-Moss (BM) shift [26, 27] Figure

1.1. The increase in effective band gap provides the optical transition, Ev, from a valence

band. In addition, there are transitions from the partially-filled conduction band up into the

next empty band, Ec, and also transitions inside the conduction band, Ei. The transition Ev

helps to broaden the transparency window, whereas the other two transitions Ec and Ei lead

to absorption [25].

Figure 1.1. (Left) Schematic electronic band structure of insulating transparent oxide, with
band gap Eg and a dispersed parabolic conduction band which originates from interactions
between metal s and oxygen p states. (Right) A schematic band structure of transparent
and conducting oxide, where conductivity results from the shift of Fermi level EF up into
the conduction band via a Burstein-Moss shift, EBM .

Further, the relation between the conductivity and optical transparency can be

explained by taking into account the harmonic motion of the electrons in response to the
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time-varying electric field of the radiation:

m∗d2x
dt2 =

−ne2x
ε

(1.3)

where ε , n, and e are the dielectric constant of the material, the electron density, and the

electric charge, respectively. From the above equation, the so-called plasma frequency ωp

can be expressed as:

ωp =

(
ne2

εm∗

)1/2

(1.4)

By using Equation 1.1, plasma frequency can bewritten in terms of the conductivity:

ω2
p =

σ

ετ
=

neµe

ετ
(1.5)

Electromagnetic waves at plasma frequency striking the material undergo resonant absorp-

tion. However, below plasma frequency, electromagnetic waves will be reflected, and above

the plasma frequency, the inertial mass of the electron can not be overcome, so the material

becomes transparent. At still higher frequencies, photon energy will be adequate to excite

electrons from the valence band to the conduction band and also from the conduction band

to the next empty conduction band. Once electrons are excited, the absorption of the elec-

tromagnetic radiation occurs. Thus, by changing the plasma frequency, i.e., by adjusting

the number of charge carriers, the light of selective frequency can be transmitted or blocked

by the TCOs.

As discussed above, the unique electronic structure of TCOs is characterized by

excellent mobility for the carriers generated due to their small effective mass; low optical

absorption due to large band gap and low density of states in the conduction band. In

these metal oxides, the conduction band arises mainly from metal ns orbitals whereas the

valence band maximum (VBM) is formed primarily from O 2p orbitals. Localized O 2p

orbitals at VBM cause poor conduction of holes, which are trapped by O ions [1, 28]. Both
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properties, i.e., localized orbitals and the hole-trapping ions are the main obstacle in the

development of p-type TCOs where holes are the carriers. There have been several efforts

in the development of p-type TCOs by modifying band structure and band energy using

metal orbitals with energy close to O 2p or extended anion orbitals using the materials

mainly containing copper [13]. The p-type TCOs are beyond the scope of this work.

1.2. AMORPHOUS OXIDES

1.2.1. Brief History of Amorphous Oxides. Thefirst reportedwork on amorphous

oxide semiconductors was fromDenton et al. in 1954, on electronic conductive glass having

a significant amount of V2O5 [29]. Since then, the use of the term glass as an insulator

was no longer appropriate. The electronic conductivity in these oxides is mainly by hops

of the electron from donor to donor. At room temperature, the mobility of electrons

observed in these oxides was in the order of 10−4cm2/Vs. Such low electron mobility and

intense coloration due to absorption arising from d−d transitionmake them unqualified as a

transparent conducting oxide [30]. Pioneering studies of amorphous transparent conductors

were the study by Ito et al. 1987 and by Bellingham et al. 1990 [31, 32]. The former was

on the amorphous to the crystalline phase transition of In2O3 thin film, and the later was

a detailed analysis of the electrical and optical properties of amorphous In2O3 (a-IO). In

their study, the carrier concentration was observed at about 1020 cm−3 and resistivities near

10−4 Ω cm, which were comparable to those obtained with crystalline films. The study

of amorphous In2O3 motivated general consideration of amorphous oxide semiconductors

(AOSs) through studies of Cd2GeO4 [33, 34], AgSbO3[35], InGaZnO4[36]. CdPbO5[37],

and MgIn2O7[38]. Several properties of these materials were explained by considering the

amorphous Cd2GeO4 system [33, 34]. It showed the eleven orders of magnitude increase

in conductivity (up to 102 Scm−1) by ion implantation of appropriate cations. The Hall

mobility with electron carrier concentration of 1020 cm−3 was 10-12 cm2 V−1 s−1 [39].
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Hosono et al. proposed a working hypothesis for an amorphous oxide semicon-

ductor [40, 41], where a delocalized s orbital of heavy post-transition metal oxide forms

the dispersed conduction band with large overlap between the relevant orbitals with the

overlap being insensitive to structural randomness in the structure. The research area of

the amorphous oxide has grown significantly with the verification of their hypothesis and

demonstration of an “invisible" transistor in 2004 [42]. To date, researchers have explored

many n-type amorphous oxide semiconductor compositions, mainly including any combi-

nation of In, Zn, Ga, and Sn. Here we list those that have been studied for their good optical,

electrical, andmechanical properties: i) ternary systems In-Sn-O (a-ITO), In-Zn-O (a-IZO),

In-Ga-O (a-IGO), Zn-Sn-O (ZTO) and Ga-Sn-O (a-GTO) [43, 44, 45, 46, 47, 48] and ii)

quaternary In-Ga-Zn-O (a-IGZO) [49, 50, 51, 52, 53], Zn-Sn-In-O (a-ZITO) [54, 55, 56]

and Ga-Sn-Zn-O (a-GTZO) [57].

1.2.2. Comparative Properties of Crystalline and Amorphous Oxides. Amor-

phous oxide semiconductors are getting more attention in technological applications in

recent days [58] due to their ability of large-area deposition of a uniform film at low temper-

atures [42, 59] combined with excellent electrical properties. Low processing temperature

makes these materials good candidates for deposition on plastic or even paper [42, 60].

Other important properties of amorphous oxides, such as being free from grain boundaries,

having good etchability [42, 61, 62], having low surface roughness [63, 64], and being less

prone to fracture, are the key reasons why amorphous oxide semiconductors became more

appealing technologically than their crystalline counterparts. Comparative properties of

crystalline and amorphous oxide semiconductors in different aspects are described below.

1.2.2.1. Structural properties. Both amorphous and crystalline oxides havemetal-

oxygen (M-O) polyhedra as basic building blocks. A notable difference of amorphous

oxides with crystalline counterparts is the arrangement of M-O polyhedra, Fig. 1.2. In

crystalline TCOs, the M-O polyhedra are arranged by maintaining perfect periodicity of
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(a) (b)

Figure 1.2. The atomic structure of (a) c-In2O3: represented by the periodic arrangement
of highly symmetric InO polyhedra and (b) a-InO: represented by the random collection of
distorted InO polyhedra. Red balls denote the In atoms, whereas small blue ball represents
the O atoms.

the crystal, while in the amorphous oxide, there is a random network of distorted polyhe-

dra with no long range ordering. Even though the first coordination sphere of the cation

remains preserved in amorphous form, there is the significant change in the second and

the third coordination spheres, i.e., the M-M arrangement. Moreover, amorphization may

introduce other structurally relevant defects such as porosity that will decrease density of

the material ( ρ for c-IGZO is 6.33 gcm−3 and for a-IGZO 5.8 gcm−3 [65] ). Annealing

an amorphous structure below the crystalline transition temperature (Tg) leads to internal

atomic rearrangement without long-range migration, which helps in reducing local defects

and porosity of the material [65, 66].

1.2.2.2. Optical properties. The optical band gaps in both crystalline and amor-

phous conducting oxides are > 3eV due to the Burstein-Moss shift, which allows technolog-

ical application of them as a transparent electrode. In comparison to crystalline transparent

conducting oxides, the optical band gap is slightly decreased in amorphous form due to the

formation of tail states in the gap, yet amorphous oxides remain transparent in the visible

range of the electromagnetic spectrum. Optical properties of amorphous oxides and the

formation of tail states will be discussed in detail in Section 1.3.3.
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1.2.2.3. Transport properties. In oxide semiconductors, the essential feature of

the electronic band structure originates from the M-O interactions [24, 67]. The electron

effectivemass remains nearly unchanged upon amorphization [68]; and the electronmobility

remains the same order of magnitude as in crystalline oxides [69]. Also, the thermal

conductivity in amorphous oxides is almost the same as in crystalline oxides [70]. Long-

range structural disorder in amorphous oxides reduces scattering mean free path; on the

other hand, lack of grain boundaries makes the electronic properties uniform over large

area.

The oxygen nonstoichiometry in both crystalline and amorphous transparent con-

ducting oxides introduces n-type carriers [30]. In contrast to crystalline conducting oxides

where doping by aliovalent cations such as Sn4+ on In3+ in In2O3 increases the carrier

concentration by an order of magnitude, the carrier concentration in amorphous oxides

does not vary with cation composition as in the crystalline oxides. In c-In2O3, oxygen

vacancy and substitutional doping give carrier density in the order of 1019 cm−3 and 1020

cm−3, respectively, while in both a-IO and a-ITO, the number of carriers is in the order

of 1020 cm−3. The mechanism of controlling carrier density in amorphous oxides will be

discussed in Section 1.3.1

1.2.2.4. Mechanical and surface properties. Transparent conducting oxide has

polar crystallographic axes, which can give rise to the surface with preferred cation or anion.

These surfaces act as a carrier depletion layer [71]. Moreover, at the surface, the Fermi

level lies below the valance band despite degenerate doping [71]. The surface properties

affect the interface properties of material significantly.

The surface and the mechanical properties of transparent conducting oxides are

important, especially for its large area applications and application in flexible electronics.

In contrast to crystalline oxides, which are anisotropic, possess grain boundaries, and have

rough surfaces, amorphous oxides are often isotropic, so they are free from dislocations,

grain boundaries and have smooth surfaces. Furthermore, crystalline TCOs are brittle, i.e.,
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they lack mechanical flexibility, whereas amorphous oxides are less prone to fracture and

are bendable with curvature radius as large as 3 cm [42]. A variation of the gap and the

optical properties at strain arises due to the change in cationic coordination and bond length

[72]. These structural variations are less pronounced for amorphous material compared to

the crystalline one, which makes amorphous materials more appealing in flexible electronic

applications [60].

1.2.3. Covalent vs. Ionic Amorphous Oxides. Amorphous materials and glasses

have a long history of research interest from both fundamental and technological points of

view. Some of the most commonly used glasses are ((SiO2)0.8(Na2O)0.2) in windows and

(Fe0.8B0.2) in transformer cores.

It is important to stress the difference between amorphous covalent semiconduc-

tors (e.g., Si: H), whose device performance and applications are limited by the properties

inherent to this material, with ionic amorphous oxide semiconductors. In covalent semicon-

ductors, the conduction band arises mainly from directional p-orbitals (in Si sp3 orbitals),

the magnitude of the overlap between the vacant orbitals of neighboring atoms is very

sensitive to variations in the bond angle upon amorphization. The illustrative comparison

of orbitals and their overlapping in Si and transition metal oxide semiconductor is presented

schematically in Fig. 1.3. As a result, the effective mass is significantly affected by the

crystalline to amorphous transition. Moreover, the high concentration of deep and localized

states (e.g., dangling bonds) below the bottom of the conduction band and on top of the

valence band are created upon amorphization that causes further decrease in mobility due

to scattering [73]. Specifically, the mobility in crystalline Si is 1500 cm2/Vs, whereas, in

a-Si it is reduced to 0.1 cm2/Vs. In contrast, transparent oxides consist of post-transition

metal cations with the electronic configuration (n−1)d10ns0 (n >4). The magnitude of the

overlap between the vacant orbitals of neighboring atoms is insensitive to the bond angle
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Figure 1.3. Schematic drawing of atomic orbital overlap for conventional compound semi-
conductor (a-Si:H) and ionic oxide semiconductors (a-IGZO) as adopted from Ref.[43].

distribution due to isotropic nature of the spherically symmetric s-orbitals. As a conse-

quence, ionic amorphous materials have mobility comparable to crystalline counterparts

and orders of magnitude greater than that of amorphous Si [58, 74].

1.2.4. Experimental Growth Techniques. In experiment, deposition geometry

like source-to-substrate distance, the rate of vacuum deposition pressure will have an effect

on MO film properties. The most commonly used experimental techniques to grow metal

oxides [1, 13, 58] are presented below.

1.2.4.1. Thermal deposition. In thismethod, themetal itself or its oxides in desired

proportion are evaporated in a vacuum. The proper substrate is used to deposit the material

evaporated, and the substrate is kept at a higher temperature to allow fast reaction between

the constituent ions. Also, the appropriate amount of oxygen must be supplied on the

background to have the desired composition. Sometimes post annealing of the deposited

material is performed in an oxygen-rich environment to get the desired oxide composition.
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1.2.4.2. Sputtering. In sputtering, particles are ejected from the solid target due

to the bombardment of gas ions from the plasma. The magnetic field is applied to the

target to intensify bombardment of the ions and uniform film deposition. In this process,

materials are deposited at room temperature so plastic can be used as the substrate. To

achieve the desired features on oxide, controlling parameters such as variation of oxygen

partial pressure and sputtering power are used.

1.2.4.3. Pulsed-laser deposition. Pulsed laser deposition (PLD) is a vapor depo-

sition technique. In this process, a high pulse laser beam is used to melt the target material

that is to be deposited. The melted material is vaporized from the target in a plasma plume,

which is deposited as a thin film on a substrate at required temperature (deposition temper-

ature). Depending upon the material requirement, the process can occur in an ultra high

vacuum or background gas such as oxygen for metal oxide deposition.

1.2.4.4. Atomic layer deposition. In the atomic layer deposition process (ALD),

thin films are deposited on a substrate by exposing its surface to alternate gaseous species.

In this method, different species are never present simultaneously in the reactor, unlike the

chemical vapor deposition process. Instead, they are inserted as a series of non-overlapping

pulses in a self-limiting way to allow consumption of all the species and termination of the

reaction before another pulse arrives.

1.2.4.5. Spin-coating. Spin coating is used to deposit a thin film on a flat substrate.

Coating material in the form of a solution is placed on the substrate that is at rest or rotating

at slow speed. Then, the substrate is rotated at high speed so that centrifugal force spreads

the coating material. Rotation is maintained until the film reaches the desired thickness.

The nature of the solvent and the speed of rotation determines the quality and thickness of

the film deposited.

1.2.4.6. Spray coating (spray pyrolysis). In this method, the liquid droplet con-

taining precursors are sprayed onto preheated substrate. The reaction takes place at the

surface, giving rise to the volatile product leaving a film of desired material on the substrate.
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1.2.4.7. Printing. When the printing method is used to create electronic devices on

various substrates, it uses the simultaneous method of film deposition and the design at low

temperature. The most commonly used printing techniques are gravure, flexography and

ink-jet. In thismethod, electrically functional devices are deposited on the substrate. Printed

electronics are expected to be low-cost, low-performance electronics for applications.

1.2.5. Theoretical Methods of Generating Amorphous Structures. To model

an amorphous structure theoretically, one requires to adopt a scientific method which can

give physically meaningful structure by creating a computer model that mimics the realistic

compound and the environment close to the experimental conditions.

1.2.5.1. Monte carlo technique. Monte Carlo simulation is an early computation

technique used in simulation of materials. In this approach, atoms are enclosed inside a

simulation box and are moved randomly. After each complete move, radial distribution

function is computed, and a move is accepted if the radial distribution becomes close

to the experimental distribution, otherwise the move will be considered with Metropolis

probability. Later, the so-called ReverseMonte Carlo (RMC)method, which is the variation

ofMetropolisMonteCarlo (MMC), is used instead ofMetropolis probability; the probability

is replaced with a normal distribution with width σ[75]. This method gives excellent

agreement with diffraction data but chemical properties might be far from the reality.

Mostly the amorphous glasses, e.g., a-Si and a-Ge, were studied with the help of the

Monte-Carlo method for their structural characterization, namely coordination statistics

and ring-like structure formations in the amorphous phase.

1.2.5.2. Classical molecular dynamics (MD). Nowadays, a large number of atom-

istic structure simulations are done usingmolecular dynamics. Starting with the interatomic

potential, one has to integrate the Newtonian equations of motion for all atomic species

that are enclosed inside a box with suitable periodic boundary conditions. In modeling

of amorphous oxides, typically a liquid is formed at a temperature fairly high above the



13

melting point and gradually cooled to get an amorphous solid. Molecular dynamics is de-

terministic and provides full static and dynamic information of all particles from complete

microscopic trajectories. Because it is computationally less expensive, this method is still

used in modeling of amorphous glasses [73, 76, 77] and amorphous oxides [68, 78, 79] at

large scale to study some of the properties, e.g., structural, thermal, mechanical. The simu-

lated quench for semiconducting elements performed using effective pair and volume force

derived from pseudo potential- and linear-response theories is found to give discrepancies

with experimental data in the metal-semiconductor transition [80].

1.2.5.3. Ab initio or Quantum mechanical molecular dynamics. In contrast to

classical molecular dynamics, potential and force are calculated before moving the ions

in this method, i.e., the quantum mechanical equation for many electron systems is solved

before solving Newtonian equations of motion. In this approach, the quantum nature of

the chemical bond is taken into account for each and every ionic step so that it captures

underlying electronic details of thematerialmicroscopic properties. The ab initiomolecular

dynamics is becoming a reliable method in the study of amorphous oxide semiconductors

[47, 50, 81]. Major advantages of ab initiomolecular dynamics are summarized as follows:

(i) forces acting on the nuclei are calculated on the fly from first principles; (ii) the density

of electronic states and related properties can be calculated; (iii) the reactions that involve

the breaking or formation of the chemical bonds are taken into account; and (iv) energy is

minimized with respect to certain density functional so problem of nonadiabaticity does

not arise. The ab initiomolecular dynamics will be discussed in detail in Section 2.5 as the

method used in the present work.

1.3. PROPERTIES OF AMORPHOUS CONDUCTING AND SEMICONDUCTING
OXIDES

1.3.1. Transport in Amorphous Oxides. For an excellent transport behavior in an

amorphous semiconductor, the necessary conditions are controllable carrier concentration
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and high mobility. Experimentally, it was shown that one way of generating carriers

in amorphous oxide is to alter the oxygen stoichiometry, which can be done by either

controlling the oxygen gas pressure during growth or by annealing the film in excess oxygen

environment as a post processing step. Most of the amorphous oxide semiconductors exist

in the multicomponent form, as a mixture of several post-transition metals, e.g., In, Sn,

Zn, and Ga. A clear understanding of the effect of different constituent ions is essential to

overcome the difficulty of having controllable carrier concentration and the desiredmobility.

The presence of various ions having different charges introduces the perturbation in regular

metal-oxide networks, making it easier to achieve an amorphous phase [82].

The small effective mass of electrons for high mobility of carriers is mainly due to

unoccupied s orbitals in the conduction band. Hence, one of the primary requirements for

a good transparent conductor is to have the majority of In, Ga, Zn, or Sn in the system.

These ions have different effects on the properties of amorphous oxide, e.g., a-IZO shows

higher mobility with higher carrier concentration compared to the material where some of

the Zn atoms are replaced by Ga atoms, a-IGZO [83]. In Fig. 1.4, we can see that carrier

concentration in the a-IGZO is reduced below 1015 cm−3 (from 1020 cm−3) by changing

oxygen pressure from 0.1 Pa to 7 Pa. At the same time, it is hard to reduce carriers in a-IZO

below 1017 cm−3 in contrast to a-IGZO. This indicates that, in addition to the external

change in the oxygen pressure, the presence of Ga in the material helps to reduce the oxygen

deficiency due to a stronger Ga-O bond in comparison to the In-O and Zn-O bonds, which

may limit spontaneous generation of the carriers [49]. Thus, addition of an appropriate

fraction of different cations and growth environment is essential to obtain stable amorphous

oxide with the desired properties [82]. Also, it is possible to generate carriers by using

the external electric field when they are used as thin film transistors. The formation of

defect states and their role in electronic transport and material properties will be discussed

in detail in Section 1.3.2.
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Figure 1.4. The carrier concentration as a function of O2 pressure during the deposition in
a-IGZO and a-IZO [30].

1.3.2. Subgap States in Amorphous Oxides. The structure of amorphous oxide

promotes the formation of subgap states (the tail states). The disorder-induced effects

at the bottom of the conduction band are negligible, as the conduction band is formed

primarily from spherical 4s or 5s orbitals of the metal atom, which are insensitive to the

structural disorder. In contrast, the top of the valence band is formed mainly from oxygen

p-orbitals which are directional and thus more strongly affected by the disorder [50, 84].

Development of subgap states within the electronic band affects transport properties and

optical transparency [85, 86]. The subgap states close to the valence band maximum can

form flat bands above the top of the valence band VB, Fig. 1.5, which may reduce the hole

mobility if hole carriers exist [87].

Due to the significant dependence of the carrier concentration on the oxygen pres-

sure during growth, it is commonly assumed that oxygen vacancy is responsible for the

conductivity in amorphous oxides; it was shown that oxygen vacancy creates a shallow

donor defect near the conduction band minimum, which may provide the carriers [88], Fig.



16

Figure 1.5. Schematic models of subgap DOS in typical amorphous oxides adopted from
Ref. [82]. VB = valence band, CB = conduction band

1.5. Also, it was believed that oxygen vacancies are responsible for deep subgap states

[65, 89, 90, 91]. However, an oxygen vacancy VO in an amorphous structure is not well

defined and is indistinguishable from metal interstitial (Mi) that may appear in one of the

following equivalent forms O-(M-M)-O=O-(M-VO-M)=O-(M-Mi)-O [92].

Some of the recent experimental and theoretical studies on amorphous a-IGZO, a-

IZO, and a-ZTO have found the increase in deep subgap states with a rise in oxygen content

[85, 86, 93]. They have pointed that the subgap states below the lower half of the band gap,

and the deep localized defect levels are due to the undercoordinated oxygen atom, and the

subgap states in the upper part of the band gap are caused by defects related to the local

oxygen deficiency. Subgap states in the upper part of the band gap are further attributed

to nanocrystalline indium in indium-based oxides or the formation of M-M complexes

[48, 86]. However, the origin of both shallow and deep defects in amorphous oxide is still a

topic of debate [85, 87, 94]. It requires more thorough understanding and treatment of the

defects to achieve material stability during application [88].

1.3.3. Optical Properties of Amorphous Oxides. Asmentioned earlier, structural

disorder reduces the band gap in the amorphous oxide; however, short-range interaction,
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i.e., the nearest neighbor M-O interaction (which is preserved during amorphization) and

the Burstein-Moss shift, keeps them optically transparent due to the low absorption in the

visible range. A high energy transition occurs due to the transition of electrons from valence

band to the conduction band, as shown in Fig.1.1. In the experimental study, the band gap

is estimated from change in the absorption coefficient α at the absorption edge [53, 95].

The absorption coefficient can be calculated by using transmitted intensity, I, the incident

intensity, I0, and the thickness d of the thin film as:

I = I0e−αd (1.6)

The optical band gap values of amorphous oxides are usually determined from a Tauc

relation [96], which has the form

(αhν)1/2 = c(hν − Eg) (1.7)

where hν is the incident photon energy, c is a constant, and Eg is the optical band gap of the

material. Also, optical spectra follow Urbach’s law, which can be used to check disorder

in the film [97]. In the theoretical calculation, the absorption coefficient is calculated from

extinction coefficient, κ, as:

α =
4πκ
λ
, (1.8)

where extinction coefficient is determined from the relation of complex dielectric function

ε as:

ε = (n + iκ)2 (1.9)

Here n is the refractive index of the material. The imaginary and real parts of the com-

plex dielectric function are related by the Kramers-Kronig relations. The expression for

refractive index and extinction coefficient are given in Section 2.4.
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Studies of the optical spectra provide the information about subgap states and also

the disorderness in the film. The decrease in the band gap value and film transparency

during transition from crystalline to amorphous form can be regained by annealing the film

in the appropriate environment [82, 85] or by incorporating the appropriate cations in the

material.
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2. METHODS AND APPROACH

2.1. INTRODUCTION

Computer simulations of solids, also called computational experiments, bridge

the gap between phenomenological description and experimental observation. They are

becoming an important tool to characterize properties of materials, from the nanoscale

up to bulk materials and devices [98]. The combination of state-of-the-art methodology,

efficient algorithm innovations, and ever-increasing computer power is leading towards a

modern revolution in materials modeling [99]. Various solid-state properties are explained

at different levels of sophistication by treating electron-electron interaction differently [100,

101]. The selection of methodology for the calculation depends on a choice of the problem

of interest. One approach to deal with many electron systems is the band theory of solids,

which has emerged from the self-consistent field approximation. In this method, each

electron is assumed to move independently in the average effective field produced by nuclei

and remaining electrons. A one-particle Schrödinger equation governs the motion of each

electron. This approach has been proven to be immensely successful, particularly in the

physics of semiconductors and metals. It provides us with convenient first-principles, or

ab-initio methods, such as the density functional theory (DFT) [102, 103]. One can use

DFT as a tool not only to verify but also to predict the characteristics of materials with

significant quantitative accuracy before it is made or tested in a lab.

As discussed in Section , amorphous materials are of keen interest in material

science on both the fundamental and technological levels. In amorphous material, the

primary challenge is a precise characterization of the structural features, or in other words,

the clear understanding of the atomic structure of the network. For a crystalline structure,

the diffraction experiment can give the complete set of atomic coordinates whereas for liquid
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and amorphous materials, commonly used experimental techniques to identify the structure

are X-ray spectroscopy and extended X-ray absorption fine structure (EXAFS)[104]. The

latter provides reliable pair distribution functions, yet it can not give the information beyond

the second or third shell. Therefore, to gain sufficient understanding of the structure of

amorphous materials, the laboratory experiment should be supplemented with a computer

simulation [105].

In addition to the methods mentioned under the Section 1.2.5, methods used to

generate amorphous materials in computation are accretion, i.e., the sequential addition of

atoms to a growing cluster [76], and randomization and relaxation [77]. Both methods are

strongly biased by the detail of growth, the randomization algorithm, and the interatomic

force field used during the relaxation. Molecular dynamics (MD) is preferred over these

methods, in which results depend only on the quality of interatomic potential. However,

due to inability of the empirical potentials to describe in detail the chemical bonding

process in many important systems, and also due to complexity in constructing empirical

two- and three-body potentials with transferability from a liquid phase to amorphous phase,

first-principles based approach, i.e., ab initiomolecular dynamics technique was developed.

To generate amorphous oxides in our study, we have used ab initio MD, which is

based on the density functional approach [106]. Ab initio MD will be discussed in more

detail in Section 2.5. Below, we introduce the DFT approach and the approximations

currently employed within this formalism.

2.2. DENSITY FUNCTIONAL THEORY

Density functional theory (DFT) is one of the most widely used electronic structure

calculation techniques to study the ground state properties of a solid. In the DFT, the

electronic orbitals are the solutions of a many-electron Schrödinger equation, which depend

on the electron density rather than on electron spin orbital as in the Hartree-Fock approach
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[107]. The basic approach of the DFT is to approximate the electron correlation using

a general functional of the electron density. For an n electron system, the density of the

electrons can be defined by the wave functions:

n(r) = 〈ψ(r) |ψ(r)〉 (2.1)

One can express the property of a system such as total energy as a functional of its electron

density instead of its wave function.

The notion of expressing the characteristic of the system by the density of homo-

geneous electron gas started with the Thomas-Fermi approximation [108, 109]. The era

of modern DFT started from Hohenberg and Kohn Theorems in 1964 which are stated as

[102]:

Theorem i): For any system of interacting particles in an external potentialVext (r),

the density is uniquely determined.

Theorem ii): A universal functional for the energy E[n] can be defined in terms of

the density n(r), which is valid for any external potential Vext (r). The exact ground state is

the global minimum value of this functional with correct ground state density.

The first theorem implies that all the properties of the system can be determined from

the ground state electron density. The second theorem introduces the energy functional and

provides a method to find ground state density of the system. Following from the theorems,

the complicated problem of determining all ground state characteristics of the system is

now reduced to the problem of finding the minimum of Hohenberg-Kohn functional, which

can be expressed as [102]:

E[n] = F[n] +
∫

drn(r)Vext (r) (2.2)

where E[n] is a total energy functional, and F[n] is a universal functional, which is

independent from the number of particles and the external potential. The ground state
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energy is obtained by minimizing the total energy functional corresponding to the ground

state energy density, E0[n0]. The functional, F[n], is separated into kinetic energy, T[n],

Hartree (Coulomb), Ecoul[n], and exchange-correlation (XC), Exc[n]

F[n] = T[n] + Ecoul[n] + Exc[nc]. (2.3)

The ground state energy of the system can be obtained by solving the single particle

Schrödinger-like equations, also called the Kohn-Sham (K-S) equations [103]:

HKSψi = εiψi (2.4)

[
−

1
2
52 +ve f f (r)

]
ψi = εiψi (2.5)

where HKS represents the one electronK-SHamiltonian, and ve f f (r) represents the effective

potential, which is expressed in terms of sum of the external potential (vext), Hartree

(Coulomb) potential (vH), and exchange correlation potential (vXC)

ve f f = vext + vH + vXC = vext +

∫
n(r′)
|r − r′|

dr′ +
δEXC

δ[n(r)]
. (2.6)

The Coulomb potential and the exchange-correlation potential both contain electron density

and the electron density is determined from the potential, which requires Equation 2.5 to

be solved self-consistently.

2.2.1. Exchange-Correlation Functional. The exchange-correlation potential in-

cludes all the many-body interactions, which are missing in the classical Hartree interaction

potential. The biggest problem of the DFT is finding the exact functional for exchange and

correlations, which are not known except for the free electron gas. Some of the most widely

used approximations are summarized below.

2.2.1.1. The local density approximation. The local-density approximation is

the most successful and well-tested approximation for the exchange-correlation energy. In
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this approximation, the assumption made is that the local exchange-correlation energy per

particle (energy density) depends on the local density. The exchange-correlation is also

equal to the exchange-correlation energy density of homogeneous electron gas, provided

homogeneous electron gas has the same density with a neutralizing positive background.

The exchange-correlation energy can be written in terms of exchange-correlation energy

density (εXC) as:

ELDA
XC ≈

∫
n(r)εXC[n(r)]dr (2.7)

The exchange-correlation energy density εXC can be separable in terms of exchange and

correlation part as:

εXC = εX + εC (2.8)

where εX is the exchange component that denotes the exchange energy of an electron in a

uniform electron gas and is defined as:

εX = −
3
4

[
3n(r)
π

] 1
3

(2.9)

The correlation term, εc, is obtained from numerical Quantum Monte-Carlo simulations

on the homogeneous electron gas [110]. The LDA approximation works more accurately

for the system with slowly changing density, as it assumes density is locally constant. The

LDA overestimates the binding energy of solids and molecules, hence it underestimates the

bond lengths. For the semiconductors, it underestimates band gaps, e.g., LDA predicts Ge

to be metallic [111].

2.2.1.2. The generalized gradient approximation. The generalized gradient ap-

proximation (GGA) came as a possible improvement over the LDA. The GGA gives a

good estimate of the total energies of the molecules [112, 113]. The general form of the
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exchange-correlation functional in GGA approximation can be written as:

EGGA
XC [n] =

∫
εXC (n, | 5 n| 52 n)dr (2.10)

At the current stage, GGA approximation is popular among computational chemists as it

gives reliable results for all primary types of the chemical bonds. In this work, we have

used the GGA with Perdew-Buke-Ernzerhof (PBE) [114, 115] functionals as implemented

in the Vienna ab initio Simulation Package (VASP) [105, 116, 117, 118].

The exchange energy of PBE approximation can be defined as:

EPBE
x =

∫
drn(r)εPBE

x (n(r), s(r)) (2.11)

where s=| 5 |/(2κFn) is the reduced gradient with κF = (3π2n)1/3. The PBE exchange

energy density is given by the product of LDA exchange and an enhancement factor, FPBE
x ,

which depends on s(r), i.e.,

εPBE
x (n(r), s(r)) = εLDA

x (n(r) × FPBE
x (s(r))) (2.12)

FPBE
x (s) = −

8
9

∫ ∞

0
dyJPBE (s, y) (2.13)

where JPBE (s, y) is the PBE exchange hole.

2.2.1.3. The hybrid functional. The LDA and GGA approximation are successful

in accurately estimating properties of the materials such as lattice constant, and bulk

properties such as total energy. However, LDA and GGA underestimate the band gaps.

Improvement in the band gap calculation is accomplished by application of the so-called

hybrid functionals. The hybrid functionals are obtained by admixing an adjusted value of

the Hartree-Fock (HF) exchange to the GGA functional.
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To date, several hybrid functionals have been proposed. The hybrid functional

HSE06, introduced by Heyd, Scuseria, and Ernzerhof [119, 120], is one of the most

widely used functionals. This functional replaces the slow decaying long-range part of the

Hartree-Fock (HF) exchange by the analogous density functional counterpart. In HSE06,

the expression for the exchange-correlation energy takes the following form:

EHSE
XC =

1
4

ESR
X (µ) +

3
4

EPBE,SR
X (µ) + EPBE,LR

X (µ) + EPBE
C (2.14)

where SR and LR refer to the short- and long-range part of individual exchange interaction,

and µ represents the parameter used to define the scale of the Coulomb kernel whose value

ranges between 0.2 to 0.3Å. In molecules and solids, this approach is capable of providing

the results of the lattice parameter, bulk moduli, formation energy, binding energy, and

the band gap of semiconductors and insulators with experimental accuracy. Due to there

capabilities, the popularity of HSE in the electronic structure calculations is increasing

[121]. We have used the HSE06 functional to correctly estimate the electronic states and

optical band gaps in our study.

2.3. METHOD FOR CALCULATING BAND STRUCTURE

Electronic structure of solids is often determined using periodic boundary condi-

tions. The periodic symmetry of the perfect crystals and the use of periodic supercell for

the study of non-periodic systems such as amorphous solids allows one to reduce the prob-

lem. The use of periodic boundary in modeling the system makes it convinent to handle

with present computational resources. From the solution of the Khon-Sham equation (Eg.

2.5), one can calculate the electron eigenstates and related properties for the solid system

represented by the atom within the cell. The effective potential, Ve f f (r) of Kohn-Sham
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Hamiltonian, will be periodic with the lattice vector R of the cell, i.e.,

Ve f f (r) = Ve f f (r + R) (2.15)

Bloch’s orbitals φnk can be written as the product of the plane wave and a periodic function,

unk(r).

φnk(r) = eik.runk(r) (2.16)

where k is the wavector and n is the band index. Since the function unk is periodic with the

periodicity of the lattice, i.e.,

unk(r) = unk(r + R), (2.17)

for any energy eigenvalue, Enk, Enk+G is also the eigenvalue for all vectors G of the

reciprocal lattice, i.e., the energy eigenvalues are periodic in the reciprocal space.

En(k) = En(k +G) (2.18)

With the use of Bloch’s theorem, it is sufficient to calculate the electronic part of the total

energy only inside the first Brillouin zone to get an electronic structure of the material.

Below, we discuss some of the most common methods that have been used to calculate

electronic band structure of the TCOs.

2.3.1. Plane Wave Pseudopotential Method. The plane waves are used as a basis

set to expand the periodic function unk:

unk =
∑
G

cnk,G.eiG.r (2.19)

Thus, the electronic wave function takes the form

φnk(r) =
∑
G

cnk,G.ei(G+k).r (2.20)
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i.e., the electronic wavefunctions at each k-point are expressed in terms of a discrete plane

wave basis set. To make the problem solvable, one needs to truncate the basis set. One way

to restrict the number of the plane waves is to place an upper limit to the kinetic energy of

the plane waves, which is called energy cutoff, Ecut . Once Ecut is set, every plane wave

meeting the condition
|k +G|2

2
< Ecut (2.21)

is included in the calculation. DFT has reduced the complexity of the problem in elec-

tronic structure calculations; however, for systems containing large numbers of electrons,

it remains still computationally very expensive. Further, the method of pseudopotentials

makes computation feasible because the valance electron mainly determines the physical

properties of solids. The pseudopotential method replaces the core electrons and the strong

ionic potential with weaker pseudopotential, and that acts on a set of pseudo wave functions.

The pseudopotential and the wave functions are both determined in such a way that after

cutoff radius, they become indistinguishable to the actual potential and the wave functions

(rc)[100].

2.3.2. All-electron Methods. In this method, instead of separating core-valence

electrons all the electrons are explicitly used in the calculation.

2.3.2.1. Augmented plane wave method (APW). The technique of APW uses an

approximation for the ionic potential by so-called muffin-tin potential, which is spherically

symmetric within some radius (MT) for each lattice site and it is constant outside. APW

assumes that the potential is spherically symmetric inside the sphere and flat or slowly

varying outside the sphere, the so-called interstitial region (I). The electron potential V (r)

in two different regions can be expressed as:

V (r) =



∑
lm Vlm(r)Ylm(r̂) (r ∈ MT )∑
G VGeiG.r (r ∈ I)

(2.22)
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The basis set used is:

φknAPW (r, ε l) =



∑
lm Alm,knul (r, ε l )Ylm(r̂) (r ∈ MT )

1√
V

eikn .r (r ∈ I)
(2.23)

where kn = k +Gn; V represents the volume of a unit cell. In this method, energy depends

on the functional ul (r, ε l) resulting from the non-linear eigenvalue problem.

2.3.3. Linearized Augmented Plane Wave (LAPW) Method. LAPW method

solves the non-linearity problem in APW method. The radial wave function ul (r, ε l ) is

expanded using Taylor series. Error in the radial wave function is of second order, and the

error in the energy is of fourth order. The LAPW basis set can be defined as:

φknAPW (r, ε l) =



∑
lm[Alm,knul (r, ε l ) + Blm,knu̇l (r, ε l )]Ylm(r̂) (r ∈ MT )

1√
V

eikn .r (r ∈ I)
(2.24)

The basis set in the interstitial region remained identical to that in the APW method, but

in the muffin-tin spheres, it depended on ul and its energy derivative u̇l . The modified

basis function provides the extra flexibility so that it can include a large energy region

around linearized energy. The coefficients Alm and Blm are determined from the boundary

conditions.

2.3.4. Projector Augmented Wave (PAW) Method. The PAW method combines

approaches of LAPW and the pseudopotential method. It was developed by Bloch [122].

This method retains the all-electron character; however, the all-electron (AE) wave func-

tion is decomposed in terms of a smooth pseudo-wave function, and a rapidly varying

contribution localized within the core region. A linear transformation relates the true and

pseudo-wavefunction as:

|ψAE
n 〉 = |ψ

PS
n 〉 +

∑
i

( |φAE
i 〉 − |φ

PS
i 〉)〈p

PS
i |ψ

PS
n 〉 (2.25)
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The pseudo-wave functions ψPS
n are expanded in plane waves and are identical to the AE

wave functions ψAE
n in the regions between PAW spheres. Inside the spheres, ψPS

n are only a

rough approximation to the exact wave functions and are only used as a computational tool.

In our work, we have used the PAW method as implemented in the VASP code [105, 117].

2.4. OPTICAL PROPERTIES

The frequency-dependent dielectric matrix can be determined from the electronic

ground state. The imaginary part, ε(2), is determined by a summation over empty states

using the equation:

ε(2)
αβ (ω) =

4π2e2

Ω

1
q2 lim

q→0

∑
c,v,k

2ωδ(ε ck − εvk − ω) × 〈uck+eβq |uvk〉〈uck+eβq |uvk〉
∗ (2.26)

where c and v indicate conduction and valence band states, respectively, and uck is the cell

periodic part of the orbitals at the k-point. The transitions are made from occupied states

to unoccupied states within the first Brillouin zone. The real part of the dielectric tensor,

ε(1), is obtained by the usual Kramers-Kronig transformation:

ε(1)
αβ (ω) = 1 +

2
π

P
∫ ∞

0

ε(2)
αβ (ω′)ω′

ω′2 − ω2 + iη
dω′, (2.27)

where P denotes the principle value and η denotes the complex shift [123]. The reflectivity

can be calculated from complex dielectric function as:

R(ω) =
�����

√
ε(ω) − 1
√
ε(ω) + 1

�����

2

(2.28)

The expression for energy-loss spectrum, L(ω), refractive index, n, and extinction coeffi-

cient, κ are listed below

L(ω) =
ε(2) (ω)

(ε(1) (ω))2 + (ε(2) (ω))2 (2.29)
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n =


√
(ε(1))2 + (ε(2))2 + ε(1)

2



2

(2.30)

k =


√
(ε(1))2 + (ε(2))2 − ε(1)

2



2

(2.31)

2.5. AB INITIO MOLECULAR DYNAMICS SIMULATIONS

Meeting the challenge in calculating the full set of many-body forces for a system

became possible using ab initio molecular dynamics (MD) simulation, as proposed by Car

and Parrinello [106]. In ab initio MD simulation, inter-atomic forces are derived directly

from the ground state by solving density functional equations, Eq. 2.6. The DFT functional

for the electronic energy is minimized at every step of MD simulation [124], then the

Hellmann-Feynman theorem is used in calculating forces from the ground state energy of

the system. The ab initio MD does not rely on any adjustable parameter unlike classical

MD, but it depends only on the atomic positions, RI. The ab initio MD is summarized in

the following steps:

(i) Fix the position of nuclei {R1, R2 ..... , R N} to solve Eq. 2.5 self-consistently for

the electronic degree of freedom.

(ii) Find the electrostatic force on each atom by using Hellmann-Feynman theorem:

FR = −
∂E

∂RI(t)
(2.32)

(iii) Integrate equations ofmotion for the nuclei over a time step, and find the new positions

of the nuclei:

MRR̈(t) = FR{R1(t),R2(t).....,RN (t)} (2.33)

In this work, we have used ab initio MD as implemented in the VASP code [105] to carry

out the simulation of a liquid quench. The following steps are performed to model an
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amorphous structure: (i) An initial crystalline structure is heated to several degrees above

its melting point to ensure perfect mixing and to remove the memory effect of the crystalline

structure. (ii) The initial structures are taken from the equilibrated melt and are subjected to

MD simulations involving a stepwise linear cooling protocol with different rates of cooling

depending upon the change in the structural features. (iii) The system is fully relaxed

towards the energy minimum at the end of the cooling simulation.

The change in structural characteristics during the MD simulation can be seen from

the general radial pair distribution function (RDF), g(r), in Fig. 2.1. The RDF is defined

1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
r(Angstrom)

0

1

2

3

4

5

g
(r

)

Initial structure 
Melt
Amorphous

M-O

O-O

M-M

Figure 2.1. Pair distribution function, g(r), of indium oxide showing the three phases, i.e.,
initial (crystalline), liquid (melt) and amorphous during the liquid quench simulation.

as the probability of finding an atom in a spherical shell with tiny thickness dr at a distance

r from a chosen central atom, in other words, this defines the average density of atoms

at a distinct position r . In Fig. 2.1, we have shown the radial distribution function for

liquid (melt), amorphous, and crystalline materials. Upon melting the initial structure,

sharp peaks at definite positions, which characterize crystalline material, will disappear,
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and g(r) resembles that of a typical liquid. Once the system is cooled and relaxed at room

temperature for the energy minimization, the first peak in the pair distribution function will

appear distinctly while other peaks may not be clearly visible, as shown in Fig. 2.1. In total

pair distribution shown in Fig 2.1, all peaks are averaged for every atom in the structure.

Information obtained from the pair distribution function can be compared to the results

obtained from experiment. For a more accurate comparison of the average M-O distances,

we have calculated the effective bond distance [125, 126] according to:

lav =

∑
i

li exp
(
1 −

(
li

lmin

)6)
∑
i

exp
(
1 −

(
li

lmin

)6) , (2.34)

where the summation runs over all oxygen neighbors of a particular M atom and lmin is the

shortest M-O distance in the i-th MOx polyhedron. The average effective bond distance is

weighted by taking into account the individual metal-oxygen bond length. It eliminates the

long-distance bonds that represent non-interacting M-O pairs. The effective coordination

number (ECN) can be calculated based on the obtained effective bond distance (c.f., Eq.

2.34) for every M atom in the cell:

ECN =
∑

i

exp *
,
1 −

(
li

lav

)6
+
-
. (2.35)

2.6. MEASURE OF LOCALIZATION IN AMORPHOUS SOLIDS

In the amorphous materials and disordered solids, it is difficult to perfectly describe

localized midgap states and band tail states [127]. It is always important and necessary

to identify localized states in semiconductors in order to determine the correct location of

mobility edges.

There are mainly three ways that are used as the measure of localization [14]. (i)

To use information entropy as a measure of localization, the estimate of the number of
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accessible atoms, W (E), for a given state is expressed as

W (E) = exp(S(E)) (2.36)

where S(E) is the Shannon entropy for N number of atoms, i.e.,

S(E) = −
N∑

i=1
qi (E)lnqi (E). (2.37)

This approach uses the fact that is used in information theory – the entropy is a measure

of randomness in the Mulliken (point) charge {qi (E)} residing at an atomic site i for an

eigenstate with energy eigenvalue E. In this measure W (E) takes the value equal to the

total number of atoms for uniformly extended states and unity for an ideally localized state.

(ii) To use the spread of the wavefunction in real space, the definition of the spread is used

by considering total volume of the cubic supercell volume taking the defect site as a center.

σ2 = [〈r2〉 − 〈r〉2] (2.38)

The large value of σ2 corresponds to less localized or the extended states. (iii) A measure

of the inverse participation ratio (IPR) is the most commonly used measure. For an orbital,

ψn(~ri) of a system consisting of N atoms, the inverse participation ratio can be expressed

as:

IPR(E) = N

N∑
i
|ψn(ri) |4

|
N∑
i
|ψn(ri) |2 |2

(2.39)

The IPR is large for highly localized states and small for extended states. In our study, we

have used IPR as a measure of localization of the states.
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2.7. DISSERTATION OUTLINE

This dissertation is organized as follows. Motivation and status of the transparent

conducting oxides and amorphous transparent conducting oxides have been discussed in

Section 1. Section 2 contains background and description of the methods employed in the

calculations. The main body of the dissertation contains four papers. Summaries of each

of those paper are presented below.

Paper I: In this paper, we started our study by comparing interatomic distances and

coordination numbers for the first shell (Metal-Oxygen bond) and the second shell (Metal-

Metal bond) to the experimental results for the structures with the different degree of

amorphization. The latter is obtained experimentally via different deposition temperatures

and theoretically via different cooling rates. Based on the excellent agreement between

EXAFS experimental results and our MD simulated results, we were able to study the

structural feature for the third coordination shell (corner-shared In-In). Interestingly, we

have shown that a long chain of InO6 connected primarily via corner sharing is responsible

for the enhancement in the carrier Hall mobility at the onset of the amorphous region. The

percent contribution of corner-shared InO6-InO6 polyhedra to the total (edge and corner)

shared InO6 pairs are shown in Fig. 2.2, where the maximum in the observed mobility

coincides with the maximum in the calculated number of the corner-shared InO6 pairs.

This finding highlights the importance of the medium/long-range structural characteristics

in amorphous oxides.

Paper II: In this paper, we have investigated ternary In-based oxides, In-X-O with

X=Sn, Zn, Ga, Cd, Ge, Sc, Y or La to determine their short range and medium/long range

structural characteristics. Our investigation showed that the local features, i.e., the In-O

coordination and bond distance, depend weakly on the presence of cation X in the system.

However, the structural characteristics of the metal-metal shell, namely, the M-M distance

and M-O-M angles which determine how MO polyhedra are integrated into a network,
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Figure 2.2. Percent contribution corner-shared InO6-InO6 polyhedra to the total (edge and
corner) shared InO6 pairs as a function of cooling rate (black): Low-temperature region of
Hall mobility versus deposition temperature curve as given in Ref.[147].

are affected by the presence of X, which will play the key role in charge transport in the

amorphous oxide. In particular, we found that while IZO and IGO have the same number of

six-coordinated In atoms, Zn favors edge sharing between InO6 polyhedra (ZnO polyhedra

prefer corner-sharing) whereas as Ga favors their corner-sharing (GaO polyhedra prefers

edge-sharing with its neighboring polyhedra). The presence of Sn leads to the formation

of short-distant edge-shared InO6 pairs resulting to the smallest average distance between

the connected InO6 pairs. The sharing between the MO polyhedra will affect the degree

of amorphization of the materials and also the carrier mobility controlled by scattering on

large XO clusters or nanocrystalline inclusions (In2O3).

Paper III: Here we have studied the nature of the charge transport and local structure

in the amorphous oxide In-X-O with X=Sc, Y or La. Both experimental and theoretical

study are combined to understand the role of cation size by taking three cations of the

same valence but different ionic radii ( 0.89Å for Sc, 1.04Å for Y, and 1.17Å for La) in

the structural and transport properties. In agreement with experimental observations, we
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have found that the larger cations such as La are effective in producing amorphous state by

reducing the relative number of fully coordinated In,i.e., InO6, in comparison to Sc or Y.

Paper IV: The local bonding and the metal-O polyhedra are studied in detail in amor-

phous In-X-O with X= Sn, Zn, Ga, or Ge to understand the observed carrier concentration

and the carrier Hall mobility behavior. Based on our simulation results, we have shown

that an interplay between the local and long-range structural preferences of the constituent

oxides give rise to a complex composition-dependent behavior in these multicomponent

materials. The carrier concentration was found to correlate with the weak dependence of

the local structural properties on the different cations. This finding suggests that different

cations do not govern the carrier generation directly. At the same time, composition-induced

differences in the connectivity and spatial distribution of InO6 and XOx polyhedra are found

to determine the formation of the amorphous structures and to explain the observed carrier

mobility.
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I. THE STRUCTURE AND PROPERTIES OF AMORPHOUS INDIUM OXIDE

D. Bruce Buchholz†, Qing Ma‡, Diego Alducin♦, Arturo Ponce♦, Miguel Jose-Yacaman♦,
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ABSTRACT*

A series of In2O3 thin films, ranging from X-ray diffraction amorphous to highly

crystalline, were grown on amorphous silica substrates using pulsed laser deposition by

varying the film growth temperature. The amorphous-to-crystalline transition and the struc-

ture of amorphous In2O3 were investigated by grazing angle X-ray diffraction (GIXRD),
*Published in Chemistry of Materials 26, 5401-5411 (2014).
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Hall transport measurement, high resolution transmission electron microscopy (HRTEM),

electron diffraction, extended X-ray absorption fine structure (EXAFS) and ab initiomolec-

ular dynamics (MD) liquid-quench simulation. On the basis of excellent agreement between

the EXAFS and MD results, a model of the amorphous oxide structure as a network of

InOx polyhedra was constructed. Mechanisms for the transport properties observed in

the crystalline, amorphous-to-crystalline, and amorphous deposition regions are presented,

highlighting a unique structure-property relationship.
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1. INTRODUCTION

Fundamental understanding of the chemical and structural origins of transparent

conducting oxides (TCOs) has allowed TCOs to evolve into important materials for photo-

voltaic devices and optoelectronic applications [5, 21, 39, 128]. Transparent oxide semi-

conductors (TOSs), are currently being explored as thin film transistor (TFT) materials, as

an enabling technology for the next generation of computing, communication and identi-

fication devices [30, 128]. Initially, the technological application of TCOs and TOSs

employed these materials in their crystalline form. There is, however, an increasing shift

towards the use of these materials in their amorphous form. In 2010, an estimated 30-40%

of all flat panel displays employed an amorphous TCO material [58].

Amorphous TCOs and TOSs (a-TCOs and a-TOSs) have several advantages over

their crystalline counterparts. In general, amorphous materials are deposited at lower

temperatures [129] which tend to simplify the deposition process and expand the number

of substrates the material can be deposited on, such as plastics. Amorphous materials, lack

grain boundaries and are isotropic and, hence, tend to etch more uniformly, [42, 61, 62]

have lower surface roughness, [63, 64] and can be deposited uniformly over large areas

[42, 59]. Some amorphous materials can also be less prone to fracture, hence being

more pliable, lending themselves to the possibility of flexible electronics [42, 130]. These

advantages are realized without a significant loss to the seminal properties of conductivity

and transparency, for optimized materials [32].

The electrical and optical properties of crystalline TCOs and TOSs (c-TCOs and

c-TOSs) are strongly influenced by the oxygen content of the film [131]; the same is true for

a-TCOs and a-TOSs [132]. For c-TCOs and c-TOSs, their properties are also affected by

factors related to the crystal structure such as grain size [133] and crystallographic direction

[134]. By understanding how structure affects properties, it has been possible to improve

the performance of c-TCOs and c-TOSs. An understanding of the structure in a-TCOs and
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a-TOSs would afford the same opportunity for materials optimization. There is, however,

a much smaller knowledge base as to the structure of a-TCOs and a-TOSs than for their

crystalline counterparts.

The basic structure for TCOs and TOSs is a network of MOx polyhedra. Each metal

ion is coordinated with some number of oxygen ions, known as the M-O coordination num-

ber (NM−O), at some bond distance or distances, known as the M-O bond-distance (RM−O),

to form polyhedra. The polyhedra are then linked together either at their corners, sharing

one oxygen between two polyhedra (corner-sharing polyhedra); at their edges, sharing two

oxygen between two polyhedra (edge-sharing polyhedra); or, much less common, along

their faces, sharing three or more oxygen between polyhedra (face-sharing polyhedra), see

Figure 1. The linking of polyhedra results in the formation of a network where, ignoring

the interposing oxygen for the moment, each metal ion is coordinated with some number of

other metal ions, the M-M′ coordination number (NM−M ′), at some distance or distances,

the M-M′ distance (RM−M ′). Here M and M′ are used since in multication materials a

specific cation can be coordinated with a multiplicity of other cation species. The fact that

there is an interposing oxygen between cations leads to the concept of a M-O-M′ bond an-

gle. In discussing the structure of a TCO or TOS, one looks at both the polyhedra structure

(NM−O and RM−O) and the network formed by the linked polyhedra (NM−M ′, RM−M ′ and

the M-O-M′ bond angle). It is the distortions in the MOx polyhedra and integration of the

polyhedra into a continuous network that ultimately govern the properties of the oxides.

The crystalline structure for many of the indium oxide based TCOs and TOSs is that

of indium oxide, In2O3 (IO), bixbyite structure (space group Ia3, number 206). Bixbyite

is a fluorite-type structure with one-quarter of the anions missing; a periodic structure

that produces “structural vacancies". In the crystalline structure, the oxygen atoms are

octahedrally coordinated around indium; all indium cations are surrounded by six oxygen

atoms (c-NIn−O = 6) and two “structural vacancies". This is also known as the first-shell

around indium. The structural vacancy positions can sit along the body diagonal (b-site)
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Figure 1. Corner, edge and face sharing polyhedra

or along a face diagonal (d-site), Figure 2. The b-site represents 25% of the octahedra

arrangement and the d-site 75% of the octahedra arrangement. In the b-site arrangement

all the oxygen are equidistant from the indium at 2.18 Å. In the d-site arrangement there are

two oxygens at each distances 2.13, 2.19 and 2.23 Å. The average In-O bond distance for all

arrangements in the theoretical structure is 2.18 Å (c − RIn−O = 2.18 Å). The existence of

structural vacancies gives rise to two configurations by which InO6 octahedra link together

in crystalline In2O3: In the first, both an oxygen and a structural vacancy are shared between

adjacent polyhedra with the end result that the polyhedral are only joined at a corner, hence

“corner sharing"; in the second two oxygen are shared between the adjacent polyhedra

with the end result that the polyhedral are joined along the entire edge, “edge sharing",

Figure 2. This leads to two distinct sets of adjacent polyhedra In-In neighbors: There

are six-adjacent edge-sharing polyhedra, NIn−In = 6, at a distance of ∼3.34 Å, RIn−In =

3.34 Å, and six-adjacent corner-sharing polyhedra, NIn−In∗ = 6, at a distance of ∼3.83 Å,

RIn−In∗ = 3.83 Å. These make up the second and third shells around indium, respectively,

the first shell being the InO6 octahedra. A commonmethod of probing the structure of these
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Figure 2. Structure of crystalline In2O3 (bixbyite)

materials is extended X-ray absorption fine structure (EXAFS) [104]. Fourier transform

analysis of the EXAFS data yields structural information in the vicinity of each kind of atom

whose absorption is probed. This information can include M-O and M-M′ coordination

numbers (N) and bond distances (R) as well as the statistical spread of bond distances

(σ2) due to thermal motion and/or static disorder; this last factor is of particular interest

in amorphous materials [135]. As mentioned, in materials built up of MOx polyhedra, the

M-O structure is often referred to as the first shell and the nearest M-M′ structure as the

second shell. In the first shell there are no multiple scattering effects and the interpretation

of data is fairly straightforward even in multiple cation systems. Interpretation for data

in the second shell where multiple scattering effects can occur is complex, particularly in

multiple cation systems. The interpretation of the second shell becomes more complex

in amorphous systems where the second shell is less well ordered; the third shell is even

harder to interpret.

Several EXAFS studies have been done on the structure of In, Ga, Sn and Zn

containing a-TCOs and a-TOSs. These studies are summarized in the Ref. [136]. All

but one deal exclusively with the first shell, that is the coordination of oxygen around the

metal cations. Similarly, available theoretical models of amorphous oxides derived from

molecular dynamics simulations focus primarily on the first shell M-O results with no or
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limited information on the M-M distances and coordination [47, 49, 50, 68, 81, 84, 137,

138, 139]. The coordination of oxygen around indium is frequently compared to that of

crystalline indium oxide (bixbyite); c-NIn−O of 6 and c−RIn−O of 2.18Å.With the exception

of the studies by D-Y. Cho, et al., there is general agreement that in the amorphous materials

RIn−O is contracted relative to that found in the crystalline material. There is, however,

little agreement in NIn−O which ranges from a low of 4.5 to a high of 6.1. Differences in the

chemical environments for the different materials might contribute to the large spread of

values for NIn−O, however, even for compositionally equivalentmaterials, such as InGaZnO4

where NIn−O ranges from a 4.5 to 5.8 and Zn0.3In1.4Sn0.3O7 where NIn−O ranges from 5

to 6 (albeit set), there is little agreement. Although these differences may be due, in part,

to differences in processing methods, the complexities encountered when modeling multi-

cation systems make it possible to obtain different results from the same data depending

on the simplifying assumptions and modeling parameters used. These difficulties in data

interpretation are greatly compounded for the second shell wheremultiscattering effects and

the suppression of the Fourier transform at the higher R-range require additional simplifying

assumption.

Although pure indium oxide (IO) is rarely used in technological applications it is

the progenitor of many TCO and TOS systems. In structural studies like these, IO has

the advantage over more complex systems in that fewer constraints and assumptions need

to be imposed when modeling the data. For this study, a series of IO films, 350 nm

thick, were grown by pulsed laser deposition (PLD) at temperatures ranging from -100

to 600 ◦C in order to determine variations in the structural characteristics and to relate

those to the optimum properties. X-ray absorption spectroscopy and EXAFS analysis was

performed on these samples to determine the indium-oxygen coordination number (NIn−O)

and the average indium-oxygen bond distance (RIn−O), as well as the statistical spread of the

bond distance (σ2
In−O). Additionally the next-nearest neighbor indium-indium coordination
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number (NIn−In) and the bond distance (RIn−In), as well as the statistical spread of the bond

distance (σ2
In−In), were determined.

A powerful model for the construction of a plausible structure of an amorphous ma-

terial ismolecular dynamics (MD) liquid-quench simulations. In a liquid-quench simulation

a crystalline structure is heated to several thousand degrees for mixing. The equilibrium

melt is then cooled rapidly (quenched) in a stepwise fashion to a final temperature; differ-

ent total quench times are realized by changing the quench rate. In some simulations the

cooled structure is allowed to relax at constant volume to an energy-minimized quenched

structure. PLD is a physical analogue to a liquid-quench simulation. In PLD a crystalline

target is heated to several thousand degrees by a laser pulse. The plasma plume is rapidly

cooled to a solid structure at the substrate. The structure then relaxes, to some extent, to a

local energy minimum. The results of these experiments, therefore, readily lend themselves

to interpretation by MD liquid-quench simulations. In this work, first-principles density-

functional-based molecular dynamics is employed to obtain a-IO structures at different

quench rates in order to understand their effect on the structural properties of a-IO and to

explain the experimentally observed trends in PLD-grown samples. With the aid of MD

simulations, it was possible not only to corroborate the first and second shell results by

EXAFS, but also to extract additional information for the third-shell structure of a-IO.

2. EXPERIMENTAL SECTION

IO thin-films, ∼350 nm thick, were grown by PLD from a dense hot-pressed indium

oxide target (25 mm diameter). PLD was accomplished with a 248 nm KrF excimer laser

with a 25 ns pulse duration and operated at 2 Hz. The 200 mJ/pulse beam was focused

onto a 1 mm × 2 mm spot size. The target was rotated at 5-rpm about its axis to prevent

localized heating. The target-substrate separation was fixed at 10 cm. The films were grown

on fused-silica substrates in an O2 ambient of 8 mTorr. The substrates were attached to the
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substrate holder with silver paint. For films grown above room temperature a resistively

heated substrate-holder was used; for films grown below room temperature a liquid nitrogen

cooled substrate holder was used.

Sheet resistance (Rs: Ω/�), carrier type, area carrier-concentration (na: 1/cm2),

and carrier mobility (µH: cm2/V.s) were measured with a Ecopia 3000 Hall measurement

system on samples in the van der Pauw geometry. Carrier density (nv: 1/cm3) and re-

sistivity (ρ: Ω.cm) were calculated by dividing the area carrier-concentration and sheet

resistance, respectively, by the film thickness. Film thickness (d: nm) was measured using

a spectral reflectometer (Filmetrics F20). Grazing incidence X-ray diffraction (GIXRD)

was performed using an 18 kW Rigaku ATX-G diffractometer. CuKα radiation (λ = 1.54

Å) was conditioned by a parabolic multilayer mirror and collimated to produce a 0.1 mm

(vertical) by 5 mm (horizontal) beam with incident flux of ∼2×108 photons/s; a beam

incident angle of 0.46o was used. Film composition was measured by X-ray Photoelectron

Spectroscopy (XPS) using a Thermo Scientific ESCALAB 250Xi using a Al K α source

and a take-off angle of 90o. An argon ion source was used to clean carbon from the surface

prior to analysis. The flood gun was used on all analysis although it was only needed on

the more insulating samples to maintain charge neutrality.

X-ray absorption spectroscopy (XAS) was performed at the 5-BMD beamline of

DND-CAT at the Advanced Photon Source (APS) of Argonne National Laboratory (Ar-

gonne, IL). The In-Kα, fluorescence emissions from the indium oxide thin films was

measured using a four-element Si-drifted detector (SII) with the incident X-ray angle θ

at about 45o with respect to the sample surface. The XAS data was analyzed with the

ATHENA software packages [140]. The data were Fourier transformed with a Hanning

window over multiple k ranges where one-shell and three-shell fits were examined; see the

Ref. [136] for a detailed analysis of the rationale behind the choice of fit parameters. The

k-range of the EXAFS data used in the analyses was k = 2.24 - 12.67 Å−1 with a k-weight

of 2. Fitting carried out in R space was from R = 1.0 to 2.0 Å for the one-shell model and R



46

= 1.0 to 4.0 Å for the three-shell model. Paths for the first (In-O), second (In-In) and third

(In-In*) were used in the three-shell model; only the first shell was used in the one-shell

model.

For transmission electron microscopy (TEM), the indium oxide films were mechan-

ically cleaved from the substrate and deposited onto a holey carbon grid. The samples

were studied using a Jeol ARM 200F microscope operated at 200 keV. In order to prevent

crystallization by the electron beam, the samples were examined under low electron-dose

illumination using the smallest condenser lens aperture (10 µm), In this way, the same

illumination conditions were used for selected area electron diffraction (SAED) patterns

were taken with a beam current ranging between 5 to 15 pA/cm2 and patterns were collected

at exposure times of 10 to 20 s.

3. THEORETICAL

The amorphous In-O structures were generated using first-principles molecular

dynamics as implemented in the Vienna Ab Initio Simulation package [105, 116, 117, 118].

These calculations are based on the density functional theory (DFT) within generalized

gradient approximation (GGA) with PBE functional [114]. For initial structure, bixbyite

In2O3 supercells containing 80, 130 or 180 atoms and with density 7.12 gm/cm3 were used.

To remove the memory of the atomic arrangement, the initial structure was melted at 3000K

for 6 ps. Next, the melt was cooled to 2200K-1700K at the rate of 100K/1.2 ps, and then

rapidly quenched to 100K using different quench rates ranging from 700K/ps to 5K/ps.

In order to make these challenging calculations computationally efficient, a low cut-off of

260 eV was used and k-point sampling was restricted to Γ point only. The final structures

were equilibrated at 300K for 6 ps with cut-off of 400 eV. All simulations were carried out

within NVT ensemble with Nosé-Hoover thermostat using integration time step of 2 fs. For

the amorphous structures with different supercell sizes, we analyzed the pair distribution
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functions and found that 80-atom supercell is sufficient to describe the amorphous character,

as found in previous theoretical calculations [81].

We note here that a typical cooling rate employed in ab initio MD simulations

of amorphous oxides is 200K-100K/ps; slower cooling rates in DFT-based MD require

significant computational efforts and were not previously reported for amorphous oxide

semiconductors (in contrast to classical MD simulations). These quench rates were shown

to produce reliable amorphous structures [47, 81, 91, 141, 142]. Indeed, simple estimations

based on the thermal conductivity, heat capacity, and density of In2O3 suggest that a time

of 10−12 to 10−13 s is required to cool a 1nm thick oxide by 1K. In this work, cooling rates

ranging from ∼700K/ps to 5K/ps are employed to compare the MD simulation results to

the experimentally observed dependence of the structural properties on the PLD deposition

temperature. The agreement between EXAFS and MD results helps explain the intriguing

behavior of mobility near the crystalline-amorphous transition. Additionally, the results of

the MD simulations are used to apply reasonable constraints on the EXAFS analysis of the

second and third shells.

4. RESULTS AND DISCUSSION

For many thin-film material systems, the transition between amorphous and crys-

talline can be accomplished by changing the temperature of deposition; the crystalline phase

being favored by higher deposition temperatures. Such is the case for IO deposited on fused

quartz by PLD. Figure 3 is the GIXRD patterns of IO films ∼350 nm thick. Films grown at

temperatures of 0 ◦C and below are all X-ray diffraction amorphous (a-IO). The first sign

of crystallinity is observed at +25 ◦C. The GIXRD spectra for the crystalline films (c-IO)

are typical of that observed for polycrystalline bixbyite In2O3.

The films deposited at 0 ◦C and below have been referred to as “X-ray diffraction

amorphous" rather than simply amorphous because they can still contain nanocrystalline
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Figure 3. GIXRD patterns of indium oxide films, ∼350 nm thick, as a function of deposition
temperature. The c-IO/a-IO ratio, is determined by the area of the crystalline XRD peaks
to the combined areas of the crystalline XRD peaks and the “amorphous hump".

inclusions. At deposition temperatures as low as -50 ◦C nanocrystalline inclusions, 1.9 to

2.4 nm in size, can be found in a dominant amorphous phase as seen in the HRTEM image

of Figure 4a; the SAED inset confirms the presence of a dominate amorphous phase. As

the deposition temperature is increased to 0 ◦C, the size of the nanocrystalline inclusions

increases to between 2.2 to 3.4 nm; the amorphous phase is still dominate, Figure 4b. At a

deposition temperature of +100 ◦C, where crystallinity is clearly visible byX-ray diffraction,

the crystals are quite large and more dominate as evidenced in Figure 4c where the inset

SAED pattern has begun to form diffraction reflections which are closer in appearance to

a highly crystalline sample, Figure 4d, than the amorphous samples, Figures 4a and b.

Although nanocrystalline inclusions exist in the diffraction amorphous films, to simplify

notation, for the remainder of the paper the diffraction amorphous films will simply be

referred to as amorphous and the advent of crystallinity to occur at +25 ◦C where it is first

observable by X-ray diffraction.



49

Figure 4. HRTEM images of indium oxide films deposited at a) -50 ◦C, b) 0 ◦C, c) +100 ◦C
and d) +600 ◦C. Insets are representative SAED patterns from the respective films.

One of the main objectives for the study of structure is to optimize properties; for

TCOs and TOSs one property of major interest is carrier mobility (µH). Figure 5 shows

the Hall carrier mobility of the 350 nm films as a function of growth temperature. In the

high temperature c-IO region (+400 to +600◦C), µH is high (60-70 cm2/V.S), typical of

highly crystalline (albeit polycrystalline) films. The value of µH is again quite high (∼60

cm2/V.s) right at the advent of crystallinity (0◦C to +25◦C); the possible origins of this

high mobility will be explored in the EXAFS analysis and MD simulations sections. The

mobility decreases between -25◦C to -100◦C and reasons for this will also be explored in

the EXAFS analysis and MD simulations sections. The region between the a-IO and c-IO

films has a decrease in mobility from that observed for both the films deposited in the

high temperature crystalline region (≥400◦C) and the films deposited right at the advent of

crystallinity (0◦C to 25◦C). This region contains both crystalline and amorphous material
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Figure 5. Hall mobility of indium oxide films, ∼350 nm thick, as a function of deposition
temperature.

in sufficient quantities to be detectable by X-ray diffraction; incoherent boundaries between

the crystalline and amorphous phases can serve as scattering centers. As the first crystallites

form in a majority amorphous phase they act as scattering centers that lower the mobility;

further increase in deposition temperature increases the number of crystalline scattering

centers attended by further decrease in mobility until the crystalline phase becomes the

major percolation path through the material. At this point the amorphous regions become

the de facto scattering centers. Further increase in temperature decrease the amorphous

fraction thereby decreasing the number of scattering centers and increasing mobility.

XAS and EXAFS analysis was performed on the same samples to gain greater

insight into the differences in film structure. The In-O coordination numbers are shown

in Figure 6a. The highly crystalline samples have six-fold oxygen-coordination around

indium (c-NIn−O ∼ 6) consistent with the bixbyite structure. The fully amorphous films

have significantly lower oxygen-coordination around indium (a-NIn−O ∼ 5.3). Two possible

reasons for the lower oxygen-coordination are a difference in stoichiometry or a change in

structure. XPS was used to compare the composition of a similar set of thinner (65 nm)

films deposited over the same temperature range (-100 to 600◦C); all the films had the same
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In/O ratio within ±5% with no observable trend with respect to deposition temperature.

Hence, a change in structure is the more plausible explanation for the change in NIn−O.

Figure 6. a) In-O coordination number, NIn−O, b) In-O bond-distance, RIn−O and c)
σ2

In−O for the In-O shell of indium oxide films, ∼350 nm thick, as a function of deposition
temperature: Red markers, powdered In2O3 standard.

The In-O bond distance for the highly crystalline samples is, on the average, ∼2.17

Å (RIn−O =2.17 Å), Figure 6b, just slightly less than the ideal structural distance of 2.18

Å. There is a further contraction in the average In-O bond distance in the amorphous films.

This is consistent with a reduced coordination number observed in the amorphous films;

lower oxygen-coordination also allows a reduction in In-O distance while maintaining O-

O separation. The minima at 0◦C, ∼2.14 Å, is interesting in that it also corresponds

to the highest temperature at which an amorphous film can be grown and the point of

highest carrier mobility. However, because of the relatively small variation in RIn−O for the
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amorphous samples additional measurements would be needed to confirm a minimum. The

statistical spread of bond distances (σ2
In−O) due to thermal motion and/or static disorder

ranges from a low of ∼0.0054 Å2 to a high of ∼0.0085 Å2, Figure 6c. As might be expected,

the lowest σ2
In−O corresponds to the highly crystalline films deposited at 400◦C and 600◦C,

and the highest σ2
In−O to the amorphous films.

To achieve an amorphous structure the regularity of the crystalline structure, Figure

7a, must be perturbed, usually in bond distance and/or bond angle. If, for the moment,

Figure 7. a) unperturbed lattice; b) rotation of corner sharing polyhedra; c) rotation of edge
sharing polyhedra

the polyhedra are assumed relatively undistorted, the structure can still become amorphous

by virtue of distortions in the way the polyhedra are linked. Consider what happens when

the In-O-In bond angle is changed by the rotation of the polyhedra edges about an oxygen.

If the rotation occurs between corner-sharing polyhedra, Figure 7b, the net effect is to

change the In-In bond distance as well as the In-O-In bond angle. If the rotation occurs

between edge-sharing polyhedra, Figure 7c, the net effect is not only to change the In-O-In

bond angle and In-In bond distance but to also require the introduction of an additional

structural vacancy thus lowering the In-O coordination number by an average of 1/2 for the



53

two polyhedra involved, Figure 7c; the polyhedra will also change from being edge-sharing

to corner-sharing. A second way the In-O coordination number could be lowered is by

rotating the polyhedra along an edge thereby disjoining adjacent polyhedra; the separation

of corner-sharing polyhedra would result in lowering the In-O coordination number by an

average of 1/2 for the two polyhedra involved, Figure 8b, and the separation of edge-sharing

poly-hedra would result in lowering the In-O coordination number by an average of 1 for

the two polyhedra involved, Figure 8c. The caricatures of the rotations in Figures 7 and 8

are greatly simplified. In the crystalline solid the polyhedra are linked over large volumes;

when a polyhedra is rotated the bonds with all adjacent polyhedra are perturbed which are,

in turn, displaced within the lattice network. The net effect, if stoichiometry is maintained,

is to reduce NIn−O.

Figure 8. a) unperturbed lattice; b) breaking of corner sharing bond; c) breaking of edge
sharing bond.

For c-IO, the second shell is made up of the six-adjacent edge-sharing polyhedra,

NIn−In = 6, at a distance of RIn−In ∼3.34 Å. The highly-crystalline samples, 400◦C and

600◦C, have six-fold nearest-neighbor indium-indium coordination (c-NIn−In ∼ 6) con-

sistent with the number of edge-sharing nearest-neighbor polyhedra in the bulk bixbyite
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structure. The fully amorphous films have significantly lower nearest-neighbor indium-

indium coordination (a-NIn−In ∼ 2), Figure 9a. For the highly crystalline films, the nearest-

neighbor indium-indium distance is, on the average, 3.36 Å (c-RIn−In ∼ 3.36 Å); slightly

larger than the value for the ideal bixbyite structure. This decreases to a minimum of 3.29

Å for the fully amorphous sample grown at 0◦C (a-RIn−In ∼ 3.31 Å), Figure 9b. Again, the

minimum bond distance is observed at the point of highest mobility. The statistical spread

of In-In bond distances (σ2
In−In) due to thermal motion and/or static disorder ranges from

a low of ∼0.004 Å2 to a high of ∼0.014 Å2, Figure 9c. As might be expected, the lowest

statistical spread corresponds to the highly crystalline films deposited at 400 and 600◦C;

the highest statistical spread to the amorphous samples.

The decrease in NIn−In is consistent with the mechanism proposed for the decrease

in NIn−O. The rotation pictured in Figure 7c would convert two edge-shared second-shell

polyhedra into two corner-shared third-shell polyhedra while increasing the number of

structural oxygen vacancies by only one. A similar effect has been observed in quartz

where crystalline quartz was observed to have c-NSi−O ∼ 4.0 and c-NSi−Si ∼ 4.0 while fused

silica was observed to have a-NSi−O ∼ 3.7 and a-NSi−Si ∼ 1.1 [143]. The rotation in the In-

O-In bond angle can also account for the decrease in RIn−In. The second shell bond distance,

RIn−In, is more or less a maximum in the crystalline structure, therefore, RIn−In would be

expected to decrease in the amorphous phase and be attended by an increase in σ2
In−In.

A decrease in RIn−In increases the In-In bond orbital overlap which would contribute to

higher mobility. The decrease in mobility with a further decrease in deposition temperature

from 0◦C is attended by an increase in RIn−In. Here we believe the lattice is frozen in a less

relaxed state before polyhedra can rotate into closer proximity. X-ray reflectivity studies on

thinner films (60 nm thick) indicate as the deposition temperature is lowered below the point

at which the films become X-ray diffraction amorphous the density of the films decrease

[144]; this would be consistent with a more open structure being frozen in place.
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Figure 9. a) In-In coordination number, NIn−In, b) In-In bond-distance, RIn−In and c) σ2

for the In-In shell, σ2
In−In, of indium oxide films, ∼350 nm thick, as a function of deposition

temperature: Red markers-powdered In2O3 standard.

The analysis of the third shell, the structure of the corner shared polyhedra, is more

difficult to determine; even for the highly crystalline samples the calculated third-shell

coordination number is ∼5 (c-NIn−In∗ ≈ 5), see the Ref. [136]. There is, however, a piori

knowledge that this value should be ∼ 6 because of the highly crystalline nature of the

samples. When the value of NIn−In∗ is constrained in the model to 6, the computed value

for the third-shell neighbor-distance is 3.84 Å, with a statistical spread of 0.006 Å2. The

calculated bond distance is just slightly larger than the value of 3.83 Å found in an ideal

crystal and the statistical spread is consistent with the values found for the first and second

shell, ∼0.006 Å2 and ∼0.005 Å2 respectively. It would be convenient to be able to have
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a piori knowledge of the amorphous structure. One source would be MD liquid-quench

simulations of the amorphous structure. However, as shown in the Ref. [136], because of

the large value of σ2
In−In∗ in the amorphous structure even the results of theMD-simulations

hold marginal utility in extracting information about the third shell in a-IO from the EXAFS

results. The MD-simulations themselves can be used as a source of information about the

third shell if the simulation can be validated by good agreement with the EXAFS results

for the first and second shells.

The results of ab initioMD liquid-quench simulations for a-IOwere analyzed. From

the calculated radial pair distribution functions of the optimized structures, independent

of the cell size, an average In-O bond distance, R̄In−O ∼ 2.16 Å, and an average In-O

coordination number, N̄In−O ∼5.2, were obtained, in agreement with previously reported

MD values for a-IO and other In-based oxide semiconductors [47, 49, 50, 68, 81, 84, 137,

138]. The value of N̄In−O is also in excellent agreement with NIn−O obtained from the

EXAFS results. The calculated In-O distances are slightly overestimated compared to the

experimental values, as expected from the PBE approximation of the density-functional

calculations [114]. For a more accurate comparison of the local order in the structures

obtained via different cooling rates, the effective coordination number (ECN) and the

average pair correlation function was calculated for each structure [125, 126]. The results

are shown in Figure 10. Both R̄In−O and N̄In−O decrease as the cooling rate increases from

5 K/ps to about 250 K/ps, i.e., for more amorphous structures. A minimum for R̄In−O and

N̄In−O values as well as a maximum value for of σ2
In−O occur within 200-400K/ps cooling

range; then, both R̄In−O and N̄In−O slightly increase in faster-cooled structures. The trend

is in excellent agreement with the experimental ones observed for both NIn−O and RIn−O

within the amorphous region of the deposition temperatures, Figure 6 a and b; the low

temperature regions of Figure 6 are replotted in Figure 10. Thus, both the In-O bond length

and the In-O coordination decrease upon amorphization; the obtained deviations in the

first shell, however, cannot alter the electronic band structure (e.g., electron effective mass)
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Figure 10. First-shell, In-O a) Effective coordination number, b) average bond distance,
and c) bond-distance statistical-spread obtained from the MD simulations for 80-atom cell
amorphous InO with different cooling rates on bottom axis (black circle markers). Blue
diamond markers; low deposition temperature region (top axis) of EXAFS data.

sufficiently enough to explain the observed 3-fold change in the electron mobility, Figure

5. It should be noted that the alignment of the deposition temperature axis (upper axis)

and the cooling rate axis (lower axis) of Figure 10 are based on a “fit by eye" and have no

empirical correlation; the alignment, however, is consistent for all parts of Figures 10, 12

and 14.

As already mentioned above, experimental description of the In-In distribution in

amorphous oxides is challenging; theoretical works also lack important details about the
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In-In distances and coordination in amorphous oxides. The challenge arises from the

proximity of the second and third shells (at 3.35 Å and 3.83 Å in c-IO), causing the

corresponding pair distribution functions to overlap in the amorphous state. The total In-In

distribution becomes over 1 Å wide, making the exponential fit in the ECN calculations

inapplicable. In order to distinguish between the second and third shells, the optimized

atomic coordinates of the MD simulated structures were used to perform the following

analysis. For every In-atom the number of In-neighbors that share one, two, or three oxygen

atoms with the central In-atom was determined. The resulting average In-In coordination

numbers represent corner, edge, or face-shared In-In, respectively. In this analysis, the

maximum In-O distance to be considered as an In-O bond was set to 2.36 Å. This cut-off

value is greater than the longest first-shell In-O distance in crystalline In2O3 and ensures that

most of the first-shell In-O distances in the In-O pair distribution function (i.e., those that

belong to the first-shell peak) are included. The In-In pair distribution functions calculated

separately for edge-shared and corner-shared In atoms are given in Figure 11a. In addition,

the average In-In distances, coordination numbers and statistical spreads for both edge- and

corner-shared In-In pairs were calculated, Figure 12. (The large statistical spread (Figure

12c) would certainly render the EXAFS data to contain little, if not be completely absent

of, information on the third shell or corner-shared In-In interaction.) Based on the results,

the following three important conclusions can be made:

1. The edge-shared In-In distances are distributed between 3.0 and 3.8 Å with the

peak located around 3.3 Å, Figure 11a, which corresponds to the second shell edge-shared

In-In distance in c-IO. The average In-In distance calculated for the edge-shared In-In pairs,

R̄In−In, varies with cooling rate, Figure 12b: the lowest values of 3.26-3.27 Å were obtained

for the structures cooled at 333K/ps-167K/ps. The trend in R̄In−In agrees well with the

experimental observation for the second shell RIn−In, Figure 9b, where the lowest value

of 3.28 Å was observed for the structure deposited at 0◦C. Furthermore, the calculated

edge-shared In-In coordination, N̄In−In, remains at about 2.0 for all structures except for
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the one cooled at the slowest rate, in excellent agreement with the experiment, Figure 9a.

The value of N̄In−In increases to 2.7 for the most “ordered" structure (5K/ps) as might be

expected towards the onset of crystallinity. Thus, the number of edge-shared In-In does not

determine the transport properties in oxides.

Figure 11. a) Pair distribution functions for edge-shared In-In (solid lines: centered at ∼3.4
Å) and corner-shared In-In (dashed lines: centered at ∼3.7 Å) as obtained from the MD
simulations for 80-atom cell a-IO with different cooling rates. b) Total In-In coordination
as a function of distance.

2: Although the edge-shared In-In coordination is significantly suppressed (from

6 to 2) in a-IO, the total In-In coordination which combines face-, edge-, corner, and

non- sharing In-In pairs, remains close to the one for the c-IO Figure 11b: the total In-In

coordination reaches 6 at about 3.6 Å and 12 at about 4.2 Å in all amorphous IO structures

independent of the cooling rates. Hence, a significant part (about 60%) of the edge-shared

In-In pairs become corner-shared upon amorphization, as, indeed, can be seen from the

average corner-shared In-In coordination of about 8, Figure 13, left axis.
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3: Accordingly, the corner-shared In-In distance distribution begins at around 3.0

Å, Figure 11a, resulting in a significant overlap with the edge-shared In-In distribution

function. This finding highlights the challenge in distinguishing between the second and

third shells from the general pair distribution function. Moreover, the corner-shared In-In

distance distribution is almost twice as wide as the edge-shared one and includes long

In-In distances at and above 4 Å. The average corner-shared In-In distance, R̄In−In∗ , is

about 3.63 Å for all structures (Figure 13, right axis) which is smaller than the crystalline

corner-shared In-In distance of 3.8 Å. Because the In-O (first-shell) distances are generally

preserved upon amorphization, c.f., Figures 6 and 10, the wide distribution of the corner-

shared In-In distances determines the In-O-In angle distribution. The In-O-In angle defines

the connection between the InOx polyhedra as well as the molecular p-orbital of the oxygen

atoms. To understand the role played by the In-O-In angle in the properties of amorphous

oxides, the In-O-In angle distribution for corner- and edge-shared In-In pairs was calculated

(given in the Ref. [136].)

As expected, the edge-shared In-O-In angle distribution is narrow with the average

value of 98o which is close to the edge-shared In-O-In angle value of 99.5o in c-IO. Also,

the values of the average edge-shared In-O-In angle in a-IO vary insignificantly with the

cooling rate. For the corner-shared In-In pairs, the average In-O-In angle is 115o, which

does not have an analogous value in c-IO. The corner-shared In-O-In angle distribution

function is wide, ranging from 95o to 130o, with two visible peaks at 109o and 124o. The

latter angle value is close to the corner-shared In-O-In angle of 126o in c-IO. Importantly,

the structures, obtained via intermediate cooling rates (333K/ps and 250K/ps), exhibit a

plateau in the corner-shared In-O-In angle distribution having the weight of the first peak

reduced, and a shoulder appears at 140o. Indeed, these structures exhibit the largest average

In-O-In angle of 134o (calculated for corner-shared In-In distance range of 3.9-4.1 Å) as

compared to 129-131o for both the fastest and slowest cooling rates.
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Figure 12. Second-shell, In-In a) Coordination number, b) average bond distance, and c)
bond-distance statistical-spread obtained from the MD simulations for 80-atom cell a-IO
with different cooling rates on bottom axis (black circle markers). Blue diamond markers;
low deposition temperature region (top axis) of EXAFS.

Strikingly, the intermediate cooling rates resulted in the structures with the lowest

distances, RIn−O (R̄In−O) and RIn−In (R̄In−In), and coordination numbers, NIn−O (N̄In−O)

and NIn−In (R̄In−In), for the first and second shells as obtained both from the experiment and

theoretical simulations. Since the structures with largest corner-shared In-O-In bond angle

(obtained via intermediate cooling rates, 333K/ps and 250K/ps) seem to correspond to the

highest mobility observed near the deposition temperature of 0◦C (Figure 4), it is critical

to investigate this further. A large In-O-In angle may suggest a higher-symmetry molecular
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Figure 13. Third-shell, black diamonds: left axis, In-In* coordination number; blue squares:
right axis, average bond distance.

orbital for the oxygen p-states, and, hence, a better overlap between the spherical s-states

of In atoms with the two directional p-orbitals of the shared oxygen atom, giving rise to

a smaller electron effective mass. However, the obtained angle deviations cannot result

in a significant change in the effective mass; another mechanism should be responsible

for the observed three-fold mobility increase near the amorphous-crystalline transition.

As mentioned above, the In-O-In angle determines the spatial distribution of the InOx

polyhedral, i.e., the way the InOx polyhedra are connected. Large corner-shared In-O-In

angles correspond to a longer In-In distances (of∼4.0 Å on average); hence, one can suggest

a formation of connected In-O-In chains in these structures. Spatially spread, connected

chains may represent long conductivity paths and lead to an enhanced mobility.

To verify the above assumption, the atomic structures of the a-IO obtained via

different cooling rates were analyzed. First, we identify the InO6 polyhedra in every

structure and determine the number of the corner- and edge-shared pairs for the InO6

polyhedra only; Figure 14 is the percentage of edge-shared InO6-InO6 bonds as a function

of cooling rate. We find that the slow-cooled structure (5 K/ps) possesses the largest

number of edge-shared InO6-InO6 bonds (above 50%), whereas for fast-cooled structures
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Figure 14. Percent contribution edge-shared InO6-InO6 polyhedra with respect to total
(edge and corner) shared InO6 pairs as a function of cooling rate (black): Low temperature
region of Hall mobility versus deposition temperature curve of Figure 5 (blue).

(300 K/ps and above), the contribution from the edge-shared InO6 pairs remains at about

30%. Most strikingly, the number of edge-shared InO6 pairs is suppressed to as low as 10%

for the structure obtained via 166 K/ps cooling rate so that the InO6 polyhedra are primarily

connected via corner-sharing polyhedra. Also plotted on Figure 14 is the low temperature

region of Figure 5, Hall mobility as a function of deposition temperature. The maximum

in mobility coincides with the minimum in edge-shared InO6 pairs; the alignment of the

deposition temperature and cooling rate scale is consistent with that used to compare the

simulations with the EXAFS data.

In Figure 15, the spatial distributions of the InO6 polyhedra are plotted for the

representative structures-those obtained via 500 K/ps, 250 K/ps, and 50K/ps quench rates.

The following important observations are made. In the fast-cooled samples (500 K/ps and

above), disconnected InO6 polyhedra and small clusters of 2-3 InO6 polyhedra connected via

corner sharing were found. In contrast, the samples obtained via intermediate cooling rates

(333-167 K/ps) feature long chains of mostly corner-shared InO6 polyhedra. As discussed

above, these cooling rates correspond to an increased probability for large In-O-In angles

and long In-In distances. Consequently, at these cooling rates the InO6 are connected
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Figure 15. Spatial distribution and connectivity of the InO6 polyhedra in amorphous InO
obtained via 500 K/ps (top), 250 K/ps (middle), and 50 K/ps (bottom) cooling rates. Indium
and oxygen atoms are shown with large (red) and small (blue) balls. Only InO6 polyhedra
are shown in these plots.

throughout the cell, enabling continuing conductivity paths for charge carriers. At a slower

cooling rate, the number of edge-shared In-In pairs increases, Figures 9a and 12a. Indeed,

in the slow-cooled samples (50-5K/ps), large clusters of InO6 connected via edge and
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face sharing were found. Such clusters represent the on-set of nucleation of crystallites

observed above the amorphous-crystalline transition (i.e., above the room temperature),

Figure 4. The presence of such crystallites in the multiphase system leads to an enhanced

scattering and, hence, to a decreased mobility. From additional MD simulations of a-IO

within an 180-atom cell, the trends in the spatial distribution of InO6 polyhedra with the

cooling rates were confirmed; moreover, it was found that at slow cooling rates (83 K/ps)

the large InO6 clusters are disconnected from each other, even at an In-In distance as large

as 4.0 Å.

5. CONCLUSIONS

Thorough experimental and theoretical analyses of the structural characteristics

of IO systems reveal the key mechanisms governing the properties of this oxide under

amorphous-to-crystalline transition. The EXAFS andMD results for coordination numbers,

bond distances, and statistical spreads are consistent with a concept of an amorphous

oxide structure as one built of InOx polyhedra joined at the corners or edges to form a

network structure in which the number of edge-sharing polyhedra are greatly diminished.

Based on excellent agreement between EXAFS experimental results and MD liquid quench

simulations obtained for the first and second shells of a-IO, important conclusions about

the third shell (corner-shared In-In) were derived from the MD simulations.

The local maximum inHall mobility observed at the onset of crystallinity has several

plausible contributing factors. The minimum in the first shell (In-O) and the second shell

(In-In) bond distances coincides with the maximum in mobility and can be a contributing

factor to a small effective mass. Significant reduction of the edge-shared In-In coordination

(from 6 to 2) is associated with a wide distribution of the corner-shared In-In distances

and the corresponding In-O-In bond angles that determine the interconnection of the InOx

polyhedra. Large In-O-In bond angles facilitate higher symmetry p-orbital on the shared



66

oxygen atom leading to a better overlap with the s-states of In atoms. A more significant

factor that results from the increase in the In-O-In bond angle, however, is a transition

from disconnected InOx clusters to extended connected chains of InOx polyhedra that can

form long conductivity-paths. The in-depth understanding of the structural characteristics

opens up a route to attain optimal properties in technologically viable amorphous oxide

semiconductors.
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ABSTRACT*

Systematic investigations of ternary In-based amorphous oxides, In-X-OwithX=Sn,

Zn, Ga, Cd, Ge, Sc, Y, or La, are performed using ab-initio molecular-dynamics liquid-

quench simulations. The results reveal that the local M-O structure remains nearly intact

upon crystalline to amorphous transition and exhibit weak dependence on the composition.

In marked contrast, the structural characteristics of the metal-metal shell, namely, the M-

M distances and M-O-M angles that determine how MO polyhedra are connected into a

network, are affected by the presence of X. Complex interplay between several factors such

as the cation ionic size, metal-oxygen bond strength, as well as the natural preference for

edge, corner, or face-sharing between the MO polyhedra, leads to a correlated behavior

in the long-range structure. These findings highlight the mechanisms of the amorphous

structure formation as well as the specifics of the carrier transport in these oxides.

*Published in VACUUM 114 142-149 (2015).
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1. INTRODUCTION

Although the unique properties of transparent amorphous oxide conducting and

semiconducting materials were first demonstrated almost a decade ago [32, 42], basic

structural properties of these oxides – namely, the structural characteristics associated with

the crystalline-to-amorphous transition – are far from understood. Most of the experimental

characterization of the transparent amorphous oxides deal almost exclusively with the first

shell, i.e., the coordination of oxygen atoms around metal cations [43, 45, 51, 54, 56,

145, 146]. Similarly, available theoretical models derived from molecular dynamics (MD)

simulations of the amorphous oxides focus primarily on the Metal-Oxygen data with no

or limited information on the Metal-Metal distances and coordination [47, 49, 50, 68, 81,

84, 137, 138, 139]. However, the first-shell remains nearly intact upon the crystalline-to-

amorphous transition, owing to the strong oxygen electronegativity. Instead, integration

of the Metal-Oxygen polyhedra into a continuous network – governed by the Metal-Metal

distances, coordination, and oxygen sharing – plays a key role in the formation and properties

of the amorphous oxides. Indeed, recent experimental and theoretical investigations of

amorphous indium oxide [147] revealed that interconnectivity and spatial distribution of

the InO polyhedra determines the electron transport limited by charge scattering: the

observed peak in the electron mobility was found to correspond to the structure with long

chains of InO6 polyhedra connected primarily via corner sharing.

To gain a thorough systematic understanding of the role of composition in the

structural properties of amorphous In-based oxides, eight ternary In-X-O structures with

X=Sn, Zn, Ga, Cd, Ge, Sc, Y, or La, denoted below as a-IXO, were modelled using

liquid-quench MD simulations. The choice for X cations in this study covers the typical

compositional chemistry in both crystalline and amorphous transparent conducting and

semiconducting oxides: all cations are pre- or post-transition metals with ns0 electronic

configuration. The structural characteristics of the first, second, and third shells as well
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as the connectivity between the MO polyhedra are compared for amorphous indium oxide

(a-IO) and a-IXO. The results highlight the importance of the spatial distribution of the

InO6 and XO polyhedra from the point of view of amorphization and charge transport and

facilitate the progress in fundamental understanding of amorphous oxides.

2. COMPUTATIONAL METHOD

The amorphous a-InO and a-InXO structures were generated using first-principles

molecular dynamics as implemented in theViennaAb Initio Simulation package (VASP)[105,

116, 117, 118]. The calculations are based on the density functional theory (DFT)[102, 103]

with PBE functional based on the projector augmented-wave method [115, 122, 148]. For

the initial structure, we used a cubic 130-atom cell of bixbyite In2O3 with density 7.12

gm/cm3. To obtain ternary IXO structures, we randomly replaced 20% of the In atoms in

the initial structure by respective metal X (Sn, Zn, Ga, Cd, Ge, Sc, Y or La) and adjusted (i)

the number of oxygen atoms to maintain stoichiometry; and (ii) the cell volume to maintain

the density in the In-based samples. The resulting lattice parameters that we have used in

our studies are: 11.898 Å for InO; 12.11 Å for InSnO; 11.78 Å for InZnO; 11.80 Å for

InGaO; 12.06 Å for InCdO; 11.86 Å for InGeO; 11.66 Å for InScO; 11.91 Å for InYO;

and 12.17 Å for InLaO.

For each initial IO or IXO structure, we performed molecular dynamics simulations

of liquid quench as follows. First, to remove any crystalline memory, each initial structure

was melted at 3000 K for 6 ps. The melt was then cooled to 1700 K at the rate of 100

K/1.2 ps, and then rapidly quenched to 100 K at the rate of 200 K/1.2 ps. In order to make

the calculations computationally efficient, we used low cut-off of 260 eV and restricted the

k-point sampling to Γ point only during melting and quenching processes. Finally, each

structure was equilibrated at 300 K for 6 ps with a cut-off energy of 400 eV. All simulations
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were carried out within NVT ensemble with Nosẽ Hoover thermostat using integration time

step of 2 fs.

3. RESULTS AND DISCUSSION

3.1. In-O and X-O distances in amorphous IO and IXO. To understand the role

of composition in the structural properties of amorphous In-based oxides, first, the local

structure of the InOx polyhedra in a-IO and a-IXO with X=Sn, Zn, Ga, Cd, Ge, Sc, Y, or

La, is analysed. For this, the distribution of the In-O distances and the In coordination with

oxygen atoms in a-IXO are compared to the corresponding In-O values in a-IO as well as

those in crystalline In2O3. For an accurate comparison of the average In-O distances in

a-IO and a-IXO, the average pair correlation function [125, 126] was calculated according

to:

lav =

∑
i

li exp
(
1 −

(
li

lmin

)6)
∑
i

exp
(
1 −

(
li

lmin

)6) (1)

where the summation runs over all oxygen neighbors of a particular In atom and lmin is the

smallest In-O distance in the i-th InOx polyhedron. The results, shown in Fig. 1, reveal

that the average pair correlation function increases for X=Sn, Zn, Ga, or Ge, and decreases

for X=Cd, Sc, La, or Y, with respect to the In-O value in a-IO. The average In-O distance

in all In-based oxides remains to be below the corresponding value in crystalline In2O3,

namely, 2.18 Å. The shortest average In-O distance in case of a-IYO is in accord with the

short In-O distance in crystalline hexagonal YInO3, namely, 2.10 Å.

The above trends in the average In-O distance in a-IXO, Fig. 1, reveal no correlation

with the ionic radii of the X cations. Indeed, the In-O distance cannot be affected directly by

the presence of X cation since the In-O-M bond angle (M=In or X) is significantly less than

180o (on average, the In-O-M angles are equal to 98o and 116o for edge- and corner-shared
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Figure 1. (Left) Calculated average In-O pair correlation function, lav, in Å, for amorphous
IO and IXO. (Right) Calculated standard deviation of the radial In-O distance distribution,
σ2, in Å2, for amorphous IO and IXO. The horizontal dash lines represent the corresponding
values in amorphous IO.

In-M pairs, respectively.) For all X, the changes in the average In-O correlation function are

insignificant, i.e., less than 1 %. Moreover, the presence of X appears to have little effect

on the radial In-O distance distribution: the calculated standard deviation, σ2, shows only

a small variation with composition, Fig. 1. The standard deviation increases for X=Ga or

Ge which may be explained by their small ionic radii and the strength of the X-O bonds.

A different mechanism should be sought for X=Sn in order to explain the increase of the

average In-O distance and the distance distribution in a-ITO with respect to a-IO, c.f., Fig.

1. We believe that spatial distribution and connectivity of SnOx and InO6 polyhedra in

a-ITO are important in determining the structural characteristics, as described below.

It is important to stress that local changes in the InO structure averaged out by the

standard characterization procedures, Fig. 1, may be important from the crystallization and

charge transport points of view. In particular, the strength of the X-O bonds with respect

to that of the In-O bond (the so-called “oxygen-getter" behavior of X cation [149]) may

affect the local In-O structure: (i) by introducing a “ripple” effect when the In-O bond

distance fluctuates with the number of X neighbors [150]; and (ii) by changing the relative

contributions from the differently coordinated In atoms (discussed below). Clearly, the
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Figure 2. (Left) Average X-O correlation function, lav, in Å, in amorphous IXO. Also,
the X-O distance in the corresponding crystalline binary (cross) and In-containing ternary
(plus) oxides are given for comparison. (Right) Calculated standard deviation of the radial
X-O distance distribution, σ2, in Å2, for amorphous IXO.

spatial distribution of XO polyhedra within the InO framework (e.g., clustering vs uniform

distribution of XO) becomes critical in determining the crystalline to amorphous transition

as well as the transport properties (conductivity paths and scattering) in multicomponent

oxides and will be addressed below.

The calculated average pair correlation function lav(X-O), Eq. 1, for each a-IXO

structure is given in Fig. 2. The results reveal that for X=Sn, Cd, Ge, Sc, or Y (for X=Zn, Ga,

or La), the average X-O distance is shorter (longer) than the natural X-O distance, i.e., the

distance in the corresponding crystalline binary oxides. Interestingly, the X-O distances in

the available crystalline ternary In-containing oxides (we considered In4Sn3O12, In2ZnO4,

GaInO3, CdIn2O4, In2Ge2O7, YInO3, and LaInO3; all structural properties found in the

Inorganic Crystal Structure Database), in general, predict the average X-O distances in

a-IXO rather well (e.g., for X=Sn, Zn, Cd, or La). However, the preference of the X cation

to have a particular oxygen coordination should be taken into consideration. For example,

about a half of Ge atoms are found to be six-coordinated in a-IGeO (similar to rutile GeO2)

whereas Ge is four-coordinated with oxygen atoms in In2Ge2O7; hence, the Ge-O distance

in a-IGeO deviates significantly from that in In2Ge2O7, Fig. 2.
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In marked contrast to the small variation in the standard deviation for the In-O

distances in a-IXO, Fig. 1, the X-O distance distribution is narrow only for X=Sn, Ga, and

Ge, Fig. 2. (Note that the the standard deviation for the In-O distances is large for these

three cases, Fig. 1). The calculated standard deviation, σ2, is above 0.015 Å2 for X=Cd,

Sc, and Y, that is notably larger than the corresponding In-O value in a-IXO (c.f., Fig. 1).

Most significantly, the standard deviation is above 0.04 Å2 and 0.05 Å2 for X=La and Zn,

respectively. The corresponding radial X-O distributions are asymmetric towards longer

distances, i.e., there is an appreciable amount of long-distance Zn-O and La-O bonds. This

finding may be explained by the Zn and La tendency to be over-coordinated: many Zn and

La atoms acquire higher than natural coordination in a-IXO (see below). This is in accord

with crystalline oxides: La has 8 oxygen neighbors in InLaO3 and Zn is five-coordinated

in crystalline multicomponent oxides [151, 152]. The presence of the long-distance X-O

bonds may favor connectivity between the XO polyhedra via corner-sharing – as opposed

to isolated short-bonded polyhedra or clusters of edge-shared polyhedra.

3.2. In-O and X-O coordination in amorphous IO and IXO. Based on the

obtained pair correlation function (Eq. 1), the effective coordination number (ECN) can be

calculated as follows:

ECN =
∑

i
exp *

,
1 −

(
li
lav

)6
+
-
. (2)

The average effective coordination numbers calculated for a-IXO, Fig. 3, reveal

that indium is under-coordinated with oxygen atoms in all In-based amorphous oxides –

as compared to the crystalline In2O3 with six-coordinated In atoms. Moreover, at 20 %

substitution, all X additions considered in this work have little effect on the average In-O

coordination changing it only slightly as compared to <ECN>=5.0 in a-IO: Sn, Zn, Ga,

and Y result in <ECN>∼5.1, whereas Ge and Sc increase it to <ECN>∼5.3. La has the

smallest effect on the average In coordination whereas Cd decreases it to 4.98.
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Although the average In-O coordination remains nearly unchanged in a-IXO, the

statistical distribution of the In coordination, i.e., the relative number of differently coordi-

nated In atoms, reveals a strong dependence on the composition. Within a radial distance

of 2.36 Å from a central In atom (to be compared to the longest In-O distance in the first

shell in crystalline In2O3, 2.25 Å), there are three, four, five, and six-coordinated In atoms,

denoted below as InOx , Fig. 4. In a-IO and all a-IXO except for IGeO and IScO, most of

the In atoms (around 50 % or above) are five-coordinated. The number of six-coordinated

In atoms in a-IXO suggests a particular grouping of the addition elements. Specifically, Sn

stands apart from the other X additions since it has the least effect on the In coordination

statistics. X=Cd, Y, and La result in an increase of both the five- and six-coordinated

In atoms. In contrast, for X=Zn, Ga, Ge, and Sc, only the number of six-coordinated In

increases – up to 30 % for Zn or Ga and up to 40 % for Ge and Sc. Hence, addition of

Ge or Sc leads to the most pronounced tendency to fulfil the natural In coordination. As

discussed below, spatial distribution and connectivity of the InO6 plays the key role during

amorphization of In-based oxides and may also govern the charge transport.

In contrast to under-coordinated In, the average coordination of all the addition

elements except for Cd and Sc is close to their natural coordination, i.e., the coordination

in the corresponding crystalline binary oxides. In a-IXO, Ga and Ge are, on average,

five-coordinated (both can be found four and six-coordinated in binary oxides); Y and La

reach or exceed their natural coordination of six; Sn and Zn are close to being six- or four-

coordinated, respectively, in accord with their coordination in binary oxides. Only Sc and

especially Cd are notably under-coordinated; both have the natural coordination of 6 in the

corresponding binary oxides. We note that the low coordination of Cd in amorphous ICdO

(4.5) is in accord with crystalline ternary oxide In2CdO4 where Cd is four-coordinated.

This may be explained by weaker Cd-O bonds as compared to the In-O bonds.

3.3. In-M coordination and distances. Amorphous oxide structure can be con-

sidered as a network of distorted MO polyhedra. A thorough understanding of the In-M



75

In Sn Zn Ga Cd Ge Sc Y La
3.5

4.0

4.5

5.0

5.5

6.0

6.5

7.0

<
E

C
N

(M
−

O
)>

In

X

Figure 3. Average effective coordination number of In with oxygen atoms in amorphous IO
and IXO.

shell structure, i.e., the average In-M distances and In-O-M angles, provides valuable infor-

mation about interconnectivity between the MO polyhedra. However, characterization of

the In-M shell is challenging. The proximity of the second and third shells in the crystalline

In2O3 associated with six edge-shared In-In bonds at ∼3.35 Å and six corner-shared In-In

bonds at∼3.83 Å, respectively, leads to significant overlap of the corresponding distribution

functions in amorphous indium oxide [147]. Hence, it is hard to distinguish between the

second and third shells from a measured general pair distribution function. Moreover, the

total In-M distance distribution becomes over 1 Å wide, making the exponential fit in the

lav and ECN calculations, Eqs. 1 and 2, inapplicable in this case.

Independent of the type of sharing (edge vs corner), the total In-M coordination

(or running coordination) can be calculated as a function of the distance from a central In

atom. In amorphous IO, it reaches the expected 6.0 (12.0) at ∼3.6 Å (4.3 Å), i.e., above the

crystalline In2O3 value of 3.4 Å (3.8 Å). Addition of Ga, Zn, Ge, Sc, Y or Cd increases the

total In-M coordination as compared to that in a-IO, whereas Sn or La slightly reduces it,

Fig. 5. These results do not correlate with the ionic size of the X cation: the ionic radius

of La (1.17 Å) is the largest among all X cations considered, while the ionic radius of Sn



76

Figure 4. Relative number of differently coordinated indium atoms in amorphous IO and
IXO calculated within 2.36 Å around a central In atom.

(0.83 Å) is smaller than that of In (0.94 Å) as well as of Sc (0.89 Å), Y (1.04 Å), or Cd

(1.09 Å). The Sn- or La-induced decrease of the total In-O coordination is in accord with

the longest average In-O distance in a-ITO, Fig. 1, and the strong tendency of La toward

over-coordination in a-ILaO, Fig. 3.

To distinguish between the edge- and corner-shared In-M pairs, we determine the

number of metal neighbors (In or X) that share one, two, or three oxygen atoms with a

central M atom. The resulting In-M coordination numbers represent the number of corner,

edge, or face-shared metal atoms, respectively, for every M atom. In this analysis, one

should choose a maximum metal-O distance to be considered as M-O bond in the metal-

metal sharing – this cut-off value should ensure that the first shell M-O distances in the

corresponding pair distribution function (i.e., those that belong to the first In-O or X-O

peak) are included into consideration. In our analysis, we set the cut-off values to 2.36 Å

for In-O bond and Sn-O bond; 2.20 Å for Zn-O bond and Ga-O bond; 2.10 Å for Ge-O

bond; 2.27 Å for Sc-O bond; 2.44 Å for Y-O bond; 2.55 Å for Cd-O bond; and 2.75 Å for

La-O bond. As a result, average M-M distance and M-O-M angle for edge-, corner-, and

face-shared M-M pairs are derived for each oxide.
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Figure 5. Radial distance, in Å, from a central In atom at which the average In-M co-
ordination number becomes 6.0 (triangles) and 12.0 (diamonds) in a-IO and a-IXO. The
horizontal dash line corresponds to the values for a-IO and is given to guide the eye.

First of all, we find that addition of X=Sn or Cd does not change the relative number

of the edge- vs corner-shared In-In pairs which is 15% vs 85%, respectively, of the total

shared In-In pairs in a-IO as well as in a-ITO and a-ICdO. The number of edge-shared In-In

pairs increases to 19-21% for all other X cations. The low number of edge-shared In-In

pairs in In-based oxides (about a half of the edge-shared pairs become corner-shared upon

amorphization) does not translate into a low mobility in amorphous oxides. Indeed, the

observed mobility peak in a-IO was found to correspond to the structure with the smallest

edge-shared In-In coordination number [147]. This counter-intuitive result was explained

by the abundance of long-distance corner-shared In-In pairs that enables formation of long

chains of connected InO6 polyhedra [147]. The extended InO6 chains (as opposed to InO6

clusters of edge-shared polyhedra) are believed to be responsible for lower scattering and,

hence, an improved mobility.

The average In-In distance and In-O-In angle for both edge- and corner-shared In-In

pairs in a-IO and a-IXO are given in Figure 6. There is a correlation between the average

In-In distance for edge-shared and corner-shared In-In pairs: a shorter edge-shared distance

generally correspond to a longer corner-shared distance, and vice versa. Accordingly,
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Figure 6. Average In-In distance, in Å (left) and average In-O-In angle, in degrees, (right)
for edge-shared (circle) and corner-shared (square) In-In pairs in amorphous IO and IXO.
For comparison, the crystalline In2O3 edge-shared and corner-shared In-In distances are 3.4
Å and 3.8 Å, respectively, and average In-O-In angles are 99-101o and 126o, respectively.

the average In-O-In angles for the edge-shared and corner-shared In-In pairs show a clear

correlation, Fig. 6(b). However, the effect of X is more complex: only X=Sn, Sc, or Y

reduce the average edge-shared In-In distance, whereas all X additions increase the average

corner-shared In-In distance as compared to those in a-IO. The longest corner-shared In-

In distance in a-ITO and a-ILaO is in accord with the increased total In-M coordination

which may be explained by the Sn and La tendency toward overcoordination and clustering.

Therefore, owing to the higher degree of freedom, the corner-shared In-In pairs serve to

compensate changes in the edge-shared shell (if any) as well as to adjust to the presence

and spatial distribution of XO polyhedra.

3.4. InO6 connectivity and spatial distribution. The reduced number of edge-

shared In-In pairs in the amorphous In-based oxides signifies changes in the connectivity

between InO polyhedra upon crystalline-to-amorphous transition. For amorphous InO, it

has been shown that the size and distribution of nanocrystalline In2O3 inclusions which

are present in the amorphous oxide samples even below the transition to the so-called

“X-ray amorphous” state, limit the transport properties via scattering [147]. Nucleation of
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Figure 7. (Left) Number of edge-shared and corner-shared In6-In6 pairs in amorphous IO
and IXO. (Right) Average In6-In6 distance, in Å, and average In6-O-In6 angle, in degrees,
for the InO6 polyhedra connected via edge- and corner-sharing in amorphous IO and IXO.
The horizontal dash line represents the corresponding values averaged for the second and
third shells in crystalline In2O3.

such nanocrystallites was found in amorphous InO structures obtained via MD simulations

at slow cooling rates (5K/ps), and it was shown that the spatial distribution of the InO6,

i.e., homogeneous distribution of separate-standing (i.e., not connected) InO6 polyhedra vs

chains vs clusters, depends strongly on the deposition temperature in PLD-grown samples

or quench rates in MD simulated structures and ultimately determines the properties of

amorphous indium oxide [147]. In this work, the MD quench rates employed for a-IO and

a-IXO (170 K/ps) are expected to be fast enough to prevent InO6 clustering and, hence,

to avoid nucleation of In2O3 nanocrystallites. Indeed, in a-IO obtained at this cooling

rate, only 13% of In atoms are six-coordinated, and these InO6 are distributed uniformly

throughout the cell volume: the number of connected InO6 (via edge or corner-sharing) is

small, Fig. 7, and the average distance between shared InO6 polyhedra is 3.68 Å which

is greater than the average shared In-In distance in crystalline In2O3, 3.6 Å. The latter is

primarily due to the presence of long-distance corner-shared InO6-InO6 pairs that result in

the average corner-shared In6-O-In6 angle of 138o (to compare, the average corner-shared

In-O-In angle in crystalline In2O3 is 126o).
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Significantly, all X cations considered in this work except for Sn increase the number

of six-coordinated In atoms, Fig. 4. The number of connected InO6 polyhedra increases

accordingly, Fig. 7, but composition also affects the way the InO6 polyhedra connect with

each other, i.e., the relative number of edge- vs corner-shared In6-In6 pairs is different in

a-IXO, Fig. 7. In particular, although Sn has little effect on the fractional number of

six-coordinated In atoms, Fig. 4, it affects the spatial distribution of the In6 atoms by

suppressing the number of edge-shared InO6 polyhedra, Fig. 7. At the same time, Sn

leads to the formation of short-distant edge-shared In6 pairs (∼3.1 Å) that results in the

smallest average distance between connected In6-In6, Fig. 7. The effect of composition

is manifested clearly when the InO6 features are compared for a-IZO and a-IGO. In these

oxides, the relative number of six-coordinated In atoms is nearly the same (and doubled

as compared to a-IO and a-ITO, Fig. 4); however, Zn promotes edge-sharing between the

InO6 polyhedra whereas Ga favors their corner-sharing, Fig. 7. Such differences in the

InO6 connectivity are likely to reflect different charge transport in a-IZO and a-IGO.

The average In6-In6 distance for the connected InO6 polyhedra in a-IXO varies with

composition: it increases for X=Ga or La; decreases for X=Sn, Zn, or Sc; and remains

similar to that in a-IO for X=Ge, Y, or Cd, Fig. 7. The variation does not follow the trend

in the fractional number of In6 (c.f., Fig. 4) and does not correlate with the ionic size of X.

This finding highlights that different composition-dependent mechanisms are responsible

for the formation of the amorphous oxide structure, and also may signify a tendency toward

InO6 clustering in some a-IXO. To verify this assumption, the number of In6 neighbors was

calculated within a radial cut-off distance of 3.8 Å from a central In6. (Note that oxygen

sharing, i.e., connectivity between the InO6 polyhedra, was not taken into account in these

calculations, and the distance of 3.8 Å is simply to include the In-In distance of the second

and third shells in crystalline In2O3). The results are grouped according to the fractional

number of six-coordinated In atoms (c.f., Fig. 4) for comparison. One can see, Fig. 8, that

addition of Cd increases the probability of finding 5 In6 neighbors as compared to a-IO.
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a-IGeO.

For X=Y, La, Ga, and Zn, the fractional number of In6 increases to about 30 %, yet the

spacial distribution of the InO6 polyhedra is different: in a-IGO and a-IYO, the number of

In6 neighbors does not exceed 5, whereas in a-ILaO there is a cluster of as many as 9 In6

neighbors. Amorphous IZO has a bell-shape distribution of In6 neighbors, Fig. 8, with 4

In6 neighbors to be the most likely arrangement. Finally, the spatial distribution of InO6

polyhedra in a-IGeO appears to be more uniform than that in a-IScO: the probability to

find a In6 cluster of any size (no or 1 to 8 neighbors) is nearly the same in a-IGeO, whereas

presence of Sc results in the largest InO6 cluster of 10 neighbors, Fig. 8. We must stress

here that the role of oxygen-non-stoichiometry and deposition temperatures (or cooling
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rates) on the structural properties of a-IXO was not taken into account in this work. Such

investigations are ongoing and are expected to elaborate the effect of X addition.

3.5. XO connectivity and spatial distribution. At 20% fraction of X, the spatial

distribution and connectivity of XO polyhedra are expected to play a more important role

in charge scattering than the distribution of InO6 polyhedra discussed above. In Fig.2,

a tendency toward the X-O natural distances (i.e., those found in the crystalline binary

counterparts) has been demonstrated. Here, the second and third shells, i.e., X-X distances

and X-O-X angles, as well as the type of sharing between the connected XO polyhedra are

analysed. First, we find that the number of shared XO polyhedra correlates with the X ionic

radius: for X=Zn, Ga, Ge, or Sc with a small ionic radius, there are 12-14 connections

per cell, whereas for X=Sn, Cd, Y, or La with a large ionic radius, the total number of

connections increases to 20-24, Fig. 9. Furthermore, the average X-X distances and

average X-O-X angles for the connected XO polyhedra in a-IXO resemble those found in

the corresponding crystalline counterparts, Fig. 9.
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Figure 9. (Left) Number of edge-shared and corner-shared X-X pairs in amorphous IXO.
(Right) Average X-X distance, in Å, and average X-O-X angle, in degrees, for the XO
polyhedra connected via edge- and corner-sharing in IXO.

In addition to the expected cation size effect on the connectivity between XO

polyhedra, we find that some X cations have a strong preference for either corner or edge

sharing of the XO polyhedra. Specifically, no edge-shared Zn-Zn or Ge-Ge pairs are found
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Figure 10. (Color online) Atomic structures of a-IXO, X=Zn, Ga, Sn, or Cd, highlighting
the X-O bonds and XO polyhedra only. Small spheres represent oxygen atoms, and large
spheres that are not connected with oxygen atoms represent In atoms.

in a-IZO and a-IGeO, in excellent agreement with crystalline binary (wurtzite ZnO and

cristobalite GeO2) as well as ternary (In2ZnO4 and In2Ge2O7) oxides. On the other hand,

Ga and La favor edge sharing so that the fractional number of the edge-shared Ga-Ga or

La-La is significantly larger than that of corner-shared, Fig. 9. In a-ILaO, La also promotes

face-sharing between LaO polyhedra (four La-La pairs were found to share three oxygen

atoms) that is likely to be associated with La strong tendency toward over-coordination. In

a-IGO, the strong preference for edge-sharing leads to the formation of GaO clusters, Fig.

10 – in marked contrast to a homogeneous distribution of ZnO and GeO polyhedra with

a similar number of connected XO polyhedra in amorphous IZO, IGO and IGeO, Fig. 9.

Similarly, a larger number of edge-shared Sn-Sn connections as compared to X=Cd, Fig.

9, signifies SnO polyhedra clustering: indeed, five SnO6 polyhedra connected via edge-

sharing with the rest of the SnO6 polyhedra attached via corner-sharing are found in a-ITO,
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Fig. 10. This finding may be explained by the Sn strong ability to attain full coordination

with oxygen atoms as compared to In atoms that are more adaptable to distortions (this

is opposite to Cd atoms that accept very low coordination with oxygen atoms, Fig. 3).

Indeed, in the crystalline In4Sn3O12, a fraction of Sn atoms form regular SnO6 polyhedra,

whereas all In atoms have a low symmetry coordination with the In-O distances ranging

from 2.07 Å to 2.31 Å. Therefore, Sn addition may help to attain amorphous In-based

oxide structure by distorting the InO polyhedra and, hence, preventing InO6 clustering and

the subsequent formation of In2O3 nanocrystallites. On the other hand, Sn has a strong

tendency to cluster itself which ultimately limits the electron mobility as the fraction of Sn

increases. Further investigations of the role of oxygen-non-stoichiometry and cooling rates

on the spatial X distribution in amorphous In-based oxides are expected to shed additional

light on the tunable properties of oxides and are in progress.

4. CONCLUSIONS

The results of ab-initio molecular-dynamics liquid-quench simulations for eight

ternary In-based amorphous oxides, a-IXO with X=Sn, Zn, Ga, Cd, Ge, Sc, Y, or La, reveal

that several factors, ranging from local (ionic size and metal-oxygen bond strength) to

long-range (natural preference for connectivity between MO polyhedra), play an important

role in the structural properties of a-IXO and result in a complex composition-dependent

behavior.

The local structure of theMOpolyhedra remains, on average, nearly unchanged upon

the transition from crystalline to amorphous state. Moreover, the average In-O coordination

is 5.0-5.2 in a-IO and all a-IXO considered in this work. Such a weak dependence of the

In coordination on composition may signify that In atoms remain to serve as a main source

of oxygen defects upon fractional substitution with X. However, charge transport in a-IXO

is likely to be affected strongly by the composition-dependent distribution of the InO6 and
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XO polyhedra. Presence of X may result in a random distribution of the MO polyhedra

or facilitate the formation of corner-shared chains or edge-shared clusters of the InO6 and

XO polyhedra that, in turn, will affect (i) the degree of amorphization of the In-based

framework, and (ii) the carrier mobility controlled by scattering on large XO clusters or

nanocrystalline inclusions. Preferred long-range distribution of MO polyhedra may also

affect the mechanical properties of amorphous oxides.

Further investigations of the role of oxygen non-stoichiometry and deposition tem-

peratures (or cooling rates) on the structural properties of a-IXO are expected to elaborate

the effect of X addition on the carrier concentration and carrier transport.
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ABSTRACT*

The nature of charge transport and local structure are investigated in amorphous

indium oxide-based thin films fabricated by spin-coating. The In-X-O series where X =

Sc, Y, or La is investigated to understand the effects of varying both the X cation ionic

radius (0.89-1.17 Å ) and the film processing temperature (250-300 ◦C). Larger cations in

particular are found to be very effective amorphosizers and enable the study of highmobility

(up to 9.7 cm2V−1s−1) amorphous oxide semiconductors without complex processing.
*Published in Advanced Electronic Materials 1, 1500146 (2015).
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Electron mobilities as a function of temperature and gate voltage are measured in thin-

film transistors, while X-ray absorption spectroscopy and ab initio molecular dynamics

simulations are used to probe local atomic structure. It is found that trap-limited conduction

and percolation-type conduction mechanisms convincingly model transport for low- and

high-temperature processed films, respectively. Increased cation size leads to increased

broadening of the tail states (10-23 meV) and increased percolation barrier heights (24-55

meV) in the two cases. For the first time in the amorphous In-X-O system, such effects

can be explained by local structural changes in the films, including decreased In-O and

In-M (M = In, X) coordination numbers, increased bond length disorder, and changes in

the polyhedra interconnectivity.
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1. INTRODUCTION

In the past decade amorphous metal oxides (AMOs) have become attractive con-

tenders as semiconducting and conducting materials for thin-film electronics [28, 39, 42,

153, 154]. There is a major driving force for applications based on optoelectronic device

production using large-area, roll-to-roll processing methods enabled by mechanical flexi-

bility and low-cost fabrication [155]. These include, but are by no means limited to, display

backplanes, smart windows, solar cells, and radio-frequency identification tags. A combi-

nation of high carrier mobility, even in the amorphous state, excellent optical transparency,

and the ability to process these thin-film materials from solution offers the potential of

novel applications and a paradigm shift away from current technologies such as those based

on amorphous silicon (a-Si). AMOs have recently achieved industrial prominence, with

amorphous indium-gallium-zinc oxide (a-IGZO) for optical displays being a key example

[156]. Typically, for both conducting and semiconducting electronic components, indium

and/or zinc-based oxides are heavily doped with secondary cations such as Ga,[42] Y,[157]

Cd,[158] or Sn.[159] These transition and post-transition metal ions with large spherical

ns-orbitals (n > 4) provide the dispersive conduction band required for electron transport,

even in the amorphous phase [22]. In general, the secondary metal cations also affect sev-

eral important film properties such as the degree of crystallinity, the local lattice structure,

the formation of defects, as well as the electronic structure.[49, 91, 160] Furthermore, such

cations are almost always necessary to control the film charge carrier concentration and to

disrupt the lattice crystallinity, thus generating the amorphous phase. Therefore, deeper

understanding of the role of these cations will be necessary to design future oxide systems

with tailored properties.

High-performance AMO films are typically grown by chemical vapor deposition,

[161] physical vapor deposition such as sputtering and pulsed laser deposition, [42] or by

atomic layer deposition [162]. In these cases, the resulting thin film transistors (TFTs)
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have electron mobilities exceeding 10 cm2V−1s−1 [82]. However, solution-based meth-

ods are attractive because of their roll-to-roll compatibility, reduced materials waste, and

atmospheric pressure growth conditions. Additionally, it becomes possible to tune the

oxide composition by simply changing the precursor solution composition in a straightfor-

ward and comprehensive fashion. Numerous oxide precursor routes have been developed,

often based on sol-gel chemistry, [163] and generally high-temperature annealing steps

(>400 ◦C) are required to remove impurities and achieve full oxide lattice condensation.

Recently, several new methods have been reported that reduce processing temperatures

[164, 165, 166, 167, 168, 169]. Here we employ the “combustion" synthesis approach

as developed in this laboratory, [165] and previously applied to In2O3, In-Zn-O, In-Sn-O,

In-Y-O, and In-X-Zn-O (X = Ga, Sc, Y, La) systems [149]. The precursor solution con-

sists of an oxidizer in the form of the metal nitrate and a fuel (in this case acetylacetone),

where, upon annealing at 250-300 ◦C, a rapid, highly exothermic and localized chemical

reaction drives the formation of the metal oxide lattice/network, while not significantly

increasing the film temperature. Combustion synthesis and other low-temperature routes

allow complete conversion to the oxide in this temperature range but often result in device

performance that varies with annealing temperature [164, 165, 166, 167, 168, 169].

The incorporation of secondary elements into the indium oxide lattice is expected to

alter the local structure and lead to diminished long-range order. Furthermore, the compo-

sition dependence of the film crystallinity is predicted to differ for each added element due

to the increased disorder induced by disparate cation sizes within the lattice. The chemical

properties of Sc3+, Y3+, and La3+ are similar, namely a 3+ oxidation state, octahedral

coordination of oxygen around the metal in M2O3, and comparable oxide lattice enthalpies;

however, their ionic radii Rionic(X) range from 0.95Rionic(In3+) to 1.25Rionic(In3+) [170].

The size of the cation, which is determined by its electron configuration, will therefore be

the dominant variable in this particular series and is expected to result in changes to the

oxide properties. Consequently, in this contribution, we focus on the In-X-O system, where
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X = Sc, Y, La, with X concentrations varied between 2.5 and 12.5 at%, which crosses

the crystalline-to-amorphous transition while maintaining complete oxide solid solution.

We employ two processing temperatures, 250 and 300 ◦C, which for the In-X-O system,

represent a “lower-quality" and “higher-quality” oxide film respectively, and which have

noticeable differences in their structural and electronic properties.

The amorphous compositions are of particular interest from both a fundamental

perspective and a technological one. Long-range order is absent, necessitating multiple

relatively sophisticated techniques to elucidate structure-function relationships compared

to crystalline semiconductors. X-ray absorption spectroscopy (XAS) analysis is one im-

portant method used to probe AMO materials on the ≈5 Å length scale and provides

information on coordination number, average atomic separations, and atomic positional

disorder of the different shells surrounding the central absorbing atom [54, 104]. The XAS

methods employed here are outlined in Sections ‘X-Ray Absorption Spectroscopy’ and

‘Experimental Section’. Computational modeling methods, specifically ab initio molecular

dynamics (MD) simulations of the amorphous In-X-O lattices, are also employed, and it

will be seen that they confirm the experimental trends. Since grain boundary defects are

also largely suppressed in AMO materials, which is a significant factor influencing their

electronic and mechanical properties, high electron mobilities can be achieved even by ex-

peditious solution-processing methods. For example, this report demonstrates amorphous

In-La-O (La: 5 at%) with µFET = 9.7 cm2V−1s−1. Furthermore, electron transport in

In-X-O TFTs is characterized as a function of temperature in the range 150-300 K. It will

be seen that these films exhibit thermally activated transport, and this can be associated

with either trap-limited conduction for more disordered films, or percolation conduction for

more ordered films (details of these models are provided in Section ‘Thin Film Transistor

Charge Transport Models’). Activation energies as a function of the X cation size are used

to extract tail state distributions as well as conduction band potential barriers, and therefore
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provide a direct link between the electrical properties and the structural disorder induced

by the secondary cation.

2. STRUCTURAL AND ELECTRONIC CHARACTERIZATION

2.1. X-Ray Absorption Spectroscopy. Due to large oxygen electronegativity, the

structure of an amorphous oxide can be described as a network of MOx polyhedra where

distortions and the connectivity of the polyhedra govern the transport properties. Therefore,

it is crucial to investigate these structural characteristics in detail. For amorphous samples,

which lack long-range order, XAS is an ideal technique complement to X-ray diffraction

(XRD). XAS can be divided into two parts: X-ray absorption near-edge structure (XANES)

which is indicative of the chemical state and site symmetry, and extended X-ray absorption

fine structure (EXAFS), which can be analyzed quantitatively to obtain local structural

information. The normalized linear EXAFS absorption coefficient χ(k) can be fitted by

Equation (3) [54]

χ(k) = S2
0

∑
i

Ni fi (k)
kR2

i

exp
(
−2Ri
λ(k)

)
exp(−2k2σ2

Ri
)sin (2kRi + δi(k)) (3)

where S0 is the intrinsic loss factor, λ(k) is the electron mean free path, Ni and Ri are the

coordination number and bond distance of the ith shell of the absorbing atom, respectively,

fi (k) and δi (k) are the backscattering amplitude and the phase shift, and exp(−2k2σ2
Ri

)

is the Debye-Waller factor-a measure of the structural disorder or the variation in Ri. The

Fourier transformation of χ(k) generates a pseudo-radial distribution function (p-RDF)

for the absorbing atom. For amorphous oxides we are interested in how the coordination

number, bond distances, and the Debye-Waller factors change with processing temperature

and choice of X cation.

2.2. Ab Initio Molecular Dynamics Simulation. The results of the EXAFS anal-

ysis can be compared to the local structure characteristics of amorphous oxides obtained
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from ab initio molecular dynamics (MD) simulations. The total, M-O, and M-M radial dis-

tribution functions are readily available from theMDmodels of amorphous oxide structures.

Furthermore, an accurate comparison of the local (first-shell) structural characteristics in

amorphous indium oxide (a-InO) and In-X-O materials can be made based on the average

pair correlation function (Equation (4)) [125, 126]

Rav =

∑
i

li exp
(
1 − (li/lmin)6

)
∑
i

exp
(
1 − (li/lmin)6

) (4)

where li and lmin are individual metal-oxygen bond lengths and minimum bond length in the

polyhedron, respectively. Using the pair correlation function Rav the effective coordination

number NECN can be calculated for each polyhedron according to Equation (5)

NECN =
∑

i

exp
(
1 − (li/Rav)6

)
(5)

We stress here that the above equations are used only to obtain the In-O and X-O first shell

information; the wide distribution of the second-shell In-In and In-X distances makes the

exponential fit in the Rav and NECN calculations inapplicable and a running coordination

number NRCN is used instead. It is possible, however, to distinguish between the second and

third shells using the optimized atomic coordinates of the MD simulated structures. For

every In atom, the number of M (In or X) neighbors that share one, two, or three oxygen

atoms with the central In can be determined, giving the average coordination number

for corner, edge, or face-shared In-M, respectively. Then, the pair distribution functions,

average distances, and statistical spreads can be found for edge- and corner-shared In-In

pairs separately [147].

Once a satisfactory agreement between the EXAFS andMD results for the structural

properties as a function of cation size is obtained, the electronic structure of amorphous In-

X-O materials is calculated. The ab initio nature of the MD simulations (density-functional
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equations are solved at every step during the MD quench) allows us to accurately describe

the electronic states, defects, and the orbital character of all cations (5s0 for In vs (n -

1)d0ns0 for Sc, Y, or La) even during the quench. As such, our ab initio MD approach

differs from a classical MD simulation, commonly employed to obtain amorphous oxide

structures: the classical approach cannot describe the electronic localization and defects.

To analyze the localized states in the band gap and near the band edges, the inverse

participation ratio (IPR) of an orbital ψn(~ri) can be found from ab initio density-functional

calculations according to Equation (6), where N is the number of volume elements in the

cell and i is the index of the volume element

IPR(ψn) = N

N∑
i
|ψn(−→r i) |4

�����

N∑
i
|ψn(−→r i) |2

�����

2 (6)

2.3. Thin Film Transistor Charge Transport Models. Charge transport in AMO

semiconductors has been widely studied, both by TFT and Hall effect measurements. In

general, amorphous semiconductors possess tail states that extend into the band gap close

to the conduction band edge as a result of energetic disorder, as well as lower energy states

arising from a variety of defects [154]. For example, in metal oxides there is evidence for

subgap states [85, 171], which can result in effects such as persistent photoconductivity

[172] and bias instability [173]. TheAMOdensity of tail states is usuallymuch less than that

of amorphous silicon due to the more isotropic nature of the s-orbital derived conduction

band. Additionally, it has been found that carriers can percolate between potential barriers

at the conduction band edge. Generally, there exists the possibility for charge transport by

Mott variable range hopping (VRH) through localized states [154], as well as transport by

carriers in extended states above the mobility edge Em, either by trap limited conduction

(TLC) or percolation conduction (PC) [174, 175]. VRH gives rise to a characteristic 1/T1/4

mobility relationshipwhile TLCmodels can be described by a simple Boltzmann expression
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(1/T). The Kamiya-Nomura [176] PC model based on work by Adler et al. [177] assumes a

Gaussian distribution of potential barriers attributed to the secondary cation; in the present

case X, for the In-X-O system. This model ignores VRH because there is no evidence for

the Hall voltage sign anomaly in AMO semiconductors but reproduces the apparent 1/T1/4

behavior at low temperature. Note, however, that Germs et al. argue that this is in fact a

result of tail state VRH combined with band transport rather than PC [178].

For n-type TFT operation the Fermi level EF moves toward the conduction band edge

as the gate voltage VG is increased to more positive values. The ratio of free (n f ) to trapped

(ntr) charge carriers is, therefore, a function of VG as well as temperature and the density of

tail states. For most amorphous semiconductors, a linearly increasing VT is observed with

decreasing temperature as carriers are thermally generated from localized states, which in

the case of a-IGZO has been shown to be ionization of oxygen vacancies [91]. It is also

well known that as the gate field is increased, EF moves toward the mobility edge Em and

reaches the tail states at around VG -VT = 0. The percolation voltage Vp is then defined as the

point at which carriers can begin to move through extended states (EF ≈ Em); however, the

exact transition from TLC to PC dominated conduction is not abrupt. At higher voltages

still, band transport may be feasible and the mobility becomes temperature independent.

In this study, the focus is on relatively high-temperature measurements (300 > T > 150 K)

and effective mobilities µEFF are extracted in the linear regime (VD << VG) for VG > VT .

Therefore, a combination of TLC and PC models can be applied while assuming negligible

VRH in this regime. The mobilities in each of these limits are given by Equations (7) and

(8), respectively,

µTLC = µ0 A∗
[
Ci (VG − VT )

qN0
tr

] T0
T −1

(7)

µPC = µ0exp
(
−

qϕB
kT
+

(qσB)2

2(kT)2

)
B∗(VG − VP)α (8)
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where µ0 is the band mobility, A* and B* are constants that depend on the density of

conduction band states, Ci is the dielectric geometric capacitance, N0
tr is the areal density of

tail states, kT0 is the width of the tail state distribution, ϕB is the percolation barrier height,

σB is the variation in ϕB assuming a Gaussian distribution of barriers, and α is related to

the spatial coherence ratio of the barriers. The constant α depends on the spatial barrier

width WB and separation DB and is given by α = 4(DB −WB)/DB. In both of these limiting

cases, an activation energy EA can be extracted from the slope of the Arrhenius plot and is

given by Equation (9)

EA(VG) = −k
∂ln(µ)
∂(1/T )

=




kT0ln
(

qN0
tr

Ci

)
− kT0ln(VG − VT ) for TLC

qϕB −
(qσB)2

kT for TC
(9)

As can be seen here, the activation energy will be independent of VG for the PC case, and

be inversely related for the TLC case. Therefore by analyzing EA as a function of ln(VG

-VT ) as well as µ as a function of (VG -VT,p), the relative importance of TLC versus PC can

be estimated, and the relevant physical parameters, Ntr , kT0, and qϕB can be extracted.

3. RESULTS AND DISCUSSION

The processing temperature Ta and the choice of X cation have a strong influence

on the degree of crystallinity χc of the final oxide film as shown in Figure 1. In the case

of X = Sc at Ta = 300 ◦C all films are crystalline as estimated from the XRD peak areas

(χc > 0.90). Note that moving to larger cations drastically reduces the crystallinity with

In-Y-O showing a transition to the amorphous phase between 5 and 7.5 at% Y and In-La-O

between 2.5 and 5 at% La. At Ta = 250 ◦C, most compositions are amorphous with the

exception of 2.5 at% Sc which has a crystallinity of around χc = 0.15. Some films, for

both processing temperatures, exhibit partial crystallinity (χc < 0.15) in the vicinity of

the transition composition. As a control sample, an In2O3 film processed at Ta = 450 ◦C



96

had a crystallinity of χc > 0.98. Despite differences in crystallinity, there is no significant

difference in r.m.s surface roughness between these films as measured by AFM, which is

found to be on average ≈0.17 nm. This demonstrates that: (i) differences in back surface

roughness will not affect our electrical measurements, and (ii) even when crystalline, these

films do no exhibit large grains or prominent grain boundaries.

Figure 1. Grazing incidence XRD scans for In-X-O thin films processed at a) Ta = 250 ◦C
and b) Ta = 300 ◦C. Film compositions are given as at% of the secondary cation, X (X =
Sc, Y, La). Peak positions for the crystalline samples are at 2θ = 21.7o, 30.8o, 35.7o and
are consistent with the In2O3 bixbyite structure. The broad amorphous peak is centered at
2θ = 29-33o.

In accord with the observed reduction in crystallinity with the X ionic size, ab initio

MD simulations of amorphous In-X-O reveal that the number of InO6 polyhedra varies

with X: it is largest for X = Sc and notably smaller for X = Y or La (Figure 2). Moreover,

in In-Sc-O the InO6 polyhedra are mostly connected via edge sharing, resulting in the

formation of large InO6 clusters. The appearance of such clusters signifies the nucleation

of In2O3 nanocrystallites, as was observed for a-InO [147]. In marked contrast to In-Sc-O,

the InO6 polyhedra in amorphous In-Y-O and In-La-O are distributed uniformly throughout

the cell with a few polyhedra connected via edge- or corner sharing. This highlights the
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effectiveness of the larger cations such as Y or La in achieving amorphous In-based oxide

structures.

Figure 2. Representative structures of a) In-Sc-O, b) In-Y-O, and c) In-La-O from ab initio
MD simulation. In each case, 20% of the In atoms are replaced with the secondary cation,
X. InO6 polyhedra are indicated on the structures in purple with In represented as red
spheres, X as yellow spheres, and O as blue spheres. The proportion of InOx polyhedra
with x = 4, 5, and 6 are shown in d).

The TFT properties at room temperature for all compositions and processing tem-

peratures are shown in Figure 3 and typical transfer and output curves are plotted in the Ref

[179]. We will first distinguish between compositions that are measured to be amorphous

by XRD (χc = 0) and those that are crystalline or partially crystalline (χc > 0). For χc = 0,

the maximum electron mobilities are measured to be 9.7 and 5.1 cm2V−1s−1 for Ta = 300

and 250 ◦C, respectively, and are obtained in the In-La-O system. It is important to note

that the use of X = La provides the highest performance amorphous films, since the large

cation can be introduced into the system at relatively low concentrations, thus minimizing

impurity scattering while still realizing the amorphous state. This approach, therefore,

provides a useful strategy to readily introduce amorphous character into otherwise easily

crystallizable materials. However, it should be noted that when considering all films, for
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a fixed X concentration, the general trend is that mobility decreases with increasing cation

size similar to the previously reported In-X-Zn-O system [149]. The crystalline (χc > 0.7)

and partially crystalline (0 < χc < 0.15) samples typically exhibit good TFT characteristics

(µ = 1-10 cm2V−1s−1), however, tend to be slightly more inconsistent in their device param-

eters, often having negative (and less controllable) threshold voltages, and more variability

between devices in subthreshold behavior, especially in cases of low X content. This result

highlights the fact that although In-Y-O and In-Sc-O may have higher electron mobilities

than In-La-O for a given X concentration, their increased propensity to crystallize can,

especially in this case, be disadvantageous, and motivates the more detailed study of the

electrical and local structure properties presented herein.

Figure 3. Thin film transistor data for measurements at room temperature taken in saturation
to extract values of µsat and VT . Regions corresponding to crystalline, semicrystalline, and
amorphous films are indicated for films processed at a) Ta = 250 ◦C and b) Ta = 300
◦C. Optimal devices characteristics are around 5 and 10 at% doping for the low and
high-temperature processed films, respectively.
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For all In-X-O films, increasing X concentration lowers µ and increases VT . Espe-

cially at Ta = 250 ◦C, this effect is decidedly detrimental for X concentrations above 7.5

at% since significant charge is trapped within localized states arising from the structural

disorder. To further quantify the effects of this disorder, as well as that of the cation size,

on the electron transport within the film, TFT parameters were measured as a function of

temperature in the range 300>T > 150 K. Samples with 10 at%X atTa = 300 ◦C and 5 at%

X atTa = 250 ◦C were chosen to provide optimal device operation and encompass a range of

structural differences (see the Ref. [179] for TFT characteristics). Typical Arrhenius plots

for the In-La-O films are shown in Figure 4a, c. Linear fits at various values of VG-VT yield

the activation energies plotted in Figure 4b, d. There is a significant difference between

films with 250 and 300 ◦C processing temperatures Ta. The former appear to be dominated

by a TLC mechanism, whereas the latter have a much weaker dependence of the activation

energy on the gate voltage, thus implying a PC dominated mechanism (Equation (9). In

all cases, there is no strong dependence of EA on temperature, suggesting that the barrier

height distribution σB is very small. This is reasonable considering that these films only

have two distinct cations unlike more complex oxides such as a-IGZO. From the present

data, it is, therefore, possible to extract both tail state distributions (N0
tr and kT0) from the

Ta = 250 ◦C films, and the approximate percolation barrier heights (qϕB) from the Ta =

300 ◦C films; these parameters are summarized in Table 1. Note that kT0 is comparable

to kT and therefore a purely TLC model is not appropriate. However, the advantage of the

activation energy analysis is that the effects of TLC and PC can be separated by their VG

dependence, and therefore an estimate of kT0 can be made even for small values. For larger

Rionic(X), increased structural disorder broadens the tail state distribution while the overall

areal density of trap states at Em remains approximately constant. The DFT-calculated

inverse participation ratios (IPR) for the MD-simulated nonstoichiometric amorphous In-

X-O structures illustrate the existence of localized states within the band gap and near the

band edges. These results support the broadening of the localized state distribution with
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the ionic size: a significant contribution from the localized states is found below, below and

at, or below and above the Fermi level for X = Sc, Y, or La, respectively (full IPR data can

be found in the Ref. [179]).

Figure 4. Temperature-dependent field-effect electron mobility showing linear fits for the
extraction of the activation energy, EA. Effective linear mobility is plotted for values of VG
-VT between 5 and 25 V for the In-La-O case with a) Ta = 250 ◦C and c) Ta = 300 ◦C. The
extracted values of EA are plotted as a function of ln(VG -VT ) for each film and at processing
temperatures of b) Ta = 250 ◦C and d) Ta = 300 ◦C. Linear fits are made to the Ta = 250 ◦C
data while the lines through the Ta = 300 ◦C data are guides to the eye.

For the more structurally ordered films that show percolation behavior, ϕB also

increases with increasing Rionic(X). It has been suggested previously [174] that percolation
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Table 1. Model fit parameters for the TFT measurements calculated from Equation (9)

Ta[◦C] kT0[meV] N0[cm−2] qϕB[meV] Dominant
mechanisma)

In-Sc-O 250 10 ≈ 4 × 1013 - TLC
In-Y-O 250 17 ≈ 4 × 1013 - TLC
In-La-O 250 23 ≈ 4 × 1013 - TLC
In-Sc-O 300 - ≈ 4 × 1013 24 PC
In-Y-O 300 - ≈ 4 × 1013 38 PC
In-La-O 300 - ≈ 4 × 1013 55 PC

a)Mechanisms: TLC=trap-limited conduction; PC=percolation conduction.

can arise due to secondary cations perturbing the conduction band, which is primarily

derived from the In s-states. Here, we are able to show, for the first time, a direct rela-

tionship between the measured potential barrier and the radius of the secondary cation,

thus supporting this model. Values of the spatial coherence ratio for the potential barriers

(DB −WB)/DB are also extracted from the VG dependence of the mobility (Figure 5a) and

vary from 0.04 to 0.32, with the largest ratio observed in In-Y-O. Furthermore, a trend in the

spatial distribution of XOx polyhedra within the amorphous cell is clearly observed in the

results of the MD simulations (Figure 5b). In the In-Sc-O series, the ScOx polyhedra are

connected primarily via corner sharing; several ScOx polyhedra stand separate from each

other, i.e., remain disconnected. In In-Y-O, the number of corner-shared YOx polyhedra

increases substantially, leading to the formation of long chains spread over the cell-in agree-

ment with the observed largest spatial coherence ratio. In In-La-O, the large ionic radius

of La as well as its tendency for over-coordination leads to formation of clusters of LaOx

polyhedra more than half of which are connected via edge- or even face-sharing. Such

LaOx clustering may be connected with the observed large potential barrier in amorphous

In-La-O and the resulting TFT mobility decrease for larger La contents. At the same time,

the observed spatial coherence ratios have some dependence on temperature suggesting that

a purely PC model is inadequate for these materials, which is consistent with the devia-

tion of EA from a constant in Figure 4d. While alternatives to PC descriptions have been



102

proposed,[178] additional studies will be required before the current models for charge

transport in amorphous metal oxide TFTs can be refined.

Figure 5. a) Values of the spatial coherence ratio calculated by fitting Equation (8) to
the gate voltage dependence of the In-X-O electron mobility at temperatures between 150
and 275 K. b) Sharing statistics for XOx polyhedra as calculated from MD simulations
of the structures. Numbers of corner-, edge-, and face-sharing polyhedra are shown per
computational cell.

From the present TFT transport data, it is clear that two variables are especially

important in these solution-processed In-X-O films: (i) the processing temperature, which

strongly affects the charge transport mechanism; and (ii) the identity of the secondary

cation, which influences both the tail state distribution and the percolation barriers. XAS

is used here to further elucidate the nature of the structural disorder as seen in the electrical

characterization.

Film XANES data at the In, Sc, Y, and La edges align well with their powder

references (see the Ref. [179]). Combined with the XPS peak positions, all metal ions

maintain the 3+oxidation state in the films after the combustion process. Amore quantitative

analysis from the EXAFS region provides the coordination number Ni and Debye-Waller

coefficient σ2
Ri

for the first In-O shell and the first In-M shell (M = In or X), as shown in

Figure 6, and the fitting results presented in Table 2. For all films, the calculated radii

Ri are relatively constant at 2.16 Å for the In-O shell and 3.36 Å for the In-M shell,

which are comparable to the radii for crystalline In2O3 reference powder samples. The
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reductions in peak intensities in the p-RDF, especially for shells beyond the first In-M,

correspond to a decrease in the coordination number and increased Debye-Waller factor in

Table 2. EXAFSfitting parameters for the first In-O and In-M (M= In orX) shells calculated
using Equation (3)

Ta[◦C] Ni Ri[Å] σ2
Ri
[10−3Å2]

In-O In-M In-O In-M In-O In-M
In-Sc-O 250 5.62 3.04 2.152 3.358 6.45 7.02
In-Y-O 250 5.45 2.20 2.151 3.316 7.45 8.13
In-La-O 250 5.11 2.4a) 2.156 3.340 7.10 9a)

In-Sc-O 300 5.95 4.21 2.166 3.363 6.29 4.46
In-Y-O 300 5.75 3.62 2.155 3.365 6.96 7.46
In-La-O 300 5.56 3.32 2.147 3.368 7.69 13.5

a)Shells beyond the first have very low intensity (approaching EXAFS-free amorphous);
therefore, the coordination number and Debye-Waller factor for the second shell cannot be
uniquely fitted.

these shells, which are commonly seen as films become semicrystalline or amorphous. As

the size of the secondary cation, X, increases Ni decreases, whereas σ2
Ri

increases. This

effect is much more pronounced for the In-M shell, suggesting that InOx polyhedra remain

relatively intact in the amorphous structure while disorder arises from distortions to the

polyhedra network, i.e., to their interconnectivity. When comparing films annealed at 250

and 300 ◦C, the lower processing temperature leads to a greater drop in In-M coordination

number-between 2.1 and 3.0 at Ta = 250 ◦C versus 3.3 and 4.2 at Ta = 300 ◦C. We can thus

conclude that the introduction of larger secondary cations and/or lowering the processing

temperature increases the amorphous network disorder, moving further away from the

crystalline structure. In particular for the most amorphous samples, the “EXAFS-free" case

is approached where all shells beyond the first In-O have very low intensities. This renders

extraction of a unique In-M coordination number and Debye-Waller coefficient impossible

in the In-La-O case with Ta = 250 ◦C. Note that the effect of the 50 ◦C change in Ta

is greater than moving from X = Sc to X = La. This may partially explain the different

transport mechanisms (PC and TLC) observed in the transistor measurements.
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Figure 6. Fitting parameters from the In-X-O EXAFS measurements and ab initio MD
simulations plotted as a function of the ionic radius of the X cation normalized to the radius
of In3+. a) The change in coordination number, N, for both the In-O and In-M (M = In or
X) shells. b) The same for the change in Debye-Waller factor coefficient, σ2

Ri
.

The ab initio MD simulations for the In-X-O systems support the coordination

number and bond length variations seen in the EXAFS experiments. For the first In-O

or X-O shell, the calculated effective coordination numbers NECNs and bond lengths Ravs

are summarized in Table 3. These values are in agreement with EXAFS showing: (i) a

slight contraction in the In-O coordination number as the X cation size is increased and

(ii) nearly invariant In-O bond lengths. For comparison, the average In-O distance and

In-O coordination number in a-InO obtained from MD simulations are 2.16 Å and 5.0,
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respectively. Although the In-O local structure characteristics show little sensitivity to the

X cation size, the NECN and Rav values for X-O vary significantly among X, as expected

from the strong X-O bonds. The average X-O distances in amorphous In-X-O nearly match

the corresponding natural X-O distances, i.e., those found in the respective crystalline X2O3

materials. The average effective coordination NECN increases as the cation size increases,

with Sc and La being under- and over-coordinated with O atoms, respectively, whereas the

Y atoms retain the natural coordination number of 6.

Table 3. Structural characteristics of the first In-O and X-O shell as obtained from the ab
initioMD simulations. The average coordination NECN and average distance Rav parameters
were calculated according to Equations (4) and (5).

NECN(In-O) Rav(In-O)[Å] NECN(X-O) Rav(X-O)[Å]
In-Sc-O 5.32 2.158 5.23 2.068
In-Y-O 5.06 2.142 6.01 2.273
In-La-O 5.02 2.154 6.56 2.451

As noted in Section ‘Ab Initio Molecular Dynamics Simulation’, Equations (4)

and (5) are not applicable for the second shell and beyond owing to broad In-M distance

distributions. Instead, the total In-M coordination or a running coordination number NRCN

is calculated as a function of the radial distance r from an In atom. The NRCN values for

both In-O and In-M shells, Figure 7a,b, respectively, decrease with increasing cation size,

but the effect is far more pronounced for the In-M shell. At r = 3.35 Å , which corresponds

to the edge-shared In-In distance in crystalline In2O3, NRCN(In-M) decreases from 3.82 Å

to 3.16 Å to 2.05 Å for Sc to Y to La, respectively. In a-InO, the calculated NRCN(In-In)

is 2.69. Accordingly, the average distance between In and X connected via edge-sharing

(second shell) increases with X ionic size: from 3.08 to 3.36 Å to 3.52 Å for In-Sc to

In-Y to In-La, respectively. For comparison, the average edge-shared In-In distances are

less affected, increasing from 3.26 to 3.31 Å for Sc and Y to La, respectively. Although it

is impossible to directly compare these numbers to the experimental EXAFS data, which

are derived from solution-processed films rather than a melt-and-quench simulation, it is
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evident that these numbers correlate well with those in Figure 6 and follow the same trend.

The increased second shell (In-M) bond distances can contribute to a larger effective mass;

however, the spatial distribution and interconnection of the InOx and XOx polyhedra are

expected to play the key role in determining the electron mobility in these amorphous

oxides.

Figure 7. Ab initio MD simulation results for the In-X-O systems showing the calculated
running coordination number, NRCN. The radius r is the distance from the central In atom
with a) showing the In-O coordination and b) showing the In-M coordination (where M =
In or X). Crystalline In2O3 values are also shown for reference.

In addition to local disorder, the strength and type of M-O bonding have been

shown to be good indicators of electron transport properties since weakly bound oxygen

or oxygen not fully coordinated by a metal ion can introduce trap states and reduce the

mobility and bias-stress stability in TFTs [180]. Previous work in this laboratory on oxygen

“getter" effects in In-X-Zn-O materials suggests this may also be relevant to the In-X-O

system [149]. XPS measurements were therefore carried out, focusing on the O1s peak,

deconvoluting it into a M-O-M peak, a M-O(H) peak, and a weakly bound M-O-R surface
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peak (Figure 8 a,b). The ratio of M-O-M peak area to total peak area ηM−O−M is shown in

Figure 8c and represents the fraction of oxygen in the film that is completely incorporated

into the metal oxide lattice. Additionally, using the ratio of O1s peaks to the In 3d, Sc 2p,

Y 3d, or La 3d peaks allows estimation of the In-X-O film stoichiometry, which indicates

that the oxide films preserve the precursor solution stoichiometry. All films, independent

of the processing temperature or composition, are found to be close to stoichiometric (60

at% O). However, it is evident that ηM−O−M is a function of the processing temperature.

For the Ta = 300 ◦C case, the oxide is well formed and ηM−O−M is relatively unaffected by

the secondary cation since the thermal energy at this processing temperature allows good

relaxation of the oxide lattice. However, ηM−O−M is lower for all compositions processed

at Ta = 250 ◦C, suggesting that the oxide film is more defective, leading to the change

from charge transport being limited by percolation in the conduction band to trapping and

detrapping from tail states. Additionally, the larger cations tend to reduce ηM−O−M further,

unlike in the high-temperature case, which is consistent with the broadening of the density

of tail states at Ta = 250 ◦C when changing from Sc to Y to La.

4. CONCLUSION

The incorporation of the Group 3/4f cations Sc, Y, and La into indium oxide

thin films by straightforward solution-processing techniques at low temperatures provides

important information about the structural and electronic properties of amorphous oxide

semiconductors. First and importantly, to facilitate the study of these systems, note that

these elements can be introduced without the need for complex processing equipment and

over a wide compositional range. It is found that large values of the X ionic radius Rionic(X)

compared to indium, such as when X = La, can induce the amorphous state even at relatively

low X concentrations, resulting in thin films with high electron mobilities. The effect of

the cation size and processing temperature on the electron transport mechanism was also
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Figure 8. Fitting of the O1s XPS peaks for a 10 at% In-La-O film processed at a) Ta = 250
◦C and b) Ta = 300 ◦C. Peak positions were fixed and correspond to fully bound oxygen
(M-O-M), partially bound oxygen (M-O(H)) and weakly bound oxygen at the surface or
organic impurities (M-O-R). c) The ratio of M-O-M peak area to total area, ηM−O−M , is
plotted as a function of the X cation size for compositions of 2.5, 5, and 10 at%.

investigated here, and found to be dominated by trap-limited conduction (TLC) at low

processing temperatures. This contrasts markedly with the high-temperature processed

films, where activation energies for transport are much lower and independent of TFT gate

voltages, suggesting transport dominated by electrons above the conduction band edge-in

this case the conduction can be modeled using the typical Kamiya-Nomura percolation

expression. It is observed in the TLC case that the tail state trap distribution broadens as the

ionic radius of X increases for a fixed X concentration. In the percolation case, it is found
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that larger ionic radii increase the potential barrier height, suggesting that disruptions to

the indium oxide lattice by the introduction of the secondary cation X are the cause of such

barriers. To understand the origin of this phenomenon, the local structure and valence of the

oxide films were investigated using XAS and XPS and also compared to ab initio molecular

dynamics simulations of the In-X-O system. A decrease in In-O and In-M coordination

numbers is observed as the X cation size increases from that of In3+. The fall in coordination

number from the ideal crystalline value of 6 is especially apparent for the first In-M shell

and for larger cation sizes (i.e., X = La). This result is concurrent with an increase in

the variation of In-O and In-M shell bond distance, although the average distances remain

constant. The interconnectivity of the MOx polyhedra and structural disorder are therefore

determined to be the main origins of the tail state width and percolation barrier height

changes, and demonstrates that local structure measurements are vital to understanding

charge transport in amorphous oxide electronics.

5. EXPERIMENTAL SECTION

Oxide Precursor Solutions: Solutions were prepared by dissolving M(NO3)3 in 2-

methoxyethanol (M = In, Sc, Y, or La, 0.05 mol L−1, 10 mL) and adding acetylacetone (32

µL) and NH3(aq) (30 µL). Solutions were stirred for 16 h before mixing in the desired ratios.

The solutions were then filtered through a 0.2 µm Teflon filter, spin-coated at 3500 s−1 for

30 s and annealed at 250 or 300 ◦C (Ta) in air for 15 min yielding ≈5 nm thick oxide films.

Repeated spin-coating and annealing was used to build up thicker films. This gave more

dense oxide films than a single thick layer due to porosity caused by gas evolution during

solution processing. The chosen thickness gave us optimal device performance. Hotplate

surface temperatures were controlled to ±2 ◦C and only very small changes in substrate

temperature were seen during film combustion. Changes in local temperature within the

film during growth were extremely difficult to quantify accurately but were common to
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all solution-processing techniques. Generally in these films, heat energy generated from

chemical reactions will either be consumed driving lattice/network formation or will be

dissipated relatively rapidly due to the large surface area-to-volume ratio. Ta therefore

defines the technologically relevant thermal budget for the process. Films for TFTs were

fabricated on heavily doped silicon wafers with 300 nm of thermal oxide (four repeated

layers of combustion oxide, film thickness ≈15 nm). Films for grazing incidence XRD

studies were fabricated on silicon wafers (four layers), and films for XAS were fabricated

on fused-quartz substrates (11 layers, X: 10 at%). A postanneal in clean dry air at Ta was

carried out at <5% relative humidity on all films.

Thin-Film Transistors: TFTs were fabricated by patterning the In-X-O films with

oxalic acid to reduce gate leakage, followed by evaporation of aluminum source-drain

contacts through a shadow mask. Device dimensions were L = 50 µm, W = 1 mm.

Electrical measurements were carried out either in air or a vacuum probe station (<5

× 10−1mbar) with an Agilent B1500A parameter analyzer. Transfer characteristics were

measured in both the linear and saturation regimes of the TFT. Samples for low-temperature

measurements were mounted on an Advanced Research Systems liquid nitrogen cryostat

controlled by a Lake Shore 331 temperature controller. Mobilities were extracted in the

range of VG-VT between 5 and 25 V where leakage currents were always >10× lower than

the source-drain current. Effective mobility µEFF was calculated in the linear regime (VD

= 5 V) using Equation (10) and choosing appropriate onset voltages Von estimated from

the transfer characteristics. This method gave an average mobility for both trapped and

untrapped electrons and correctly represented the gate voltage dependence of the mobility

[39].

µEFT (VG) =
L

WCi

ID (VG)
VD (VG − Von)

(10)
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X-Ray Absorption Spectroscopy: Experiments were conducted at sector 5BMD of

the Advanced Photon Source of Argonne National Laboratory (ANL). A Si(111) double

crystal monochromator was used to produce a 12 mm (horizontal) by 1 mm (vertical)

beam. The incident beam energies were tuned to near the In, Sc, Y K-edge and La L-edge

(27.940, 4.492, 17.038, 6.266 keV, respectively) to measure XAS spectra at the above

four edges. Films were placed 45, from the incident direction, and data were collected in

fluorescence mode using a four-element silicon drift detector (SII NanoTechnology). The

reference powders were uniformly spread on Scotch tape (3M Corp.) and measured in

transmission mode using an ionization chamber (Oxford-Danfysik). EXAFS spectra were

extracted and normalized using athena software packages [140]. The intrinsic loss factor

(S2
0 = 1.06) for fitting the indiumK-edge was obtained by modeling of the reference powders

for each absorbing atom, and kept fixed when fitting the film data. The bond distances,

coordination numbers, and Debye-Waller factors were obtained by the FEFF simulations

using a cluster of the bixbyite structure with a radius of 6 Å centered on the absorbing

atom. All the normalized absorption coefficients χ(k) were Fourier transformed using a

Hanning window over the specified k-range and fit in k-space with k-weight 3.

Ab Initio Molecular Dynamics Simulation: The amorphous In-X-O structures were

generated using first-principles MD as implemented in the Vienna Ab initio Simulation

package (vasp) [105, 116, 117, 118]. The calculations were based on density functional

theory within generalized gradient approximation (GGA) with the PBE functional [114].

For the initial structure, a bixbyite In2O3 cell containing 130 atoms (In52O78) and a density

of 7.116 gcm−3 was used. For ternary structures, 20% of In atoms in crystalline In2O3 were

replaced by metal X (Sc, Y, or La) resulting in the stoichiometric structure In44X10O81; the

cell volume was adjusted to maintain the density in the In-based samples. Also, amorphous

nonstoichiometric In44X11O77 structures were modeled by removing oxygen atoms in the

initial structures, i.e., prior to liquid quench process. The amorphous In-O and In-X-O

structures were then obtained using the liquid-quench approach as follows. First, to remove
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any crystalline memory, each initial structure was melted at 3000 K for 6 ps. The melt was

then cooled to 1700 K at the rate of 100 K/1.2 ps, and then rapidly quenched to 100 K at the

rate of 200 K/1.2 ps. In order to make the calculations computationally efficient, a cutoff

of 260 eV was used and the k-point sampling was restricted to k-point only during melting

and quenching processes. Finally, the structures were equilibrated at 300 K for 6 ps with

a cut-off energy of 400 eV. All simulations were carried out within NVT ensemble with

Nose’-Hoover thermostat using integration time step of 2 fs.

Structural Characterization: Grazing incidence XRD was carried out on a Rigaku

ATX-G workstation (Cu Kα, λ = 1.541 Å ) with an incidence angle, α = 0.5o, compared

to a critical angle for In2O3 of αC = 0.37o. After background subtraction, the degree

of crystallinity χc was estimated from the ratio of area under the crystalline peaks (after

subtracting the amorphous peak) to total area under theX-ray diffraction pattern. Diffraction

peaks were fitted with a pseudo-Voigt function (Gaussian-Lorentzian product). Atomic

force microscopy (AFM) was carried out in tapping mode on a Bruker ICON system.

XPS was carried out on a Thermo Scientific ESCALAB 250Xi with O1s peaks being

deconvoluted into separate peaks at 529.3, 530.9, and 532.1 eV.
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ABSTRACT*

Structural properties of amorphous In-based oxides, In-X-O with X=Zn, Ga, Sn, or

Ge, are investigated using ab-initio molecular dynamics liquid-quench simulations. The

results reveal that Indium retains its average coordination of 5.0 upon 20% X fractional

substitution for In, whereas X cations satisfy their natural coordination with oxygen atoms.

This finding suggests that the carrier generation is primarily governed by In atoms, in accord

with the observed carrier concentration in amorphous In-O and In-X-O. At the same time,

the presence of X affects the number of six-coordinated In atoms as well as the oxygen

sharing between the InO6 polyhedra. Based on the obtained interconnectivity and spatial

distribution of the InO6 and XOx polyhedra in amorphous In-X-O, composition-dependent

structural models of the amorphous oxides are derived. The results help explain our Hall

mobility measurements in In-X-O thin films grown by pulsed-laser deposition and highlight

the importance of long-range structural correlations in the formation of amorphous oxides

and their transport properties.

*Published in Physical Review B 91 205203 (2015).



115

1. INTRODUCTION

Driven by technological appeal, the research area of amorphous transparent conduct-

ing oxides has grown tremendously since the first demonstration of the unique properties

of these materials more than a decade ago [32, 41]. Today, amorphous oxides of post-

transition metals, such as indium-based ternary In-Sn-O (a-ITO) and In-Zn-O (a-IZO) or

quaternary In-Ga-Zn-O (a-IGZO) and Zn-In-Sn-O (a-ZITO), exhibit optical, electrical,

thermal, and mechanical properties that are comparable or even superior to those possessed

by their crystalline counterparts, pushing the latter out of the market [42, 58, 69, 181].

Yet, the structural variations associated with the crystalline-to-amorphous transition in

these oxides are far from being understood. From experimental characterization, primar-

ily via extended x-ray absorption fine structure (EXAFS) measurements [51, 54, 56, 147]

and from theoretical models derived from molecular dynamics (MD) simulations, it has

been established that the first-shell characteristics – the average metal-oxygen distances

and coordination – remain nearly intact upon the transition to the amorphous phase

[47, 49, 50, 68, 81, 84, 137, 138, 139, 182]. This suggests that, upon amorphization,

both the optical band gap and the electron effective mass governed by the metal-oxygen

interactions [67, 151, 152], should deviate only insignificantly from the crystalline values.

Hence, the key features of the electronic band structure of a transparent conducting oxide

host [24, 25, 183] should be preserved under the structural transition.

Recent investigations of amorphous indium oxide (a-IO) showed that the presence

of nanocrystalline In2O3 inclusions whose size varies with deposition temperature, limits

the electron transport properties via scattering [147]. Nucleation of such nanocrystallites

was found in amorphous In-O structures obtained via MD simulations at slow cooling rates

(5K/ps). Furthermore, the spatial distribution and interconnectivity of the fully-coordinated

In atoms, i.e., the InO6 polyhedra, was shown to depend strongly on the quench rates in

the MD simulated structures. Based on a thorough comparison of the experimental and
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theoretical results, the observed peak in the electron mobility was found to correspond to

the structure with long chains of the InO6 polyhedra connected primarily via corner sharing

[147]. Thus, the long-range structural characteristics, i.e., how the metal-oxygen polyhedra

are integrated into a continuous network, play a key role in the transport properties of the

amorphous oxides.

Amorphous transparent conducting oxides are compositionally adaptive and allow

incorporation of large fractions of other post-transition metals, e.g., Sn, Zn, or Ga, into the

In-O matrix. The presence of additional cations affects the crystallization temperature and

often makes it easier to achieve an amorphous state of the multicomponent oxide. Yet, the

microscopic effect of the composition on the local and long-range structural characteristics

of amorphous In-based oxides as well as on their transport properties – carrier generation,

carrier concentration, and carrier mobility – is still unclear.

In marked contrast to the crystalline transparent conducting oxides, where the

electronmobility is governed primarily by the scattering on the ionized or neutral impurities,

phonons, and grain boundaries, the local distortions of the metal-oxygen polyhedra and the

long-range structural disorder in amorphous oxides makes their transport properties more

complex. Although amorphous oxides lack grain boundaries, additional electron scattering

is expected to occur due to (i) size and spatial distribution of the nanocrystalline inclusions;

(ii) spatial distribution and clustering of incorporated cations in multicomponent oxides;

(iii) abundant trap defect states; and (iv) piezoelectric effects associatedwith internal strains.

Clearly, chemical composition, oxygen deficiency as well as deposition temperature will

have a strong effect on the above processes and should be systematically investigated.

In this work, we present a systematic study of the structural properties of ternary

amorphous In-based oxides, In-X-O with X=Zn, Ga, Sn, or Ge, denoted below as a-IXO,

obtained via liquid-quenchMD simulations. To gain a thorough understanding of the role of

composition in the structural properties of the amorphous oxides, the characteristics of the
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first, second, and third shells are compared between amorphous indium oxide, ternary a-In-

X-O as well as the corresponding crystalline oxides. In addition to the average distances and

coordination numbers from the standard pair distribution functions, statistical distributions

and weighted averages as a function of cation number and/or type of oxygen sharing are

presented. The results reveal the importance of long-range structural correlations governed

by the composition and explain the observed carrier concentration and mobility trends in

amorphous In-X-O. All results presented in this work are for stoichiometric oxides; the

effect of oxygen non-stoichiometry, important for the defect formation, carrier generation,

and carrier transport in amorphous oxides [84, 85, 91, 93, 184, 185, 186], will be discussed

in a future study.

2. COMPUTATIONAL METHOD

The amorphous a-In-O and a-In-X-O structures were generated using first-principles

molecular dynamics as implemented in the Vienna Ab Initio Simulation package (VASP)

[105, 116, 117, 118]. The calculations are based on the density functional theory (DFT)

[102, 103] with PBE functional within the projector augmented-wave method [115, 122,

148]. For the initial structure, we used a cubic 130-atom cell of bixbyite In2O3 with density

7.12 gm/cm3. To obtain ternary In-X-O structures, we randomly replaced 20% of the In

atoms in the initial structure by respective metal X (Zn, Ga, Sn, or Ge) and adjusted (i) the

number of oxygen atoms tomaintain stoichiometry (as well as charge neutrality); and (ii) the

cell volume to maintain the density in the In-based samples. For each initial In-O or In-X-O

structure, we performed molecular dynamics simulations of liquid quench as follows. First,

to remove any crystalline memory, each initial structure was melted at 3000 K for 6 ps.

The melt was then cooled to 1700 K at the rate of 100 K/1.2 ps, and then rapidly quenched

to 100 K at the rate of 200 K/1.2 ps. In order to make the calculations computationally

efficient, we used low cut-off of 260 eV and restricted the k-point sampling to Γ point only
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during melting and quenching processes. Finally, each structure was equilibrated at 300

K for 6 ps with a cut-off energy of 400 eV. All simulations were carried out within NVT

ensemble with Nosé-Hoover thermostat using integration time step of 2 fs.

3. GROWTH AND CHARACTERIZATION

Amorphous oxide thin-films were grown by pulsed-laser deposition (PLD) from a

dense hot-pressed indium oxide, zinc oxide, tin oxide and gallium oxide targets (25 mm

diameter). PLD was accomplished with a 248 nm KrF excimer laser with 25 ns pulse

duration and operated at 2 Hz. The 200 mJ/pulse beam was focused onto a 1 mm x 2 mm

spot size. The target was rotated at 5-rpm about its axis to prevent localized heating. The

target-substrate separation was fixed at 10 cm. For multi-component films the appropriate

basis-oxide targets were employed. A computer controlled shuttle was used to alternate

ablation between targets. Less than one monolayer of material was deposited in a typical

cycle between the targets to help insure uniformity of film composition; the ratio of the

pulses for eachmetal oxide in each cyclewas adjusted to obtain the desired film composition.

The compositions reported are nominal compositions: the ratio of the number of dopant

pulses to total pulses. The films were grown on silicon substrates in an O2 ambient of 8

mTorr. The substrates were attached to the substrate holder with silver paint and grown at

a temperature of -25 ◦C to insure amorphous films.

Sheet resistance (Rs: Ω/�), carrier type, area carrier-concentration (na: 1/cm2),

and carrier mobility (µhall : cm2/V·s) were measured with a Ecopia 3000 Hall measurement

system on samples in the van der Pauw geometry. Carrier density (nv: 1/cm3) and resistivity

(ρ: Ω·cm) were calculated by dividing the area carrier-concentration and sheet resistance,

respectively, by the film thickness. Film thickness (d: nm) was measured using a spectral

reflectometer (Filmetrics F20) and were shown to range from 250-300 nm.
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4. RESULTS AND DISCUSSION

4.1. Local (short-range) structural characteristics.

4.1.1. In-O distances in amorphous In-O and In-X-O. To understand how com-

position affects the structural properties of amorphous In-based oxides, we first analyse

the local structure of the InOx polyhedra, i.e., the In-O distances and the coordination of

In with oxygen atoms. The results are compared to the corresponding values for In-O in

a-In-O and then to those for X-O values in a-In-X-O, X=Zn, Ga, Sn, or Ge.

The radial In-O distribution functions in a-In-O and a-In-X-O show insignificant

variation in the width and peak position for different X, Fig.1. The calculated standard

deviation, σ2, for the first-shell distances slightly increases from 0.011 Å2 for a-In-O and

a-IZO to 0.012 Å2 for a-IGO, and to 0.013 Å2 for a-ITO and a-IGeO. Despite the different

ionic radii of the X cations, the average In-O distance is similar in a-In-O and all a-In-X-O.

For a more accurate comparison of the average In-O distances in a-In-O and a-In-X-O the

average pair correlation function [125, 126] is calculated according to:

lav =

∑
i

li exp
(
1 −

(
li

lmin

)6)
∑
i

exp
(
1 −

(
li

lmin

)6) , (11)

where the summation runs over all oxygen neighbors of a particular In atom and lmin is the

smallest In-O distance in the i-th InOx polyhedron. The average pair correlation function is

weighted by taking into account the individual metal-oxygen bond lengths, and eliminates

the long-distance bonds that represent non-interacting M-O pairs. The results, given in the

insert of Fig. 1, reveal that the average pair correlation function increases from 2.161 Å

for a-In-O to 2.165 Å for a-IGO; 2.166 Å for a-IZO; 2.167 Å for a-IGeO; and to 2.173 Å

for a-ITO. Hence, the addition of X cations leads to a slight increase of the average In-O

distance which remains to be below the corresponding value in crystalline In2O3, namely,

2.18 Å.
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Figure 1. (Color online) Radial In-O pair distribution functions in amorphous In-O and
In-X-O. In the inset, the calculated average In-O pair correlation function, lav, is plotted
for amorphous In-X-O. The horizontal dash line represents the corresponding lav value in
amorphous In-O.

To further understand the effect of X on the first-shell In-O distances, the average

In-O distance (lav) is calculated as a function of the number of X atoms in the second shell

of the In atoms. For this, for every indium atom, the number of X nearest neighbours,

i.e, those located within a sphere of radius 3.4 Å is determined. The latter corresponds

to the In-In distance in c-In2O3. There may be no, one, two, three, or four X neighbors

in the second shell of an In atom; the number of In atoms in each of the groups is given

as a percent of the total number of In atoms in the cell, c.f., Table 1. The average pair

correlation functions (Eq. 11) were then calculated for each of the In groups. First of all,

it is found that for indium atoms with no X neighbors in the second shell, the calculated

average In-O pair correlation function differs from the one in a-In-O (lav=2.161 Å) being

larger for X=Zn or Sn (lav ∼2.176 Å), and smaller for X=Ga or Ge (lav ∼2.154 Å), Table 1.

The ionic size of the former two cations (Zn and Sn) is larger than that of the latter two (Ga

and Ge); in addition, the strength of the X-O bonds is weaker in the former case compared

to the latter case. Hence, one can argue that Ga and Ge, having short and strong bonds

with their neighboring oxygen atoms, increase the In-O distance of their nearest neighbor
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In atoms. As a result of such “oxygen-getter” behavior [149], the In-O bond length for In

atoms that are farther away from Ga and Ge cations, decreases.

Different mechanism(s) should be sought for a-IZO and a-ITO because the ionic size

of Zn or Sn is smaller compared to that of In; and the metal-oxygen bond strength is similar

for In, Zn, and Sn. In the case of a-IZO, the longer In-O distances for the In atoms that do

not have a Zn atom in the second shell, Table 1, are likely to originate from an increased

average In-O coordination away from Zn: the average In coordination for the In atoms that

do not have a Zn neighbor is ∼5.4 that is notably higher than for a-In-X-O with X=Sn, Ga,

or Ge, Table 1, or for a-In-O where the average In coordination is ∼5.0. In a-ITO, a strong

preference of Sn atoms toward natural coordination and clustering discussed in the sections

below, may lead to longer In-O distances away from Sn. Clustering of Sn atoms is already

evidenced from the large number, 48 %, of the In atoms with no Sn neighbor in the second

shell as compared to all other cases, Table 1.

Table 1. Average In-O pair correlation function, lav in Å, and effective coordination number,
ECN(In-O), cf. Eq. 12, as a function of the number of X atoms, NNX , located within the
radial distance of 3.4 Å from a central In atom. The fractional number of the In atoms, NIn,
in percent, that have a certain number of X neighbors in the second coordination sphere, i.e.,
with NNX=0, 1, 2, 3, or 4, is given in brackets. The total average pair correlation function,
< lav >, and total average effective coordination number, <ECN(In-O)>, are given in the
last column. For comparison, the average In-O pair correlation function is 2.161 Å and the
average In-O effective coordination number is 5.0 in a-In-O.

lav, ECN(In-O) (NIn)
NNX 0 1 2 3 4 Average

IZO 2.177, 5.4
(20)

2.170, 5.1
(46)

2.156, 5.0
(27)

2.151, 5.1
(7) — 2.166, 5.1

IGO 2.156, 5.0
(30)

2.174, 5.2
(46)

2.149, 5.0
(20)

2.199, 6.2
(2)

2.198, 5.2
(2) 2.165, 5.1

ITO 2.175, 5.1
(48)

2.168, 5.1
(41)

2.180, 5.5
(11) — — 2.173, 5.1

IGeO 2.153, 5.1
(30)

2.172, 5.3
(50)

2.144, 5.2
(11)

2.213, 5.8
(9) — 2.167, 5.3
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When the number of X nearest neighbors for a particular In atom increases, the

average In-O distance behaves differently in a-In-X-O. In the case of X=Zn, the In-O

pair correlation function decreases with the number of second-shell X neighbors, Table

1. Significantly, the average In-O distance for the In atoms with two or three Zn nearest

neighbors is nearly equal to that found in crystalline In2ZnO4, 2.154 Å. In contrast to a-IZO,

there is no consistent trend for the In-O distances for X=Ga, Sn, or Ge, Table 1. This may be

explained by: (i) comparable bond strengths for Zn-O and In-O as opposed to those for Ga-

O and Ge-O; and (ii) the fact that Zn atoms are uniformly distributed throughout the In-O

matrix – in marked contrast to Ge, Ga and especially Sn atoms that show a strong tendency

to cluster (as discussed in more details in Section 4.2.3). The strong Ga-O and Ge-O bonds

tend to increase the In-O distances as the number of Ga or Ge nearest neighbors increases

(with an exception for the case of two X atoms, Table 1, which we attribute to a particular

spatial distribution of the two X atoms, e.g., a possibility for X-X dimer formation). The

above findings are consistent with crystalline multicomponent oxides: the average In-O

distance in GaInO3 (2.174 Å) and In2Ge2O7 (2.163 Å) is longer as compared to that in

In2ZnO4 (2.154 Å).

Among the X cations considered in this work, tin results in the largest average In-O

distance, Figure 1. At the same time, the least variation in the average In-O distances is

observed in a-ITO: independent of the number of Sn nearest neighbors, the average In-O

distance remains close to the overall average, 2.173 Å, Table 1. As will be shown in Section

4.1.3, presence of tin has the least effect on the In-O coordination statistics, i.e., the numbers

of differently coordinated In atoms remain unchanged upon introduction of tin. Indeed, the

ionic size, bond strength, and preference for six-fold coordination with oxygen atoms are

similar for In and Sn – in accord with the presence of fractional site occupation for Sn and

In in crystalline In4Sn3O12 and other crystalline oxides that contain In and Sn. Hence, one

needs to look beyond the local, short-range structural features of amorphous oxides in order

to explain the increase of the average In-O distance in a-ITO with respect to a-In-O. Indeed,
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the spatial distribution and connectivity of SnOx and InO6 polyhedra in a-ITO provide a

plausible explanation, see Section 4.2.3.

Thus, although all X cations considered in this work result in a slightly increased

average In-O distance, a thorough structural analysis suggests that the origin of the X

effect is different in a-In-X-O. Longer In-O distances are expected to increase the electron

effective mass and, hence, may contribute to the reduced mobility in amorphous In-X-O

as compared to amorphous In-O. However, the obtained changes in the In-O distances

are not significant enough to explain the observed mobility reduction as the fraction of X

increases. We believe that the transport properties in amorphous oxides are governed by

spatial distribution and connectivity of the MOx polyhedra, i.e., the long-range features of

the amorphous structure, rather than the local M-O bonds.

4.1.2. X-O distances in amorphous In-X-O. The radial X-O pair distribution

functions in a-In-X-O are shown in Fig. 2. Also, the calculated average pair correlation

function lav(X-O), Eq. 11, for each a-In-X-O structure is given in the insert of Fig. 2. The

results reveal that for X=Sn or Ge (for X=Zn or Ga), the average X-O distance is shorter

(longer) than the natural X-O distance, i.e., the distance in the corresponding crystalline

binary oxides. The same trend is found when the average X-O distances are compared

for crystalline binary and crystalline ternary oxides. The Sn-O and Ge-O distances are

shorter in the ternary oxides with In: the average Sn-O distances are 2.06 Å and 2.09 Å

in In4Sn3O12 and SnO2, respectively; the average Ge-O distances are 1.74 Å and 1.88 Å

in In2Ge2O7 and cristobalite/rutile GeO2, respectively. The Zn-O and Ga-O distances are

slightly longer in the ternary oxides with In: the average Zn-O distances are 1.99 Å and

1.98 Å in In2ZnO4 and wurtzite ZnO, respectively; and the average Ga-O distances are

1.94 Å and 1.93 Å in GaInO3 and Ga2O3, respectively [187].

Significantly, in the case of Zn addition, the radial Zn-O distribution features a

non-zero tail at longer distances, i.e., there is an appreciable amount of long-distance Zn-O

bonds in a-IZO, Fig. 2. In contrast, the radial distribution functions for X=Ga, Sn, or Ge are
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Figure 2. (Color online) Radial pair distribution function of X-O in amorphous In-X-O.
The inset shows the average X-O correlation function, lav, in amorphous In-X-O; black bar
lines represent the average X-O distance in the corresponding crystalline binary oxides.

narrow, with the calculated standard deviationσ2 <0.001 Å2, and vanish above∼2.4 Å, Fig.

2. Thus, comparing the shape of the radial X-O pair distribution function for a-In-X-O, we

conclude that Zn in amorphous In-Zn-O allows for both shorter and longer than its natural

Zn-O distances, whereas Sn (Ga) in a-In-X-O allows only for shorter (longer) distances with

oxygen atoms than the corresponding natural distances. In contrast, the Ge-O distances in

a-InGeO exhibit the least deviation from the natural distance, as one should expect from

the strong Ge-O bonds.

The deviation of the X-O distances from the natural X-O bond length may determine

the connectivity between the XOx polyhedra. For example, long X-O distances may lead to

a formation of chains of connected XOx polyhedra, whereas short X-O distance may limit

the connectivity between the XOx polyhedra or promote clustering of the XOx polyhedra,

to be discussed in Section 4.2.3. Here we stress the importance of the connectivity of the

XOx polyhedra which may affect (i) the degree of amorphization of the In-based matrix due

to a specific spatial distribution of X; (ii) the carrier mobility controlled by the scattering

on XOx clusters or nanocrystalline inclusions; and (iii) the mechanical properties of the

amorphous oxides and/or the electrical properties in oxides under an external strain.
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4.1.3. In-O coordination in amorphous In-O and In-X-O. The effective coor-

dination number (ECN) can be calculated based on the obtained pair correlation function

(c.f., Eq. 11) for every In atom in the cell:

ECN =
∑

i
exp *

,
1 −

(
li
lav

)6
+
-
. (12)

In all In-based amorphous oxides, indium is under-coordinated with oxygen atoms,

Fig. 3, as compared to the c-In2O3 with six-coordinated In atoms, that is InO6 polyhedra.

Moreover, at 20 % substitution, all X additions considered in this work have little effect

on the average In-O coordination increasing it only slightly with respect to <ECN>=5.0 in

a-In-O: Zn, Ga, and Sn result in <ECN> ∼5.1, whereas Ge increases it further to <ECN>

∼5.3. This is consistent with the longer average In-O distances in a-In-X-O, discussed in

Section 4.1.1. Notably, the average effective coordination number is increased to 5.4 for

the In atoms which do not have a Zn neighbor in the second shell, i.e., those located away

from Zn in a-IZO, Table 1.

To determine the origin of the increased average In-O coordination in a-In-X-O,

the coordination of every In atom is calculated within a sphere of radius 2.36 Å (this is

∼5 % longer than the longest first-shell In-O distance in c-In2O3, 2.25 Å). The number

of differently coordinated In atoms gives statistical distribution of the In coordinations in

each system. There are three, four, five, and six-coordinated In atoms, denoted below as

InOx , Fig. 4. In a-In-O and all a-In-X-O except for a-IGeO, around half of the In atoms are

five-coordinated. Importantly, addition of Zn, Ga, and especially Ge results in an increase

of the number of InO6 and a suppression of both InO5 and InO4. In marked contrast, the

number of InO6 changes insignificantly upon Sn addition, so that the aforementioned slight

increase of <ECN(In-O)> in a-ITO originates from a suppressed number of InO4 and an

increased number of InO5 as compared to a-In-O.
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Figure 3. (Color online) Average effective coordination number for In-O and X-O in
amorphous In-O and In-X-O calculated according to Eq. 2.

The above distribution of differently coordinated In atoms, Fig. 4, suggests that Sn

stands apart from the other additions since it has a negligible effect on the In coordination

statistics. In contrast, Ga, Zn, and Ge increase the number of six-coordinated In atoms,

with Ge resulting in the most pronounced tendency toward the natural In coordination.

These findings may be instructive to understand the role of chemical composition in carrier

generation, carrier transport and amorphization of In-based oxides (see Section G below).

4.1.4. X-O coordination in amorphous In-X-O. The calculated average effective

coordination number for X atoms, <ECN(X-O)>, given in Fig. 3, reveal that the average co-

ordination of all addition elements is close to their natural coordination, i.e., the coordination

in the corresponding crystalline binary oxides – in marked contrast to under-coordinated In.

Indeed, the X-O coordination calculated as an average number of oxygen neighbors within

a sphere of radius r, i.e., as a function of the radial distance from a central X atom, Fig. 5,

illustrates that the X atoms quickly reach and exceed their natural coordination. Moreover,

statistical analysis reveals that (1) all Sn atoms are six-coordinated above r=2.36 Å (as in

crystalline SnO2 and in In4Sn3O12); (2) all but one Zn (9%) atoms are four-coordinated

above 2.24 Å (as in wurtzite ZnO and in In2ZnO4); (3) about a half of the Ga atoms are
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Figure 4. (Color online) The number of differently coordinated indium atoms, InOx , in
amorphous In-O and In-X-O calculated within 2.36 Å around a central In atom.

five-coordinated above 2.32 Å with an equal number of four and six-coordinated Ga for the

other half Ga atoms (Ga is four and six-coordinated in β-Ga2O3, and five-coordinated in

GaInO3 and InGaZnO4); and (4) about a half of Ge atoms are six-coordinated above 2.22

Å with an equal number of four and five-coordinated Ge for the other half Ge atoms (Ge is

four-coordinated in cristobalite GeO2 and in monoclinic In2Ge2O7, and six-coordinated in

rutile GeO2).

We also note that Sn, Ga, and Ge average coordination reach a plateau at longer

X-O radial distances, whereas Zn continues to steadily increase its coordination above the

natural one – as expected from the non-vanishing Zn-O pair distribution function, Fig. 2.

In marked contrast, In atoms in a-In-O remain under-coordinated even at r=2.6 Å, Fig. 5.

This finding suggests that In atoms remain to serve as a main source of oxygen defects upon

introduction of X. We should stress, however, that the results discussed in this work are for

stoichiometric oxides; the effect of oxygen non-stoichiometry (for amorphous oxides grown

at different oxygen partial pressures) on the relative coordination of the constituent cations

will be discussed elsewhere.
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Figure 5. (Color online) Average X-O coordination in crystalline and amorphous oxides
as a function of the radial distance r, in Å, from a central X atom. Also included is the
average In-O coordination in c-In2O3 and a-In-O. Filled (open) symbols represent crystalline
(amorphous) oxides.

Most importantly, the structural characteristics of a-In-X-O imply that fractional

substitution of indiumwith alternativemetals does not govern the carrier generation directly.

Indeed, additional cations such as Sn4+, Ga3+, or Zn2+ in amorphous indium oxide have a

weak effect on the carrier concentration: at 30%X fractional substitution for In in a-In-X-O,

the observed carrier concentration is measured to be 0.8×1020 cm−3, 1.2×1020 cm−3, and

1.6×1020 cm−3 for X=Ga, Zn, and Sn, respectively. Despite the different valence of the

additional cations, the resulting carrier concentrations are comparable in amorphous In-X-

O and, moreover, are similar to the one observed for a-In-O, 1.6×1020 cm−3. This implies

that the X cations in amorphous oxides do not serve as dopants – in marked contrast to

binary crystalline oxides where proper aliovalent external doping, e.g., Sn4+ on In3+ sites,

increases the carrier concentration by orders of magnitude or to multicomponent crystalline

oxides, e.g., InGaZnO4, where cation substitutional disorder, Ga3+ on Zn2+, is the major

carrier donor [188].
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4.2. Long-range structural characteristics.

4.2.1. In-M distance distribution and total In-M coordination. The analysis of

the M-O (where M=In or X) bond lengths and coordination has shown that, on average, the

local structure of the MOx polyhedra remains nearly unchanged upon the transition from

crystalline to amorphous state. To understand the transport properties of amorphous oxides,

the long-range structural characteristics, i.e. the In-M shell distances and coordination that

determine how the MOx polyhedra are connected into a network, should be considered in

great detail.

The calculated radial distribution functions for the In-M shell in a-In-O and a-In-X-

O are shown in Fig. 6. The main peak in the distribution, centred at about 3.4 Å, is wide so

that it combines the second and third shells in the c-In2O3 associated with six edge-shared

In-In bonds at ∼3.35 Å and six corner-shared In-In bonds at ∼3.83 Å, respectively. A

suppressed third-shell peak in all amorphous oxides does not imply, however, that the total

In-In coordination is reduced upon amorphization. Indeed, the total In-M coordination,

calculated as a function of the distance from an In atom, Fig. 6, reaches and exceeds the

expected number, 12, above 4.3 Å in amorphous In-O and In-X-O. The absence of a distinct

third-shell peak in the total In-M distance distribution in amorphous oxides is due to the

fact that a significant part of the edge-shared In-M pairs (about 60%) become corner-shared

upon amorphization, as will be discussed in detail below, see Section 4.2.2.

Addition of Ga or Zn increases the total In-M coordination as compared to that

in a-In-O, whereas Sn slightly reduces it, Fig. 6. Importantly, the X effect on the In-M

coordination is reflected not only in the In-X coordination but also in the In-In coordination

which reveals a similar composition-dependent trend, see insert for Fig. 6, with lowest

coordination in a-ITO and a higher coordination in amorphous IGO and IZO as compared

to that of a-In-O. Although the smallest In-M coordination in a-ITO seems to be in accord

with the longest average In-O distance in this oxide, the increased In-M coordination for

X=Zn, Ga, or Ge cannot be explained by the first shell changes alone since the average In-O
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distance for these X cations also increases with respect to that in a-In-O, Fig. 1. Hence, it

is necessary to further analyse the characteristics of the In-M shell.

Figure 6. (Color online) (Left) Radial In-M distribution function, gIn−M(r), where M=In
or X=Zn, Ga, Sn, Ge) as a function of distance from an In atom in crystalline In2O3 and in
amorphous In-O and In-X-O. (Right) Total In-M coordination, where M=In or X=Zn, Ga,
Sn, Ge, as a function of distance from an In atom in crystalline In2O3 and in amorphous
In-O and In-X-O. The inset shows the In-In coordination as a function of distance for the
same.

4.2.2. Edge- and corner-shared In-M in amorphous oxides. The proximity of the

indium second and third shells (at 3.35 Å and 3.83 Å in c-In2O3) causes the corresponding

pair distribution functions to overlap in the amorphous state [147]. The total In-M distance

distribution becomes over 1 Å wide, Fig. 6, making the exponential fit in the lav and ECN

calculations, Eqs. 11 and 12, inapplicable. It is important, however, to gain a thorough

understanding of the In-M shell structure since it determines the interconnectivity between

the MOx polyhedra.

Based on the optimized atomic coordinates of the MD simulated structures, one can

distinguish between the edge- and corner-shared In-M pairs as follows. For every In atom,

the number of metal neighbors (In or X) that share one, two, or three oxygen atoms with

the central In atom is determined, representing the number of corner, edge, or face-shared

In-M pairs, respectively. In this analysis, one should choose a maximum M-O distance to

be considered as an M-O bond in the M-M sharing – this cut-off value should ensure that
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the first shell M-O distances in the corresponding pair distribution function (i.e., those that

belong to the first In-O or X-O peak) are included into consideration. In our analysis, we

set the cut-off values to 2.36 Å for In-O bond and Sn-O bond; 2.20 Å for Zn-O bond and

Ga-O bond; and 2.10 Å for Ge-O bond. The In-M distance and In-O-M angle distribution

functions for both edge- and corner-shared pairs are given in Figure 7. The important

findings are as follows:

(1) The edge-shared In-M distances are distributed between 2.9 Å and 3.7 Å. For

all X, the peak in the distribution function is located at ∼3.30 Å which is close to the

second shell edge-shared In-In distance of 3.35 Å in c-In2O3. The width of the distribution

function varies with X; the calculated standard deviation, σ2, for the edge-shared In-M

distances increases from 0.013 Å2 for a-In-O to 0.015 Å2 for a-IZO, to 0.020 Å2 for

a-IGO, to 0.021 Å2 for a-ITO, and to 0.026 Å2 for a-IGeO. The corresponding angle

distribution for the edge-shared In-M pairs is from 80o to 110o, Figure 7. The average

In-O-M angle for the edge-shared In-M pairs is 98o which is slightly smaller than the

corresponding edge-shared In-In angles, 99-101o, in c-In2O3. For a-In-O and all a-In-X-O,

the average edge-shared In-M coordination saturates at ∼3.9 Å, as expected from the In-M

distance distribution function. Comparing the values at the saturation, we find that all

X cations increase the edge-shared In-M coordination, namely, from 1.62 for a-In-O to

1.66 in a-ITO, to 2.07 in a-IZO, to 2.11 in a-IGeO, and to 2.25 in a-IGaO. The improved

edge-shared In-M coordination in a-In-X-O does not translate into better mobility: the

observed mobility in a-In-X-O, X=Zn, Ga, or Sn, decreases as the substitutional fraction

of X increases (see Section 4.2.3). Indeed, from the structural analyses of several a-In-

O structures – obtained both theoretically (modelled via different cooling rates in MD

simulations) and experimentally (deposited at different temperatures and characterized by

EXAFS) – a seemingly counterintuitive conclusion was reached: the observed mobility

peak corresponds to the structure with the smallest edge-shared In-In coordination number

[147].
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Figure 7. (Color online) (a) Normalized In-M distance distribution functions, g(r), cal-
culated as a function of radial distance r from a central In atom, in Å, for edge-shared
(solid line) and corner-shared (dash line) In-M pairs in amorphous In-O and In-X-O. (b)
Normalized In-O-M angle distribution functions, g(θ), calculated for edge-shared (solid
line) and corner-shared (dash line) In-M pairs.

(2) The corner-shared In-M distribution function is almost two times wider com-

pared to the edge-shared one and begins at around 3.0 Å. Such significant overlap between

the two distribution functions, Fig. 7, highlights the challenge to distinguish between the

second and third shells from a general pair distribution function, whether it is obtained

experimentally or theoretically. The average corner-shared In-M distance is about 3.6 Å for

all a-In-X-O structures which is smaller than the crystalline corner-shared In-In distance of

3.8 Å. Consequently, the corresponding angle distribution for the corner-shared In-M pairs

is wide and also overlaps with the angle values for the edge-shared In-M pairs, Fig. 7. The

average In-O-M angle for the corner-shared In-M pairs is 116o for a-IXO, to be compared

to 126o in c-In2O3.

The average edge/corner-shared In-M distance and In-O-M angle do not reveal

significant differences between a-In-X-O, Fig. 7. The effect of composition becomes

pronounced once the corresponding values are calculated separately for In-In, In-X, and

X-X pairs. Moreover, following recent findings [147] on the importance of the connectivity

of six-coordinated In atoms, denoted below as In6, the average distances and angles for
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edge and corner-shared In6-In6 pairs are also calculated and compared with those for the

In-In pairs of all coordinations.

In-In: First, the average In-In values are calculated independent of the In coor-

dination with oxygen atoms, i.e., for any two In atoms that are connected via edge- or

corner-sharing. (Note, that In is primarily five-coordinated in a-In-O and in a-In-X-O ex-

cept for a-IGeO, Fig. 4). The composition of ternary oxides does not change the relative

number of the edge- vs corner-shared In-In pairs which remains nearly the same in a-In-O

and all a-In-X-O, namely, 20% vs 80%, respectively, of the total shared In-In pairs in each

oxide, Fig. 8(a). Moreover, the presence of X has little effect on the average edge-shared

In-In distance as compared to the corresponding values in a-In-O, Fig. 8(c). In a-ITO, the

shortest average edge-shared In-In distance (3.25 Å) may be due to the abundance and clus-

tering of SnO6 polyhedra (see Section 4.2.3); whereas in a-IGeO, the longest edge-shared

In-In distance (3.33 Å) is likely to be due to the large number of In6 (c.f., Fig. 4). The

average corner-shared In-In distance increases slightly in all a-In-X-O, Fig. 8(d).

In6-In6: Most strikingly, the distances, angles, and connectivity between the

naturally-coordinated In atoms vary significantly with composition of a-In-X-O. For X=Zn,

Ga, or Ge, the number of In6 increases, whereas Sn does not affect it, Fig. 4. However, all

X cations modify the way the InO6 polyhedra connect with each other. The relative number

of edge- vs corner-shared In6-In6 pairs, shown in Fig. 8(b), is different in a-In-X-O – in

contrast to the corresponding numbers of the shared In-In pairs, Fig. 8(a). Specifically,

although Sn has little effect on the fractional number of In6, Fig. 4, it suppresses the number

of edge-shared InO6 polyhedra, Fig. 8(b). At the same time, Sn leads to the formation

of short-distant edge-shared In6 pairs (∼3.1 Å); the average corner-shared In6-In6 is also

reduced in a-ITO as compared to a-In-O, resulting in the smallest average distance between

the connected In6-In6 among the amorphous oxides considered. On the contrary, addition

of Zn results in the longest edge-shared In6-In6 distance (3.42 Å) that is larger than that for

the second shell in the crystalline In2O3, Fig. 8(c). Moreover, only in a-IZO, the number
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Figure 8. Number of edge-shared and corner-shared (a) In-In pairs and (b) In6-In6 pairs
in amorphous In-O and In-X-O. Average In-In (triangle) or In6-In6 (circle) distance, in
Å, and average In-O-In (triangle) or In6-O-In6 (circle) angle, in degrees, for the InOx or
InO6 polyhedra connected via (c) edge-sharing or (d) corner-sharing in amorphous In-O
and In-X-O. The horizontal dash line represents the corresponding values averaged for the
second and third shells in crystalline In2O3.

of edge-shared InO6 polyhedra is greater than that for the corner-shared InO6, Fig. 8(b).

Comparing a-IZO and a-IGO, the difference in the effect of composition on the InO6 con-

nectivity is manifested most clearly. In these oxides, the relative number of In6 is nearly the

same (and is doubled as compared to a-In-O and a-ITO, Fig. 4); the number of connected

InO6 polyhedra increases accordingly. However, Zn promotes edge-sharing between the

InO6 polyhedra whereas Ga favors their corner-sharing, Fig. 8. As a result, a-IZO (a-IGO)

exhibits the longest edge-shared (corner-shared) In6-In6 distance for the connected InO6

polyhedra among all a-In-X-O considered. Such differences in the InO6 connectivity are
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likely to reflect differences in the charge transport in a-IZO and a-IGO. The spatial distri-

bution of InO6 polyhedra will be discussed in the next section. Finally, Ge addition results

in the largest number of InO6 polyhedra, Fig. 4, so that the edge-shared distances and

angles for In-In and In6-In6 pairs are nearly identical and are closest to the corresponding

average edge-shared values in c-In2O3, 3.35 Å and 100o. The average corner-shared In6-In6

distance also matches that in c-In2O3. We note that the the proximity of the average In-In

distance to that in c-In2O3 may serve as a signature of a large fraction of InO6 polyhedra

and may point out to a low effectiveness of Ge addition to amorphize indium oxide.

In-X: The connectivity between the InOx and XOx polyhedra is represented by the

number of the edge- vs corner-shared In-X pairs and that is affected by the X preferred

coordination discussed in Section 4.1.4 above. In particular, we find that most of the Sn

and Ge atoms are six-coordinated with oxygen atoms that matches well with the framework

InOx polyhedra. Accordingly, the number of the edge- vs corner-shared In-X pairs does

not change in a-ITO and a-IGeO and remains at 20% vs 80% which is similar to the

corresponding ratio for In-In pairs. In marked contrast to Sn or Ge, Zn suppresses the edge-

shared In-Zn number to as low as 6%. Most of the Zn atoms in a-IZO satisfy their natural

coordinationwith oxygen atoms and, hence, suchZnO4 polyhedra prefer only corner-sharing

with nearby polyhedra (as indeed, found in crystalline ZnO and In2ZnO4). In a-IGO, about

a half of the Ga atoms are five-coordinated which is not the natural coordination for binary

Ga2O3 but can be found in ternary and quaternary oxides. In amorphous structure, such

five-coordinated Ga atom can either share an additional oxygen atom (to become nearly

six-coordinated) or let one of them loose (to become nearly four-coordinated). Both cases

favor edge-sharing with neighboring polyhedra. Indeed, Ga increases the number of the

edge-shared In-Ga up to 30%.

X-X: The preference for the natural X-X distances, X-O-X angles, and sharing

between XOx polyhedra is evident from Figure 9: no edge-shared Zn-Zn or Ge-Ge pairs

are found in a-IZO and a-IGeO, in agreement with 100 % corner-sharing in crystalline
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binary (wurtzite ZnO and cristobalite GeO2) as well as ternary (In2ZnO4 and In2Ge2O7)

oxides. Moreover, the average corner-shared X-X distances and X-O-X angles in a-IZO and

a-IGeO, Fig. 9, follow those in the crystalline binary oxides, namely 3.23 Å and 110o in

wurtzite ZnO or 3.43 Å and 130o in rutile GeO2. Similarly, Sn and Ga attain their preferred

distances, angles, and polyhedra sharing in the a-In-X-O: in marked contrast to Zn and

Ge, both Sn and Ga favor edge sharing leading to an increased number the edge-shared

X-X pairs to 36 % and to 67 %, respectively, of the total number of the shared X-X pairs.

(For comparison, as mentioned above, the number of the edge-shared In-In pairs does

not exceed 20 % in a-In-O and a-In-X-O). Consequently, the average edge-shared Ga-Ga

distance (3.02 Å) and the average edge-shared Ga-O-Ga angle (97.8o) in a-IGO are close

to those in crystalline β-Ga2O3, 3.08 Å and 98.6o. Similarly, the average corner-shared

Sn-Sn distance (3.72 Å) and the average corner-shared Sn-O-Sn angle (127.0o) in a-ITO

nearly match those in crystalline SnO2, 3.71 Å and 129.3o. The minority edge-shared

Sn-Sn values are 3.33 Å and 102.8o which are comparable to 3.19 Å and 101.5o in c-SnO2.

Thus, at 20 % fractional substitution of indium atoms with X, XOx polyhedra show

a strong preference to connect with each other in the way they do in the crystalline bi-

nary counterparts. This finding suggests that the spatial distribution of the XOx polyhedra

is an important issue from the points of view of (1) amorphization, e.g., formation of

nanocrystalline inclusions; and (2) electron mobility governed by charge scattering, as will

be discussed in the next section. It should be stressed that oxygen non-stoichiometry may

affect the coordination of both In and X atoms and, therefore, may modify the interconnec-

tivity and spatial distribution of the InOx and XOx polyhedra.

4.2.3. InO6 and XOx spatial distribution. As mentioned in the Introduction, the

size and distribution of nanocrystalline In2O3 inclusions which are present in the amorphous

oxide samples even below the transition to the so-called X-ray amorphous state of indium

oxide, limit the transport properties via scattering [147]. In Figure 4, Section 4.1.3, the

relative number of fully-coordinated In atoms are given for a-In-O and a-In-X-O, and their
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Figure 9. (Left) Number of edge-shared and corner-shared X-X pairs in a-In-X-O. (Right)
Average X-X distance, in Å, and average X-O-X angle, in degrees, for the XOx polyhedra
connected via corner-sharing in amorphous In-X-O. The corresponding values for edge-
shared X-X pairs for X=Sn and Ga are given in the text.

connectivity via edge- vs corner-sharing is discussed in the previous section. However, the

spatial distribution of the InO6, i.e., homogeneous distribution of separate-standing (not

connected) polyhedra vs chains vs clusters, ultimately determines the properties [147] and

should be addressed. The spatial behavior of XOx polyhedra plays as important role and is

also discussed below. In this work, the MD quench rates employed for a-In-O and a-In-X-O

(170 K/ps) are expected to be fast enough to prevent InO6 clustering and, hence, to avoid

nucleation of In2O3 nanocrystallites observed in amorphous structures obtained at 5K/ps

rates [147]. Indeed, in a-In-O obtained at this cooling rate, only 13% of In atoms are

six-coordinated, and these InO6 are distributed uniformly throughout the cell volume: the

number of connected InO6 (via edge or corner-sharing) is small, Fig. 8, and the average

distance between shared InO6 polyhedra is 3.68 Å which is greater than the average shared

In-In distance in c-In2O3, 3.6 Å. The latter is primarily due to the presence of long-distance

corner-shared In6-In6 pairs that result in the average corner-shared In6-O-In6 angle of 138o,

Fig. 8 (to compare, the average corner-shared In-O-In angle in c-In2O3 is 126o). All X
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Figure 10. (Color online) The number of In6 neighbors calculated within a radial cut-off
distance of 3.8 Å from a central In6 in a-In-O and a-In-X-O. The oxides are grouped
according to the fractional number of the six-coordinated In atoms, c.f., Fig. 4, that is
∼20 % for a-In-O, and a-ITO; ∼30 % for a-IGO, and a-IZO; and ∼40 % for a-IGeO.

cations considered in this work reduce the average corner-shared In6-In6 distance in a-In-

X-O as compared to that in a-In-O, Fig. 8(d). This finding may point to a suppressed

connectivity between the InO6 polyhedra. Since the decrease does not follow the trend in

the fractional number of In6 (c.f., Fig. 4), different composition-dependent mechanisms

should be responsible for the formation of the amorphous oxide structure, e.g., a tendency

toward InO6 clustering may be expected in some a-In-X-O. To analyse this, the number

of In6 neighbours to a central In6 was calculated within a radial cut-off distance of 3.8 Å.

(Note that oxygen sharing, i.e., connectivity between the InO6 polyhedra, was not taken

into account in these calculations, and the distance of 3.8 Å is simply to include the In-In

distance of the second and third shells in c-In2O3). The results are grouped according to

the fractional number of six-coordinated In atoms in different compounds (c.f., Fig. 4)

for comparison. We find that addition of Sn reduces the probability of a single-standing
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InO6 polyhedra (i.e., not connected with another InO6) as compared to a-In-O, Fig 10.

Addition of Zn completely suppresses isolated InO6 polyhedra in a-IZO. Comparing a-IGO

and a-IZO where the fractional number of In6 atoms is the same (about 30 %, Fig. 4), the

different spatial distribution of the InO6 polyhedra in these oxides is apparent, Fig. 10. In

a-IGO, the In6 atoms have primarily no, one, two or three In6 neighbors; a single cluster

of five InO6 neighbors is observed. In contrast, a-IZO has a bell-shape distribution of the

In6 neighbors with four In6 neighbors to be the most likely arrangement, Fig. 10. Such

preferential distribution of the six-coordinate In atoms in a-IZO is likely due to the strong

tendency of Zn to facilitate edge-sharing between the In6 atoms, Fig. 8(b), thus forming

long continuous chains of shared InO6 polyhedra in a-IZO. Finally, the number of InO6

is largest in a-IGeO, Fig. 4, and the probability to find an In6 cluster of any size (no or

1 to 8 neighbors) is nearly the same in a-IGeO. This indifference to the In6 cluster size

in a-IGeO may arise from the smallest ionic radius of Ge among the X atoms considered,

and signify inability of Ge addition to amorphize In-based oxides. We must stress here

that the role of oxygen-non-stoichiometry and deposition temperatures (or cooling rates)

on the structural properties of a-In-X-O was not taken into account in this work. Such

investigations are ongoing and are expected to elaborate the effect of X addition. In ternary

In-based amorphous oxides, the spatial distribution and connectivity of XOx polyhedra

are expected to have a greater effect on the charge scattering than the distribution of InO6

polyhedra discussed above. The strong tendency of X atoms toward their natural distances

in first, second, and third shells as well as toward the type of sharing between the XOx

polyhedra have been demonstrated in Section 4.1.2. At 20 % fractional substitution, we

observe that the number of shared XOx polyhedra correlates with the X ionic radius: for

X=Zn, Ga, or Ge with smaller ionic radii there are 12-14 X-X connections per cell, whereas

for the larger Sn addition, the total number of Sn-Sn connections increases to 22, Fig.

9. Although the number of connected XOx polyhedra is similar in amorphous IZO, IGO,

and IGeO, the strong preference for edge-sharing between the GaOx polyhedra leads to
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the formation of GaOx clusters in a-IGO – in marked contrast to a more homogeneous

distribution of ZnOx and GeOx polyhedra in the respective oxides, as discussed in the

next Section. Most strikingly, a-ITO features significant SnOx clustering having eight

SnO6 polyhedra connected via edge-sharing with the rest of the SnO6 polyhedra attached

to the cluster via corner-sharing. This finding may be explained by the large Sn ionic

size and its strong ability to attain full coordination with oxygen atoms as compared to

more distortion-tolerant In atoms. This finding resembles the structural characteristics of

crystalline In4Sn3O12 where a fraction of Sn atoms form regular SnO6 polyhedra, whereas

the rest of the Sn atoms and all In atoms have a low symmetry coordination with the In/Sn-O

distances ranging from 2.07 Å to 2.31 Å. Thus, Sn addition may help attain amorphous

In-based oxide structure by distorting the InOx polyhedra and, hence, may help prevent

InO6 clustering with subsequent formation of In2O3 nanocrystallites. On the other hand,

Sn has a strong tendency to cluster itself which ultimately limits the electron mobility as the

fraction of Sn increases. Indeed, among the PLD-grown amorphous In-X-O with X=Zn,

Ga, and Sn, the observed carrier mobility of a-ITO is highest only up to about 10% of the

Sn fractional substitution, Fig. 11. The mobility drops significantly for larger Sn fraction,

and above 15% becomes lower than that in a-IZO where no Zn clustering was found from

the MD simulations. A similar behavior of the carrier mobility is observed in a-IGO where

a change in the slope occurs at about 20 % of Ga substitution for In, Fig. 11, signifying

a stronger scattering possibly associated with an onset of GaOx clustering that was found

in our MD-simulated a-IGO structure. The linear decrease of the carrier mobility with

Zn fractional substitution is in accord with the proposed uniform distribution of ZnOx

throughout the InOx framework.

4.3. Structural models of amorphous In-X-O. The above comparison of the local

and long-range structural characteristics of amorphous In-X-O points to the substantial

differences between the oxides that originate from the different ionic size, valence, metal-

oxygen bond strength, and oxygen-sharing preferences of the cations. To illustrate the
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Figure 11. (Color online) ObservedHall mobility in PLD-grown amorphous In-X-O, X=Zn,
Ga, or Sn, as a function of fractional substitution.

different structural behavior in the amorphous In-X-O oxides, their atomic structures are

presented in Fig. 12 where both the InO6 and XOx polyhedra are highlighted. Based on

the results of MD simulations, we propose the following structural models of amorphous

In-X-O that help explain the observed transport properties in these oxides (Fig. 11).

In a-IZO, Zn exhibits both longer and shorter than the natural Zn-O distances

resulting in a wide Zn-O pair distribution. This points out the ability of Zn to adopt to

the distortions of amorphous environment – a property that is advantageous in the oxides

under strain. Addition of Zn increases the coordination of In atoms located away from Zn

and strongly favors edge-sharing between InO6 polyhedra. The latter form long connected

chains that serve as conductivity paths, Figure 12. At the same time, Zn maintains its

tetrahedral coordination with oxygen that ensures corner-sharing of ZnOx polyhedra and

facilitates a uniform distribution of the ZnOx polyhedra throughout the InOx framework,

Figure 12. Absence of ZnOx clustering mitigates charge scattering in a-IZO, in accord with

the measured linear dependence of the mobility with Zn fractional substitution, Fig. 11.

Hence, the long chain network of InO6 supported by ZnO4 gives rise to the excellent carrier

mobility observed in a-IZO.
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Figure 12. (Color online) Atomic structures of a-In-X-O, X=Zn, Ga, Sn, or Ge, highlighting
the InO6 and XOx polyhedra only. Small spheres represent oxygen atoms, and large spheres
represent In or X atoms.

In a-ITO, addition of Sn does not affect the InOx coordination statistics, in agreement

with the unchanged carrier concentration of a-ITO at 30% Sn substitution as compared to

the one observed for a-In-O (1.6×1020 cm−3 for both cases). Moreover, presence of Sn does

not affect the spatial distribution and sharing between the InO6 polyhedra as compared to

a-In-O. At the same time, Sn satisfies its natural distances and coordination with oxygen.

Strikingly, these SnO6 polyhedra fill the space between disconnected InO6 polyhedra, and

together they form a distinct network of long connected chains, Figure 12. Given the

electronic similarities between the six-coordinate In and Sn ions, such InO6-SnO6 chains

are expected to serve as conductivity paths for good charge transport. Indeed, the carrier

mobility remains constant in a-ITO up to 10% Sn fractional substitution, Fig. 11. At larger

Sn concentrations, the strong tendency of Sn to cluster causes electron scattering so that

the carrier mobility decreases rapidly above 10% Sn fractional substitution in a-ITO.
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In a-IGO, Ga cations, on average, satisfy their natural coordination with oxygen,

adopting a four-, five- or six-fold local oxygen environment. As a result of the sustained

multi-coordination, Ga suppresses the number of low-coordinated In atoms in a-IGO which

may explain the largest reduction of the observed carrier concentration with fractional Ga

substitution as compared to a-ITO and a-IZO. Addition of Ga triples the number of corner-

shared InO6 polyhedra and has no effect on the number of edge-shared In6 pairs. Hence, Ga

helps prevent growth of nanocrystalline In2O3 inclusions that makes Ga cation an effective

candidate for amorphization of indium oxide. However, the absence of extended InO6

chains along with a strong charge scattering associated with clusters of the edge-shared

GaOx polyhedra, Figure 12, is expected to limit the electron transport in a-IGO as the Ga

fractional substitution increases.

In a-IGeO, owing to the strong Ge-O bonds, the average Ge-O distance and Ge

coordination with oxygen remain at their natural values. Ge nearly triples the fractional

number of six-coordinated indium atoms as compared to the a-In-O and increases the

average distance between edge- and corner-shared In6 pairs to nearly crystalline In2O3

values. Hence, Ge addition facilitates the formation and growth of nanocrystalline indium

oxide and is likely to limit the ability of a-IGeO to generate carriers.

5. CONCLUSIONS

The results of ab-initio molecular-dynamics liquid-quench simulations of ternary

In-based amorphous oxides, a-In-X-O with X=Sn, Zn, Ga, or Ge, reveal that an interplay

between the local and long-range structural preferences of the constituent oxides gives rise

to a complex composition-dependent behavior in these multicomponent materials. More

specifically, it is found that the local structure of the MOx polyhedra remains, on average,

nearly unchanged upon the transition from crystalline to amorphous state. Moreover,

the average In-O coordination is 5.0-5.2 in a-In-O and all a-In-X-O considered in this
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work. Such a weak dependence of the In coordination on the composition signifies that

In atoms remain to serve as a main source of oxygen defects upon fractional substitution

with X. This is in accord with a similar carrier concentration measured for amorphous

In-O (1.6×1020 cm−3) and for In-X-O at 30% substitution with X=Ga, Zn, or Sn (0.8,

1.2, or 1.6×1020 cm−3, respectively). Hence, in marked contrast to crystalline transparent

conducting oxides, the additional cations in amorphous oxides do not serve as dopants

and do not govern the carrier generation directly. At the same time, composition-induced

differences in the connectivity and spatial distribution of InO6 andXOx polyhedra determine

the formation of the amorphous structures as well as the carrier mobility which is controlled

by electron scattering. Based on the structural results of the MD simulations, the proposed

composition-dependent models of amorphous oxide network help explain the observed

electrical properties in amorphous In-O-X. These systematic results shed light on the role

of composition in tuning the properties of amorphous oxides and facilitate the progress in

fundamental understanding of amorphous transparent conducting oxides.
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SECTION

3. CONCLUSIONS

In this dissertation, we have systematically investigated the dependence of structure

and properties of amorphous indium-based oxides on cooling rates and the cation composi-

tion. Ab initio molecular dynamics with the method of liquid quench simulation were used

to model amorphous structure.

Experimentally, the size of the nanocrystalline In2O3 inclusions was shown to de-

pend on the deposition temperature used to grow the samples. These nanocrystalline

inclusions limit the electron transport via scattering. MD simulation showed the nucleation

of such nanocrystallites in the structure obtained by using a slow cooling rate, revealing

the dependence on the quench rates for the spatial distribution and interconnectivity of the

naturally coordinate indium atoms, i.e., InO6-polyhedra. Based on a precise comparison of

experimental and theoretical results, we have concluded that the medium-range structural

characteristics of the amorphous structure, or in other words, the way metal-oxygen poly-

hedra are distributed into a continuous network, play a fundamental role in the transport

properties of amorphous oxides.

Next, the study performed for amorphous ternary indium-based oxides, In-X-O,

showed that indium retains its average coordination of 5 upon 20% X partial substitution

for In. At the same time, X cation substitution is found to satisfy their natural coordination,

suggesting that under-coordinated indium atoms serve as a possible source of carriers in

indium-based ternary oxides. Moreover, the presence of Xwas found to affect the number of

six-coordinated indium atoms and the oxygen sharing between them and hence the transport

behavior such as Hall mobility. An explicit study carried out by taking three cations Sc, Y,

and La of different atomic radius, indicates that the effects of X on the structural properties
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of the host InO framework depend on the cationic size of the incorporated X atom. Indeed,

this influences the amorphousness of the structure and the formation of different defect

states in the electronic band structure.

In summary, we explained the structural changes and their effect on the transport

properties that take place near the transition from crystalline to amorphous state or intro-

duced via chemical composition. However, many interesting questions remain. Device

performance of semiconductors depends on surface states. It would be interesting to in-

vestigate how structural, electronic, and electrical properties are affected by surfaces and

interfaces of amorphous transparent oxides. As mentioned in the Introduction, amorphous

oxides are flexible, allowing for a bending without significant loss in optical and electrical

properties. The role of composition could be studied to identify candidate cations that are

most efficient in absorbing the lattice stress caused by strain to improve the mechanical

property. Furthermore, the effect of transition metals such as Fe, Mn, Cr could expand

the area of amorphous transparent conducting oxide with tunable properties and broader

application, e.g., memory devices. Also, the problem of tackling large system sizes with the

technique we have used, ab initiomolecular dynamics, could be compensated by combining

it with other techniques like activation-relaxation or classical molecular dynamics. These

techniques are computationally not very demanding allowing one to have longer simulation

with system size of the order of thousands of atoms to study the nucleation of inclusions

and grain formation.
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