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ABSTRACT

The CubeSat/small satellite field is one of the fastest growing means of space

exploration, with applications continuing to expand for component development, commu-

nication, and scientific research. This thesis study focuses on establishing suitable small

satellite Earth-to-Moon direct-transfer trajectories, providing a baseline understanding of

their propulsive demands, determining currently available off-the-shelf propulsive technol-

ogy capable of meeting these demands, as well as demonstrating the effectiveness of the

Circular Restricted Three Body Problem (CR3BP) for preliminary mission design. Using

the CR3BP and derived requirements from NASA’s Cube Quest Challenge, five different

trajectory scenarios were analyzed for their propulsive requirements. Results indicate that

the CR3BP is an effective means for preliminary mission design; however, limitations were

noted in its ability to account for the lunar orbit eccentricity with respect to the Earth. Ad-

ditionally, two available options of off-the-shelf propulsion systems are identified that can

achieve the ∆V necessary for lunar capture, but have not yet been demonstrated in-flight.
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1. INTRODUCTION

Traditional satellites are large, complex, expensive to build and launch, and often

require government funding [1]. The CubeSat picosatellite platform aims to provide the

opposite through a standard designed to minimize risk for the launch vehicle and increase

launch opportunities for the CubeSat manufacturer [2, 3, 4]. Recently, advances in tech-

nology have enabled miniaturization of commercially available products, making CubeSats

even easier and quicker to design and build, leading to a reduced timeline and launch oppor-

tunities within one to two years [1, 2, 4]. Furthermore, these advancements have resulted

in increased interest from both private parties and government-funded projects, stimulating

the industry through the launching of 471 satellites following the CubeSat standard as of

August 2016, making CubeSats one of the fastest growing means of space exploration and

research [1, 4].

1.1. CUBESAT STANDARD

California Polytechnic State University (Cal Poly) and Stanford’s Space Systems

Development Laboratory (SSDL) collaborated on a design called the "CubeSat standard"

in 1999, and the first four CubeSats were launched into orbit on June 30, 2003 [2, 3, 5].

The CubeSat standard is a set of dimensions that define a small satellite for use within the

Poly-Picosatellite Orbital Deployer (P-POD), and was originally designed as an educational

tool and a low-cost means for technology demonstration [1, 2, 4]. This standard serves many

benefits to companies, developers, and even students, providing improved accessibility to

space, allowing pupils to participate in the full lifecycle of development, and additionally

allowing for later launch procurement and last-minute swapping of payloads as a result of

standardization [2, 3, 4].
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CubeSats are not typically the primary payload on the launch vehicle and are often

grouped together or with larger satellites; therefore, it is important to do no harm and limit

the risk for nearby spacecraft or the launch vehicle. In order to accomplish this taskCubeSats

must first meet a set of general, mechanical, electrical, and operational requirements. Any

deviation from these will necessitate a "Deviation Waiver Approval Request (DAR)" in

order to integrate more fluid communication between all involved parties as well as aid in

identifying potential concerns [2].

1.1.1. CubeSat Specifications. The specifications defined by the CubeSat standard

provide specific rules and regulations regarding CubeSat deployment, operation, and size

to reduce potential risk during integration and launch. It is necessary for the CubeSat to

remain powered off and inactive until deployment [2]. Furthermore, a deployment switch

on a rail standoff is required to mechanically disconnect all powered functionality of the

spacecraft until after deployment [2, 3]. The CubeSat must also wait 30 minutes before

activating deployables and 45 minutes before generation of any electro-magnetic signal [2].

All components must remain attached throughout launch, deployment, and operation so

as to not increase space debris [2]. Moreover, CubeSats must also conform to NASA’s

procedural requirements (NPR 8715.6) and reenter the atmosphere with less than 15 joules

of energy [2, 6]. Additionally, no pyrotechnics are permitted, the propulsion system requires

a minimum of three inhibits to activate, total out-gassing mass loss should be below 10%,

chemical energy prior to deployment should be below 100 watt-hours, and hazardous

materials must follow the Air Force Space Command Manual (AFSPCMAN 91-710 Vol 3)

[2, 7].

The standard shape of a CubeSat is a 10 cm cube, or a 1U, which can be combined

to make larger volume satellites such as 2U, 3U, etc. [4, 8]. The main structure and rails of

the CubeSat must be made of hard anodized aluminum such as 7075, 6061, 5005, and 5052

[2]. Each CubeSat is also permitted to have a mass up to 1.33 kg for each 1U of volume

[2, 8]. The center of mass must be within 2.0 cm of the geometric center along the X and Y
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axes of the CubeSat, where the Z axis is defined as parallel to the longest axis of the P-POD

[2]. The center of mass restriction along the Z axis depends on the size of the CubeSat: 1U

is required to be within 2.0 cm, 2U must be within 4.5 cm, and at or above 3U are required

to be within 7.0 cm of the geometric center [2, 3].

1.1.2. Poly-Picosatellite Orbital Deployer. California Polytechnic State Univer-

sity is responsible for developing and maintaining the Poly-Picosatellite Orbital Deployer

(P-POD) design, which offers protection for the CubeSat, launch vehicle, and other pay-

loads [2]. Providing a standard interface for launch vehicles and constructed of anodized

aluminum, the P-POD reduces risk and effort for the launch provider [2, 3]. Additionally,

the inclusion of backwards compatibility in P-POD designs ensure that updates will not

negatively impact missions in development [3]. In addition to protecting payloads, another

function of the P-POD is to deploy the CubeSats. This is achieved via a deployment signal

from the launch vehicle that initiates a sequence whereby a torsion spring opens the door,

allowing the main spring to push CubeSats along the rails to exit [2, 3]. P-PODs are capable

of holding up to three 1U CubeSats set apart by separation springs; however, CubeSats of

different sizes can be arranged to share the space as well [2]. Furthermore, CubeSats with

a volume of 3U and larger also have an extra space available within the P-POD to utilize

known as the "Tuna Can," which is a cylindrical volume with a diameter less than or equal

to 64 mm and a depth of 36 mm [2].

1.2. CUBESAT APPLICATIONS

While CubeSats were originally envisioned as an educational tool and for low-cost

component development, their applications have expanded far beyond this and are now

capable of scientific research, data collection, and communication.

1.2.1. Educational Platform. The nature of CubeSat design provides quick and

inexpensive development that continues to foster opportunities to inspire and teach future

engineers and space scientists. Commercially available off-the-shelf (COTS) components
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are becoming increasingly accessible, allowing universities easy access to necessary mate-

rials [4]. This allows for quicker development and cheaper cost expenditure. The ability

to quickly design and develop CubeSats in less than two years provides students with an

opportunity to gain experience and make a real impact in the project, seeing it through

from beginning to end [5]. As previously mentioned, the cost of constructing a CubeSat is

relatively low (approximately $16,000) which allows institutions to more easily provide the

necessary funds [9]. Furthermore, the cost from design to launch can range from $50,000

to $200,000 [8]. These factors alone enable educational institutions to implement CubeSat

programs and coursework within the curriculum.

Furthermore, multiple agencies have offered assistance through programs or com-

petitions for educational institutions working on CubeSat projects. The European Space

Agency (ESA) offers the “Fly Your Satellite!" program that provides guidance on the project

and access to testing facilities [10]. NASA’s CubeSat Launch Initiative also aims to provide

launches to space via ride-shares or deployment from the International Space Station [11].

Thus far, NASA has flown 58 CubeSats through this program, including those built by

universities, tribal colleges, high schools, and even elementary schools, and has selected

149 more to be launched in the future [11].

Embedding CubeSat design, build, testing, and launching into a program offers

a variety of benefits to students. In order to be successful, they must organize and de-

velop teams and leaders, manage resources, schedule milestones, assign duties, and hold

each other accountable for task completion, mirroring real-world work experience [8, 12].

CubeSat programs additionally require students of different disciplines to work together

and communicate effectively, further promoting job field experience [8, 12]. The hands-on

nature of building a satellite requires critical thinking to solve problems typically not offered

in class as well as introducing students to a variety of interdisciplinary work.

1.2.2. Component Development. One of the primary benefits of CubeSats is the

ability to purchase off-the-shelf hardware, including batteries, power management systems,
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solar cells, propulsion systems, star trackers, reaction wheels, transmitters, antennas, etc.

In the following paragraphs, some of the most commonly used components for spaceflight

are discussed with regards to their availability and maturation.

1.2.2.1. Command and data handling. The ability of the communication hard-

ware to transmit data from the CubeSat is the primary limiting factor for scientific research

[1, 8]. Data storage, on the other hand, is readily accessible in high densities, allowing data

to be stored and delivered over longer periods of time [1]. Because of this, further improve-

ment in data storage is ineffective without simultaneous advancements in communication

[1, 8]. Storage and transmission of the data are handled through a central computer that is

available through multiple manufacturers, including Endurosat and Innovative Solutions in

Space [13, 14]. Common processors utilized in the central computer include: Advanced

RISC Machine (ARM) microcontrollers, Field-Programmable-Gate-Arrays (FPGA), MSP

by Texas Instruments, and Peripheral Interface Controller (PIC) [1]. Arduino, BeagleBone,

and Raspberry Pi are several open source hardware and software packages that have also

been embraced by the CubeSat community [1]. Although the paramount benefit of these

computers is their small size, one of their largest limitations is their limited resistance to

radiation, and in order to fly deeper into space this obstacle will have to be overcome [1].

1.2.2.2. Communication. As mentioned in the previous paragraph, one of the

current limitations of CubeSats is the ability to transmit large volumes of data [1]. Despite

this, several manufacturers have succeeded in producing transmitters and antennas which

are available off-the-shelf for very high frequency (VHF), ultra high frequency (UHF),

and S-band frequencies; nevertheless, scientific research using CubeSats requires higher

throughput than these technologies allow (1.2 kbps, 9.6 kbps, and 2 Mbps respectively),

resulting in the inability to transmit data efficiently [1, 15, 16, 17, 18]. Although newer

to the CubeSat market, X-band and Ka-band transmitters and antennas offer tens of Mbps;

however, they continue to require some development before becoming mainstream [1, 17,

18]. The fastest communication technology being developed is optics/lasers which is
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capable of exceeding 1 Gbps of data transmission and will enable more scientific research

to be completed with CubeSats [1, 19]. Furthermore, the advancement of antennas through

miniaturization and collapsibility may result in improved throughput, thus allowing for

research farther into deep space.

1.2.2.3. Energy capture and storage. As CubeSats continue to expand beyond

LEO, the requirements for energy storage, capture, management, and distribution become

more demanding. Many of the products necessary to fulfill these needs are commercially

available, including batteries, power management systems, and solar panels. Depending on

the requirements of the specific satellite, two options for batteries are available – lithium-ion

and lithium polymer [1]. Lithium polymer batteries are useful in unusually shaped volumes,

but do not have as high an energy density as lithium-ion batteries [1, 20]. Additionally,

lithium polymer batteries do not perform as well as lithium-ion in low temperature condi-

tions, requiring a heat source for optimal performance [20]. Various power management

systems manufactured by Blue Canyon Technologies, Clyde Space, and GomSpace are also

available in order to recharge these batteries and deliver power to satellite components

[1, 21]. Furthermore, power generation is an important aspect of most satellites and is

typically accomplished via body-mounted or deployable solar arrays [1]. Triple junction

solar cells for CubeSats are now achieving between 27 and 33% efficiency, allowing a 3U

CubeSat with deployable solar cells to generate 20 to 30 W of power [1].

1.2.2.4. Guidance, navigation, and control. Guidance navigation and control

(GNC) hardware has recently experienced significant improvement in miniaturization into

a CubeSat format. The necessity for CubeSats to perform orbit determination on board and

in space has prompted companies, such as Pumpkin, NanoAvionics, and SkyFox Labs, to

make receivers that utilize a global navigation satellite system (GNSS) for the CubeSat form

factor [22, 23, 24]. Global navigation satellite systems include Global Positioning System

(GPS), Galileo, and Global Navigation Satellite System (GLONASS) [25, 26]. However,

once a satellite travels farther into deep space, and these systems no longer function, radio
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transponders become the primary mode of position and velocity determination [1]. Atti-

tude determination hardware is usually paired with reaction wheels, magnetorquers, and/or

thrusters to control the orientation of a CubeSat [1]. The most common means of attitude

determination among all spacecraft is through the use of a star tracker; however, this tech-

nology remains newer in the realm of CubeSats, where star trackers are limited by sensor

size and are now demonstrating arcsecond accuracy [1]. Star trackers are available from

multiple vendors such as NanoAvionics, Blue Canyon Technologies, and Sinclair Technolo-

gies [1, 23, 27, 28]. Several manufactures, additionally, make an attitude control system that

combines a star tracker and set of reaction wheels, such as the XACT and XACT-50 made

by Blue Canyon Technologies [1, 29]. Other hardware utilized for attitude determination

includes Sun sensors and magnetometers, but these are far less accurate than a star tracker

[1].

1.2.2.5. Propulsion systems. Propulsion systems are vital in enabling satellites to

change orbits, avoid collisions, and control entry into the atmosphere. Development in

this area has grown recently with multiple manufacturers offering a variety of propulsion

options. COTS manufacturers, such as ACCION Systems, Aerojet Rocketdyne, Busek Co.

Inc., NanoAvionics, Tethers Unlimited Inc., and VACCO, produce systems capable of over

3700 newton-seconds of total impulse, thrust ranging from micronewtons to newtons, and

specific impulse ranging from 40 seconds to 4000 seconds [1, 30].

Aerojet Rocketdyne is offering multiple propulsion systems designed for 3U and 6U

CubeSats [31]. The MPS-120-2U is a 2U system capable of around 250 m/s of ∆V for an

8.0 kg satellite using only 1.0 kg of hydrazine [31]. The MPS-130-2U, however, uses 1.4

kg of green (AF-M315E) monopropellant and produces around 380 m/s of ∆V for an 8.0

kg spacecraft while in the same volume [31]. The BGT-X5 is made by Busek Co. Inc.

with a 0.5 newton thruster and a specific impulse between 200 and 225 with the volume of

1U plus the tuna can [32]. Additionally, it is able to accelerate a 4.0 kg CubeSat by 146

m/s and the propellant tank volume can be increased for applications requiring more ∆V
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[32]. It is noted that increasing the size of the propellant tank takes up more volume in the

spacecraft. Busek also makes the BIT-3, an ion thruster capable of 2.5 km/s of ∆V for a

14.0 kg spacecraft using only 1.5 kg of its propellant, iodine [33]. The power requirement

for this system, however, is 56-80 watts depending on the thrust desired [33]. VACCO also

chose to use green monopropellant in its Lunar Flashlight Propulsion System that requires

3U of volume, but offers 237 meter/second of ∆V for a 14.0 kg satellite by using four 0.1

newton thrusters and 2.0 kg of propellant [34]. This equates to 478 m/s for a typical 8.0 kg

6U CubeSat [34].

Recently, CubeSats have launched with the following types of propulsion systems:

chemical, cold gas, electrospray, pulsed plasma, resistojet, and vacuum arc [1]. Other

CubeSats have even launched with propellantless systems such as a solar sail [1]. Currently,

propulsion systems classified as a finite-burn comprise the majority of those utilized on

CubeSats [35]. Although continuous-burn systems have also flown, these are less popular

due to energy demands they place on the small spacecraft [35]. One such example is the

CubeSat MEMS system manufactured by NanoSpace by GomSpace and flew on the TW-1

CubeSat [35]. This system produced a specific impulse between 60 and 92 seconds from

heated butane [35]. Another example includes the Micro CubeSat Propulsion System made

by VACCO for the JPLMarCO CubeSats [36]. It utilized R236fa propellant to produce 755

newton-seconds of total impulse with four thrusters at 0.25 newtons [36]. Several other cold

gas systems that have flown are shown in Table 1.1. Using the Tsiolkovsky rocket equation

in equation 1.1, the amount of ∆V can be estimated for a given specific impulse, total mass,

and propellant mass. The max estimated specific impulse achieved from a mission with a

cold gas system was 69 seconds and using 3.0 kg of fuel in an 8.0 kg spacecraft results in

∆V of 318 m/s.

∆V = Ispg ln
Mi

M f
(1.1)
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Table 1.1. Recently flown CubeSat propulsion systems [35].

Flown Propulsion Systems Type Isp [s]
NANOPS Cold Gas 46
CNAPS Cold Gas 45
MEMS Cold Gas 30
Micro-propulsion Cold Gas 32
T3-µPS Cold Gas 69
U. of Texas custom Cold Gas 64
CubeSat MEMS system Electrothermal 60-92

1.2.2.6. Thermal. Like all satellites, CubeSats are exposed to the unusual thermal

environment of space. In space, direct sunlight, albedo, infrared radiation from the Earth

or Moon, and internal components all contribute to the thermal activity on-board [1]. A

few means of passive thermal control include heat pipes, louvers, multi-layer insulation

(MLI), Sun shields, radiators, thermal coatings, and thermal straps, which are all available

off-the-shelf for CubeSats [1, 37, 38]. For biological experiments or infrared imaging,

it is necessary to actively control temperatures through the use of heaters or cyrogenic

cooling [1]. Cryogenic cooling technology requires maturation before becoming available

off-the-shelf for CubeSats [1]. Additionally, as aforementioned, lithium polymer batteries

are susceptible to cold temperatures, making thermal regulation a requirement not only for

scientific research but for power as well [20].

1.2.3. Scientific Research. As the popularity and feasibility of CubeSats grow,

so does the desire to implement their use as an affordable means of scientific research.

Current areas of research encompass the Earth, deep space, and in situ experimentation.

The following paragraphs focus on the current use of CubeSats as a method of scientific

research, their limitations, and need for future expansion.

1.2.3.1. Earth research. A primary sensor that many satellites utilize in order

to research the Earth’s atmosphere and its components are radiometers. Because the

miniaturization of radiometers is new, this technology requires further testing in order to

fully incorporate its use inCubeSats. Although the use ofCubeSats to address the research of
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Earth’s surface properties has not been fully demonstrated in-flight, the use of radiometers in

measuring these data is well documented among traditionally-sized satellites. Radiometers

have become vital tools in studying aerosols and cloud characteristics [1, 8]. Many features

of the Earth’s surface can also be assessed with the use of radiometers. Traditionally,

radiometers have measured radiance to capture information regarding soil moisture, ocean

surface wind speed, temperature, and salinity, ice sheet topography, and snow cover [1, 8].

Furthermore, larger satellites have also used these tools to research vegetation in terms

of the Normalized Differential Vegetation Index (NDVI) and Photochemical Reflectance

Index (PRI) [8]. In addition to capturing atmospheric properties, radiometers can also

measure the intensity of radiation expelled and reflected from Earth [1, 8]. Moreover, when

including cooled and uncooled microbolometers, radiometers are able to measure Earth’s

surface temperature [8].

CubeSat projects, such as IceCube and MicroMAS-2, have demonstrated the feasi-

bility of implementing radiometers in-flight to assess aerosols [1, 8, 39, 40]. MicroMAS-2

used a radiometer to capture data regarding atmospheric temperature andmoisture [1, 8, 39].

IceCube, a 3U satellite, on the other hand, demonstrated the benefits of implementing ra-

diometers in order to assess cloud properties, such as particle size and ice mass [1, 40].

CubeSats have also been successfully launched to demonstrate the functionality of a Cube-

Sat to capture data regarding radiation budget with a radiometer [1, 8]. For example,

RAVAN, a 3U CubeSat launched in 2016, not only measured radiance and demonstrated a

CubeSat’s ability to monitor the Earth’s radiation budget, but further displayed the potential

for a global constellation [1, 41]. MiRaTA also carried a radiometer to assess atmospheric

temperature profiles, moisture profiles, and cloud ice [42].

With CubeSat technology continuously expanding, many future launches have been

planned. Future CubeSats carrying radiometers will capture data regarding tropospheric

temperature as in PolarCube [1, 43]. Several otherCubeSats thatwill implement radiometers

worth noting are TEMPEST-D, PICASSO, and CIRiS [1]. TEMPEST-D, a 6UCubeSat will
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collect data regarding the formation and dispansion of clouds, while PICASSO, 3U, will

access stratospheric ozone and atmospheric temperature profiles [1, 44, 45]. Finally, CIRiS,

which is a 6U CubeSat with an uncooled microbolometer, will capture data regarding water

and land management [1, 46].

In addition to radiometers, spectrometers can gather valuable information on Earth

and its atmosphere. Not only can spectrometers capture data regarding characteristics of

aerosols, snowcover, atmospheric temperature, precipitation and humidity, cloud properties,

vegetation mapping, and land use, but they are also able to gather information regarding

algae mapping, wildfire monitoring, and greenhouse gas composition and density [1, 8].

When incorporated on a CubeSat, spectrometers assist in gathering information on the

makeup and density of greenhouse gases in Earth’s atmosphere, including CH4, CO, CO2,

HF, H2O, O, and O3 via total column measurements [8]. CubeSats demonstrating the

ability of this technology to capture data regarding greenhouse gases, such as CanX-2, a

3U CubeSat with a 1 km horizontal resolution, and SathyabamaSat, a 2U CubeSat, have

already been launched [1, 47, 48]. Furthermore, the spectrometer housed on CanX-2 has

spectral and spatial resolutions also capable of capturing NDVI information; however, this

is not currently its primary function [8]. Additionally, Aalto-1 uses a spectrometer to gather

data regarding cloud properties, wildfire monitoring, vegetation, and algae mapping [8, 49].

Other CubeSats, such asMicroMAS-2 used a radiometer in conjunction with a spectrometer

to gain further knowledge about the Earth’s atmosphere, of which the spectrometer portion

is responsible for assessing temperature, precipitation, and humidity [1, 8, 39]. Finally,

CIRAS, a 6U CubeSat planned for a launch in 2019, will be responsible for collecting

temperature and water vapor measurements using a spectrometer cooled by a cryocooler

[1, 50, 51].

GNSS occultation and reflectometry are newer assets that further provide additional

means of collecting data regarding Earth and its atmosphere [1]. Reflectometry has the

potential to provide information on vegetation, ocean and ice altimetry, and ocean salinity;
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however, until recently this technology has been too been too large for CubeSat integration

[8]. Furthermore, GNSS reflectrometry could be further used to perform scatterometry to

provide information regarding soil moisture, biomass, andwind speed and direction [1]. The

6U 3CAT-2 is a forerunner in implementing GNSS reflectometry among CubeSats, and has

demonstrated the ability to scale-down and incorporate a receiver [1, 52]. Themain function

of 3CAT-2 is to collect data on ocean altimetry [52]. GNSS occultation, however, is easier

to implement and can be found on CubeSats such as GOSTE, ARMADILLO, EON-MW,

MiRaTA, and CanX-2, and allows for the observation of atmospheric temperature, pressure,

density, and humidity, aswell as ionospheric electron content and density profiles [1]. CanX-

2, mentioned in the previous paragraphs, also houses GNSS occultation technology that is

capable of observing the total electron content in the ionosphere and trophospheric H2O

vapor [47]. MiRaTA houses a GNSS occultation receiver, in addition to its radiometer, that

is responsible for assessing upper neutral atmospheric temperature and pressure profiles as

well as ionospheric electron density [42].

Although radiometers, spectrometers, and GNSS receivers have a wide variety of

uses among all varieties of satellites, alternative methods for capturing data regarding Earth

and atmospheric research are also available for use with CubeSats. Gamma ray detectors,

photodiodes, and VLF receivers have been used in combination to study lightning and

terrestrial gamma ray flashes (TGF), and were demonstrated in-flight by Firefly in 2013

and will be further exhibited by TRYAD-1 and 2, once launched [1, 8, 53]. Additionally,

polarimeters are used for measuring aerosol size, shape, and composition, and were also

demonstrated on the 3U CubeSat HARP, which focused on the droplet size and distribution

width of particles within clouds [1, 54]. Other CubeSat technologies include Langmuir

probes, electric field probes, and magnetometers, which have all been demonstrated by

DICE in 2011, during its research on plasma density as well as AC and DC electric and

magnetic fields [1, 55]. Collecting these data will enable DICE to investigate the formation

of Storm Enhanced Density bulge within the ionosphere [1, 55]. In 2012, CINEMA was
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launched into a low Earth orbit with two scientific instruments: Suprathermal, Electrons,

Ions, andNeutrals particle detector and twomagnetoresistivemagnetometers placed inboard

and on a deployable one-meter stacer boom, allowing observation of Earth’s ring current,

particle precipitation, and magnetic field [1, 56].

As noted multiple times in the aforementioned paragraphs and sections, CubeSat

technology is ever-changing and developing, and because this technology is newer, other

sensors that are widely-available to traditionally-sized satellites are currently not compatible

with the power and size constraints of CubeSats. Lidars and radars, for example, can

use a real or synthetic aperture to capture data regarding land, vegetation, and ice sheet

structure or topography; however, more research and development will be necessary in

these areas before this becomes a beneficial option in Earth research using CubeSats [8].

In addition to these areas of inquiry, radars have further demonstrated the ability to gather

data regarding snow cover and ocean altimetry, and although the use of radar to assess

sea ice cover has not yet been demonstrated, this has previously been explored as well [8].

Even though power and size requirements significantly limit the use of radar in CubeSats,

RainCube, a 6U CubeSat, has demonstrated the ability to implement a radar on-board to

collect information on precipitation and snowfall; however, this is possible secondary to a

deployable antenna, which effectively lowers the energy demand placed on the CubeSat by

improving its efficiency in capturing the radar signal [8, 57]. Radar technology, like that of

lidars, will have to be explored further to fully understand its power requirements in terms

of CubeSats, specifically improving the ability to capture data (i.e antennas), as well as

lengthening its available operational run-time. Finally, scatterometers are able to infer wind

speed through analysis of ocean surface; however, are also limited by power requirements

on-board [8].

1.2.3.2. Deep space. While the primary focus of CubeSats has been towards Earth,

there is growing interest in using this platform for deep space exploration or researching

other celestial bodies. The future of lunar research encompasses implementing CubeSats
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for various experiments ranging from finding water, to near-surface hydrogen, and even to

the study of the polar regions [1]. Several CubeSats are currently destined for lunar research

within the coming year [1]. Lunar IceCube is one of these and will carry the Broadband

Infrared Compact High Resolution Explorer Spectrometer (BIRCHES) to look for water in

various states, as well as other volatiles [1, 58]. The 1,000,000 pixel detector is responsible

for capturing infrared signals and determining the different phases of water [1, 58]. While

other full-size satellites have performed similar tasks with regards to lunar water, none

were as effective as BIRCHES for this task [58]. LunaH-Map, a 6U CubeSat carrying two

neutron spectrometers capable of counting neutrons within the top one meter of the lunar

surface at a 7.5 km per pixel resolution, will also be mapping water deposits on the Moon

[1, 59]. Lunar Flashlight is another 6U CubeSat that will map out ice around the lunar

polar regions using near infrared lasers to illuminate shaded regions and a spectrometer to

measure the surface reflection and composition [1, 60, 61].

NEAScout will travel beyond theMoon and is planned to encounter 1991VG, a near-

Earth asteroid [1]. Maneuvering will be accomplished via an 86 m2 solar sail and a cold-gas

propulsion system [1, 62]. This will enable the multispectral camera to capture images for

navigation as well as research to estimate properties like shape, pole position, spin rate,

and regolith properties of 1991VG [1, 62]. MarCO is a set of two identical 6U CubeSats

that performed a Martian flyby in November of 2018 and relayed data between InSight and

the Deep Space Network (DSN) [1]. Communication with Insight was accomplished using

UHF and X-band for DSN [1]. Potentially even farther from Earth will be INSPIRE, a set

of two identical 3U CubeSats being sent on an Earth-escape trajectory for deep space. Each

satellite contains a vector-helium magnetometer to measure solar wind [1, 63, 64]. The

launch of NASA’s SLS will put CuSP into deep space as well to characterize low-energy

solar energetic particles using the Suprathermal Ion Spectrograph, count high-energy solar

energy particle with theMiniaturized Electron and Proton Telescope, and the Vector Helium

Magnetometer will measure strength and direction of magnetic fields of the Sun [1, 65].
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SeveralCubeSat projects have even set their goals on objects beyond our solar system.

Utilizing a cadmium zinc telluride detector, the CXBN 2U CubeSat takes measurements

of the Cosmic X-Ray Background in the 30-50 keV range to map the Extragalactic Diffuse

X-Ray Background [1, 66]. ASTERIA is a 6U CubeSat that was launched in 2017 with the

purpose of searching for transits of identified radial velocity planets [67, 68]. These are

planets that have been discovered using the radial velocity technique whereby a star moves in

a radial direction with respect to the observer due to the gravitational pull of a nearby planet

causing a doppler effect on the star’s light [1, 67, 68, 69]. ASTERIA captures transits by

performing high-cadence, long-duration stellar photometry using a CMOS imager [1, 67].

PicSat, a 3U CubeSat, will also be performing photometry, but its primary mission is only

for the transit of Beta Pictoris b [1, 70]. PicSat has a photometer with a 3.5 cm telescope

to monitor the transit and determine Beta Pictoris b’s radius, Hill sphere, and characterize

the debris disk [1, 70]. Another 6U CubeSat, HaloSat, was deployed from the International

Space Station (ISS) and contained three off-the-shelf X-ray detectors to map the Milky

Way’s oxygen line emission [71]. These data will help answer the question of whether there

is a hot gaseous cloud of oxygen around the Milky Way and help resolve the astrophysics

problem of the missing baryon [1, 72].

1.2.3.3. In Situ. Another interesting area where CubeSats are being used for re-

search is in situ experiments. One of the first CubeSats to contain a biological experiment

was Pharmasat, a 3U CubeSat that contained yeast cells that were provided three different

doses of an antifungal agent to analyze their response and the effectiveness of the treatments

in a space environment [1, 73]. Instead of fungus, O/OREOS hosted a bacterial experiment

as well as an organic compounds experiment [1, 74]. The bacterial experiment used two

different bacteria and included rehydrating, feeding, and growing them to test their response

in microgravity and radiation [74]. The organic molecules were exposed to radiation and

microgravity as well to assess the stability of the compounds [1, 74]. SporeSat’s experiment

involved testing plant cell growth from spores in microgravity [75]. This experiment also
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includes testing the application of artificial gravity through rotating the CubeSat [75]. The

first CubeSat with a biological experiment to travel beyond low Earth orbit will be BioSen-

tinel [1]. Biosentinel is a 6U CubeSat manifested on EM-1 of NASA’s SLS [1, 76]. Its

experiment will investigate the effects of deep space on DNA within genetically modified

yeast cells. [1, 76]. Q-PACE and AOSAT missions are focused on the interaction between

materials and objections in space. Q-PACE is a 2U CubeSat investigating protoplanetary

disk and ring formations by recording collisions between four different particle samples at

speeds from 1 mm/s to 10 cm/s [77]. AOSAT is 3U and will act as a centrifuge and rotate

up to 4 rpm around its minor axis in order to provide similar acceleration as the gravity on

a 1 km asteroid [78]. The two outer 1U volumes will contain crushed meteorites and dust

for the experiment to investigate surface properties of asteroids [1, 78].

1.3. LUNAR LAUNCH OPPORTUNITIES

Currently, there are multiple launch opportunities available for CubeSats, each with

varying degrees of performance. Many companies are capable of launching CubeSats into

low Earth orbit (LEO); however, in the context of this study, the main focus of CubeSat

launch opportunities is placed on those capable of trans-lunar injection (TLI). Additionally,

to maintain within the scope of this research study, NASA’s Space Launch System and

Exploration Mission-1 is discussed at a greater length in order to provide understanding

and context.

Northrop Grumman Innovation Systems, formerly Orbital ATK, has a long-standing

history of launching CubeSats on their Minotaur series of rockets. Although Minotaur

Commercial and Minotaur I are not capable of TLI, each vehicle has demonstrated the

ability to effectively launch CubeSats, including, the SkySat mission andOrbital Responsive

Space-3 (ORS-3) mission [3, 79, 80]. Minotaur V, though has not demonstrated the ability
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to launch a CubeSat, is capable of TLI of a payload up to 447 kg [81]. Also developed by

Northrop Grumman is Antares, which has launched CubeSats into LEO and can perform

TLI of a payload up to 232 kg [79, 82].

Rocket Lab has recently demonstrated the capability of their rocket, Electron, to

launch small satellites into LEO and is unique in that it was designed specifically for

launching CubeSats and other small satellites [43, 83]. Electron is capable of TLI injection

with 10 kg of payload and will demonstrate this for the upcoming Moon Express mission

[82, 84]. Another launch provider primarily focusing on small satellites is Virgin Galactic,

who is planning to launch LauncherOne within the coming year [43, 85].

Another company that has previously launched CubeSats is SpaceX [79]. SpaceX’s

Falcon 9 rocket launched multiple CubeSats during the SpaceX-3 and SpaceX-12 missions,

and is capable of sending 653 kg of payload to the Moon [79, 82]. Furthermore, another

SpaceX launch vehicle, Falcon Heavy, recently demonstrated the performance to launch

a payload beyond the Earth-Moon system, and has launched CubeSats on the Space Test

Program (STP)-2 mission [43].

United Launch Alliance (ULA) has launched CubeSats on two of its launch vehicles,

Delta II and Atlas V [79]. Delta II has successfully accomplished three missions carrying

CubeSats for NASA’s Educational Launch of Nanosatellites (ELaNa) and has one more

planned within the year [43, 79]. Furthermore, Delta II is capable of sending CubeSats to

the Moon as it can carry up to 1250 kg on an Earth-escape trajectory [86]. Additionally,

Atlas V has flown six total missions with ELaNa ride-shares and is further capable of

carrying up to 1110 kg to the Moon [79, 82].

Finally, some of the first launch vehicles to carry CubeSats were the Rockot, made

by Eurockot Launch Services, and DNEPR, made by International Space Company (ISC)

Kosmotras [3]. While these vehicles are not capable of directly sending payloads to the

Moon, when provided supplemental propulsion systems they are able to achieve a TLI

[87, 88].
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1.3.1. Space Launch System. A forerunner in supporting the CubeSat initiative is

NASA, which, as mentioned above, provides ride-share opportunities for CubeSats devel-

oped by educational institutions [11]. While NASA does not currently have a launch vehicle

on which to place CubeSats, it is currently developing the Space Launch System. The SLS

is an exploration-class launch vehicle managed at theMarshall Space Flight Center (MSFC)

to propel astronauts and cargo beyond Earth orbit (BEO) to potential destinations such as

Lagrange points, asteroids, the Moon, and Mars [89, 90].

1.3.2. ExplorationMission-1. The SLS’s first flight will be ExplorationMission-1

(EM-1) to test systems for the SLS and Orion in 2020 [91, 92]. This is an un-crewed flight

with an initial fly-by free-return trajectory of the Moon and an approximate duration of 26

days [89, 91, 93, 94]. After launch from Cape Canaveral at Launch Complex 39B, the core

stage will inject the interim cryogenic propulsion stage (ICPS) and Orion in an elliptical

LEO where the ICPS will perform two burns: the first to raise perigee to a 185 x 1806

km orbit and the second for TLI. This is followed by separation of Orion and the ICPS;

[91, 94]. Orion will perform a series of burns to fly ahead of the Moon’s path and enter

a Distant Retrograde Orbit (DRO) at a distance of 70,000 km using the European Space

Agency’s (ESA) supplied Service Module [91, 94]. Elapsed time in the DRO will range

between six and nine days before another series of burns is completed, putting Orion on a

return trajectory back to Earth with an atmospheric entry speed near 11 km/s [89].

Although the ICPS will have separated from Orion, its mission is not yet complete.

Once Orion is safely out of range, the ICPS will deploy 13 CubeSats. Each CubeSat is

6U and initially on a fly-by trajectory behind the Moon, headed to deep space. Several

satellites including Lockheed Martin’s Skyfire, NASA’s Near-Earth Asteroid Scout (NEA

Scout), NASA’s BioSentinel, and NASA’s CubeSat for Solar Particles (CuSP) will continue

on this trajectory to perform their given missions [62, 65, 95]. Lunar Flashlight, Morehead
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State University’s Lunar IceCube, Arizona State University’s Lunar Polar HydrogenMapper

(LunaH-Map) and others will perform orbital maneuvers to inject into orbit about the Moon

to accomplish their mission [58, 59, 60].

1.4. LITERATURE SURVEY

The purpose of this section is to show the relevant history of human and robotic

spaceflight lunar missions. These missions were manned and unmanned and utilized

different types of transfers. It is worth noting how many of these missions were direct

transfers compared to low-energy and low-thrust.

1.4.1. Lunar Missions. The launch of Sputnik occurred on October 4, 1957. Less

than a year afterward, humans were attempting to send a spacecraft to the Moon [96]. The

first attempt by any country was an Able 1 satellite launched on a Thor-Able 1 launch

vehicle on August 17, 1958 by the United States [97]. This was the first of seven between

the United States of America (US) and the Union of Soviet Socialist Republic (USSR), four

and three respectively, to fail at reaching the Moon [97]. The eighth attempt was by the

USSR on January 2, 1959 aboard an 8K72 launch vehicle [97]. The retroactively named

Luna 1 satellite reached a lunar altitude of 6,400 km 34 hours after launch and continued

into deep space to become the first human spacecraft to orbit the Sun [97].

The first successful launch to impact the Moon occurred on September 12, 1959 by

the USSR [97]. This was the eleventh mission overall and sixth for USSR targeting the

Moon. The next flight by the USSR was also successful with the first photographs taken

of the far side of the Moon (Figure 1.1). These two satellites were retroactively known as

Luna 2 and Luna 3, respectively [97].

On January 31, 1966, the USSR launched Luna 9, which landed on the Moon and

sent the first image to Earth from the surface of any celestial body [97]. This was quickly

followed by the launch of Luna 10 on March 31, 1966 and two days later became the first

human-made object to orbit the Moon with a prograde, 79.1° inclination, 350 x 1,000 km
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Figure 1.1. This is the first image of the far side of the Moon taken by Luna 3, October 3
1959, 3:30 UT [97, 98].

orbit [97]. The first true soft-landing on the Moon was by Surveyor 1 launched by the U.S.

on May 30, 1966; Surveyor 1 also sent back 11,350 pictures [97]. The U.S. became the

second nation to orbit the Moon using Lunar Orbiter 1 on August 24, 1966 with a prograde,

191 x 1,854 km orbit [97]. Its primary objective was to photograph potential Apollo landing

sites, secondary landing sites, and Surveyor 1; although, its most famous photograph is the

first Earthrise image taken from the Moon [97]. This was followed by Lunar Orbiter 2, 3, 4,

and 5 which successfully achieved orbits of 196 x 1,871 km, 200 x 1,850 km, 200 x 1,850

km, 2,705 x 6,034 km, and 196 x 6,040 km respectively [97].

The first circumlunar flight occurred in September 1968 with Zond 5 passing ahead

of the Moon at an altitude of 1,950 km before returning to Earth [99]. The USSR satellite

carried several biological payloads including two steppe tortoises, wine flies, meal worms,

plants, seeds, bacteria, and others [97, 99]. These payloads safely splashed down in the

Indian Ocean following a ballistic unguided reentry due to two failed attitude control sensors

[97, 99].

Three months later, on December 21, the US "followed suit" but this time the

"biological payload" was three humans, Borman, Lovell, and Anders [100]. The mission
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included a 66.3 hour transfer duration along a free-return trajectory ahead of the Moon

followed by a 915 m/s ∆V to achieve lunar orbit insertion [96, 100]. The low lunar orbit

was circularized from 111 x 312 km to a 112 km altitude orbit [100]. After 20.27 hours in

lunar the orbit, the trans-Earth injection maneuver was initiated and initiated the trip back

to Earth [101]. The mission concluded with a successful splashdown in the Pacific Ocean.

Figure 1.2. Famous Earthrise photo taken by Michael Anders as Apollo 8 emerged from
behind the Moon [102].

Just over six months later the US launched towards the Moon for another first, lunar

landing. Apollo 11 launched July 16, 1969 with three humans on board, Collins, Aldrin,

and Armstrong [100]. Translunar injection occurred with a velocity of 35,545.6 ft/s [101].

Like Apollo 8, it was a free-return trajectory and with a slightly longer duration of 73 hours

5 minutes and 34.83 seconds. The Command/Service Module (CSM) and docked Lunar

Module (LM) entered a lunar orbit of 169.7 x 60.0 nautical miles and then was lowered

to 66.1 x 54.5 nautical miles. The LM undocked with Aldrin and Armstrong inside and

inserted into a 58.5 x 7.8 nautical mile orbit before a 753.39 seconds-long powered descent

and landing. After 21 hours 36 minutes and 20.9 seconds of activity on the lunar surface

the LM launched from foreign soil to 48.0 x 9.4 nautical mile orbit. Several stage burns and
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orbits were necessary to rendezvous and dock with the CSM after being undocked for 27

hours and 51 minutes. Following crew and cargo transfer to CSM, the LM was undocked

to remain in decaying lunar orbit until crashing [100]. At a velocity of 8,589.0 ft/sec the

CSM entered a trans-Earth orbit that lasted of 59 hours 36 minutes 52 seconds. Due to

poor weather, landing was moved 215 nautical miles downrange and involved a successful

recovery.

SubsequentApollomissionswere initially placed on a free-return trajectory, however

around halfway a midcourse correction was performed to place the CSM/LM on a non-

free-return circumlunar trajectory [101]. This enabled greater flexibility for launch. If

the spacecraft was not capable of lunar orbit insertion, it was still possible to perform a

maneuver and place it in a free-return trajectory to Earth. This is precisely what occurred

for Apollo 13, which used the descent engine to place the modules back into a free-return

trajectory.

Thus far all missions to the Moon were through a direct transfer and this would

continue until the follow-on mission of Hiten, a Japanese spacecraft, which, on March 30,

1990, used a lunar flyby to increase apogee to 1,532,000 km [103]. This was the first

utilization of a low-energy transfer to the Moon and first lunar capture without a ∆V; this

was used as a technology demonstration for a future spacecraft, Geotail [103]. A similar

case occurred for two satellites in 1991 during the THEMIS mission. After completing the

full mission, the two outer satellites of the original five were given a mission extension to

explore the Moon. These two were originally located in a highly elliptical Earth orbit and

after over 40 maneuvers were placed on a low-energy transfer taking several months to enter

lunar capture [104, 105, 106].

SMART-1 was launched on September 27, 2003 into a geostationary transfer orbit

of 7,029 x 42,263 km [107]. The spacecraft then passed through multiple mission phases

using its Hall effect thruster. The first mode included raising perigee to spiral outward and

move outside of the Van Allen Belts, which can reach out 36,000 miles above the Earth’s
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surface, by continuously thrusting [96, 107, 108]. The second phase used thrusting only

around perigee to move apogee closer to theMoon. The spacecraft was captured using lunar

resonances just over a year later [107]. This is the only spacecraft to have used a low-thrust

transfer to obtain lunar capture.

1.4.2. Lunar Trajectories. There are three main types of trajectories for transfer-

ring to the Moon: direct, low-energy, and low-thrust. Each has been used successfully to

place a satellite in lunar orbit.

1.4.2.1. Direct transfers. Direct transfers are by far the most common type of

transfer with around 100missions to date and are sometimes referred to as the "conventional

method" [96]. They are characterized by a short transfer duration between Earth and Moon

at three to six days with the most fuel-efficient being around four and a half. Gravitational

forces from the Earth and Moon system are the driving factors behind the trajectory design

while other influences are treated as perturbations. The restricted three-body problem or

patched-conic method are often used for designing a direct transfer. An additional benefit

is that only one pass through the Van Allen Belts is necessary; although, Clementine and

Chandrayaan-1 negated this benefit by using staging orbits to expand the launch period.

Some notable direct transfer missions include Luna 1-24, Ranger 3-9, Zond 3 and 5-8,

Surveyor 1-7, Lunar Orbiter 1-5, Apollo 8 and 10-17, International Cometary Explorer

(ICE) (also known as International Sun-Earth Explorer-3 (ISEE-3)), and Lunar Prospector

[96, 97].

1.4.2.2. Low-Energy transfers. Low-energy transfers are trajectories that employ

the Sun’s gravity to increase perigee to a lunar distance by extending the transfer far beyond

the Moon for several months [96]. The spacecraft will then approach the Moon at periapsis

with respect to the Earth (perigee); possibly with a negative orbital energy with respect to

the Moon, lowering the ∆V necessary for lunar orbit insertion. Although the propulsive

requirement for the spacecraft has been lowered, some has been shifted to the launch

vehicle for placing the spacecraft at an apogee of 1-2 million km following a lunar flyby.
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The transfer duration lasts between three and four months unless more lunar flybys are

necessary with only one pass through the Van Allen Belts. A further benefit is a widened

launch period compared to a direct transfer. Only 5% of successful lunar missions have

utilized a low-energy transfer.

The first spacecraft designed and launched with a low-energy transfer was Gravity

Recovery and Interior Laboratory (GRAIL) that included two satellites [96]. GRAIL had

a launch period of 26 days and a transfer duration between 90 and 114 days. The two

satellites were separated by 25 hours upon lunar arrival. To date there have been a total of

five spacecraft to fly a low-energy transfer: Hiten, ARTEMIS P1, ARTEMIS P2, and the

two GRAIL satellites [96, 104, 105].

1.4.2.3. Low-Thrust transfers. Utilizing a low-thrust transfer requires a propul-

sion system capable of thrusting for long periods of time, such as a solar electric propulsion

system [96]. A characteristic of these transfers is a spiral shape as thrust continues to be

applied in the orbital plane and perpendicular to the position vector. This also necessitates

multiple passes through the Van Allen Belts. The SMART-1 satellite is the only example

of a low-thrust transfer to the Moon with a total Earth-to-Moon duration of over a year.

1.5. THESIS STUDY OBJECTIVE

The purpose of this research study is to investigate Earth-to-Moon direct transfer

trajectories focusing on those suitable for small satellites, 6U and under, and determine their

viability given currently-availablemicropropulsion systems. Section 2 supplies a framework

of understanding and a derivation of the dynamic models discussed throughout this thesis,

including the circular restricted three-body problem (CR3BP) and coordinate conversions

to and from the rotating and inertial frames. Section 3 details the initial definitions and

parameters pertinent to small satellites that are utilized to investigate the study objective.

Sections 4 and 5 review viable lunar trajectories for CubeSats and discuss their ability for

future contribution to the aerospace community. A high-fidelity model is used to simulate
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the resulting trajectories and demonstrate the effectiveness for preliminary mission design.

This will enable projects with a similar mission concept to quickly and effectively establish

design criteria as well as iterate on a working trajectory design.
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2. DYNAMIC MODELS

This section includes a brief review of the restricted three-body problem and trans-

forming coordinates from the Earth-centered inertial frame to the barycentric synodic

coordinate frame of the restricted three-body problem.

2.1. RESTRICTED THREE-BODY PROBLEM

A synodic frame is defined with the origin located at the barycenter of two primary

bodies (Earth and Moon in this study) of finite mass with the x̂-axis pointing toward

the smaller, the ẑ-axis parallel to the specific angular momentum vector, and the ŷ-axis

completing the right handed system. This frame, therefore, rotates according to the orbital

motion of the minor primary body around the major one with respect to the barycenter fixed

frame as shown in Figure 2.1 and discussed in [109].

b

sc

m1 = 1 − µ

m2 = µ

µR

R(1 − µ)

®r1

®r2

®ρ
x̂

ŷ

x̂b

ŷb

θ, Ûθ, Üθ

Figure 2.1. The barycenter inertial and synodic coordinate frames associated with the
Restricted Three-Body Problem. The synodic frame (x̂, ŷ, ẑ) rotates according to θ, Ûθ, and
Üθ with respect to the barycentric inertial frame (x̂b, ŷb, ẑb).
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The equations of motion are expreseed using nondimensional units for length, mass,

and time. The unitless mass dimension is equivalent to the sum of the two primary bodies,

the length unit is defined as the distance between them (R), and the time unit is defined such

that the gravitational constant is unity. The nondimensional mass of the second primary (µ)

is also the nondimensional distance from the barycenter to the first primary; 1 - µ is used

for the converse, as is discussed in [110].

The differential equations of motion for the elliptic restricted three-body problem

(ER3BP) are then given by

Üx − 2 Ûθ Ûy − Üθy − Ûθ2x = −
(1 − µ)(x + µR)

r3
1

−
µ(x − (1 − µ)R)

r3
2

(2.1)

Üy + 2 Ûθ Ûx + Üθx − Ûθ2y = −
(1 − µ)y

r3
1

−
µy

r3
2

(2.2)

Üz = −
(1 − µ)z

r3
1
−
µz
r3
2

(2.3)

where

r1 =

√
(x + µR)2 + y2 + z2 (2.4)

r2 =

√
(x − R + µR)2 + y2 + z2 (2.5)

If the motion of both primaries around the barycenter is assumed to be circular,

then angular velocity ( Ûθ) is constant and in nondimensional units becomes one. Angular

acceleration ( Üθ) is, therefore, zero. This is then known as the "circular restricted three-body

problem (CR3BP)."

Within the circular restricted three-body problem, Jacobi’s Integral is the only

integral of motion. It can be found by multiplying equations 2.1, 2.2, and 2.3 by their

respective velocity and adding them together to form equation 2.6.
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Üx Ûx + Üy Ûy + Üz Ûz − x Ûx − y Ûy − z Ûz = −
(1 − µ)

r3
1
( Ûx(x + µR) + y Ûy + z Ûz)

−
µ

r3
2
( Ûx(x − (1 − µ)R) + y Ûy + z Ûz)

(2.6)

Integrating equation 2.6 results in equation 2.7 where C is referred to as Jacobi’s

constant and is constant throughout the object’s path. Jacobi’s constant will only change

when a force from outside the system, such as another perturbing body or spacecraft thrust,

is applied to the spacecraft.

C =
−1
2
( Ûx2 + Ûy2 + Ûz2) +

1
2
(x2 + y2) +

1 − µ
r1
+
µ

r2
(2.7)

Setting the velocity components to zero in the equation reveals information regarding

where the vehicle may travel in reference to its Jacobi constant. Furthermore, plotting this

information exposes the zero-velocity curve, which serves as a limiting boundary whereby

vehicles cannot cross unless their Jacobi constant value is below that of the value of the

contour. When a vehicle’s Jacobi constant is above the mentioned threshold, its velocity

will decrease when approaching the curve before it reaches zero. In order to cross, an

external force will have to be applied, thus lowering the vehicle’s Jacobi constant. Using

this concept, it can be demonstrated that a spacecraft has been captured by a planetary body

through plotting of the Jacobi constant’s zero-velocity curve. Figure 2.2 exhibits examples

of zero-velocity curves for multiple Jacobi constants in the Earth-Moon system studied in

this paper.

2.2. COORDINATE CONVERSION

Because there are two frames referenced in this study it is necessary to define the

transformation between them for kinematic conversions of position and velocity. The initial

spacecraft states are given in terms of and with respect to the Earth-centered inertial frame

(i) and often are needed in terms of the barycentric synodic frame (s). The position vector,
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defined from the barycenter (b) to the spacecraft (sc), is expressed in terms of the inertial

frame in equation 2.8 and in terms of the synodic frame in equation 2.9, as shown in Figure

2.3.

Figure 2.2. Zero-velocity contours (curves) and respective Jacobi constant values for the
Earth-Moon System.

i ®ρ = i®rsc −
i®rb = αsc1 X̂ + αsc2Ŷ + αsc3 Ẑ − (αb1 X̂ + αb2Ŷ + αb3 Ẑ) (2.8)

s ®ρ = s®rsc −
s®rb = βsc1 x̂ + βsc2 ŷ + βsc3 ẑ − (βb1 x̂ + βb2 ŷ + βb3 ẑ) (2.9)

From here a simple rotation using a direction cosine matrix, using equation 2.10,

will allow conversion of the position vector from the inertial frame to the synodic frame

s ®ρ = Ais
i ®ρ (2.10)
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ŷ

X̂

Ŷ
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Figure 2.3. Position and velocity vectors associated with conversion between the Earth-
centered inertial (X̂ , Ŷ , Ẑ) and barycentric synodic (x̂, ŷ, ẑ) frames.

where Ais is defined by the unit-column vectors of the lunar position, normal, and specific

angular momentum and then transposed; as shown in equation 2.11with angular momentum

defined in equation 2.12.

Ais =

[
i®rmoon

| |i®rmoon | |

i ®hmoon

| |i ®hmoon | |
×

i®rmoon

| |i®rmoon | |

i ®hmoon

| |i ®hmoon | |

]T

(2.11)

where

i®hmoon =
i®rmoon ×

i Û®rmoon (2.12)

The vector i ®ρ and s ®ρ is then equal inmagnitude and direction, but expressed in terms

of different frames [109]. To specify velocity, the inertial derivative is taken of equation

2.9 with respect to time to give

id
dt
®ρ = ( Ûβsc1 −

Ûβb1)x̂ + ( Ûβsc2 −
Ûβb2)ŷ + (

Ûβsc3 −
Ûβb3)ẑ

+(βsc1 − βb1)
Û̂x + (βsc2 − βb2)

Û̂y + (βsc3 − βb3)
Û̂z

(2.13)

and then simplified to

i Û®ρ = s
i
Û®ρ + si Û®θ × i ®ρ (2.14)



31

where

i Û®ρ = i Û®rsc −
i Û®rb (2.15)

and

s
i
Û®ρ = AT

is
s Û®ρ (2.16)

Equation 2.14 gives the velocity relationship between the Earth-centered inertial

frame and barycentric synodic frame with si Û®θ being the angular velocity of the synodic

frame with respect to the inertial frame. The velocity with respect to the synodic frame in

terms of the inertial frame is s
i
Û®ρ; meaning that the direction cosine matrix should be applied

to the velocity with respect to the synodic frame, as shown in equation 2.16. Rearranging

equation 2.14 and substituting into equation 2.9 to solve for the spacecraft velocity with

respect to the synodic frame and in terms of the synodic frame gives

s Û®rsc =
i
s
Û®ρ − Ais(

si Û®θ × i ®ρ) + s Û®rb (2.17)

where

i
s
Û®ρ = Ais

i Û®ρ (2.18)

with s Û®rb being a zero vector for the CR3BP and i
s
Û®ρ the inertial velocity expressed in terms

of the synodic frame.

The angular velocity vector is calculated by scaling the Moon’s specific angular

momentum vector to the synodic frame’s angular velocity with respect to the inertial. The

angular velocity of the synodic frame is computed using equation 2.19 where G is the

universal gravitational constant and M∗ is the characteristic mass. It is now possible to

calculate the angular velocity vector of the synodic frame with respect to the inertial frame

for the CR3BP, as
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si Ûθ =

√
GM∗

| |i®rmoon | |
3 (2.19)

si Û®θ = si Ûθ
i®hmoon

| |i®hmoon | |
(2.20)

2.3. HIGH-FIDELITY MODELS

High-fidelity models play a vital role in accurately computing the trajectory of

a spacecraft, and usually include modeling thruster performance, propellant tanks, and

spacecraft mass to simulate finite and impulsive burns [111, 112, 113]. Although the

CR3BP allows insight on a spacecraft’s trajectory when considering the gravity fields of

the Earth and Moon, high-fidelity models can provide more detailed information of a

spacecraft’s trajectory with respect to a wider variety of perturbations, such as atmospheric

drag, solar radiation pressure, and gravitational potential. Despite the fact that satellites

operate in the vacuum of space, atmosphere around a celestial body, such as the Earth, can

induce drag on the vehicle and decay its orbit [109]. Additionally, solar radiation pressure

is a force applied to the spacecraft by the exchange of momentum between it and solar

photons [114]. Finally, third-body forces include the gravitational force from additional

celestial bodies not located within the immediate vicinity of the spacecraft; with respect

to this research, this includes the Sun and Jupiter, which are the most massive objects in

the solar system and have significant effects on motion within the Earth-Moon system.

Furthermore, the masses of the Earth and Moon are not simple point masses as they are

not truly spherically shaped, which poses further limitations of the CR3BP [109, 112, 113].

For this reason, gravitational potential models, such as spherical harmonics and solid tides,

can be applied for a more accurate representation. Incorporating these perturbations into

the simulation can provide a more realistic simulation of a satellite’s trajectory.
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The aforementioned perturbations are part of a simulation which propagates a tra-

jectory with respect to time utilizing a fixed or variable step size propagator [111, 112, 113].

Some common propagators include Runge-Kutta 4, Runge-Kutta 7, Bulirsch-Stoer, and Ke-

plerian. Many software solutions also exist to provide a high-fidelity model, some of which

include a.i. solutions’s FreeFlyer, AGI’s Systems Tool Kit (STK), and NASA’s General

Mission Analysis Tool (GMAT) [111, 112, 115]. Targeting and optimization are built into

these programs with routines such as differential correction, Newton’s Method, and Broy-

den’s Method to help design trajectories through targeting values and locating minimum or

maximum values [111, 112, 113].
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3. ANALYSIS AND APPROACH

The CR3BP model was used to assess Earth-to-Moon direct-transfer trajectories

with CubeSats following the parameters outlined by NASA’s Cube Quest Challenge. The

Cube Quest Challenge is a competition for launching CubeSats on EM-1 to a direct-transfer

lunar trajectory. Although the parameters of the Cube Quest Challenge were employed

for the scope of this study as it provides the necessary framework, it is noted that other

scenarios also implementing direct-transfer lunar trajectories can benefit from the process

outlined below by modifying the relevant parameters.

3.1. CUBE QUEST CHALLENGE PARAMETERS

NASA’s Cube Quest Challenge limits CubeSats to 6U and 8 kg [116]. A lunar

capture orbit is further defined as having a perilune altitude greater than or equal to 300

km and an apolune radius no greater than 10,000 km [116]. The target orbit in this study

is defined at the limits of these parameters as it likely offers the minimum amount of ∆V

necessary to meet the requirement. An equatorial lunar radius of 1738.1 km is then used to

compute a perilune distance [117]. NASA also provided the following initial parameters in

Tables 3.1, 3.2, and 3.3 at disposal from the ICPS, which are specified in the Earth-Centered

Inertial (ECI) frame and based on the J2000 epoch [118].

Table 3.1. Six classical orbital elements for CubeSat state at the point of disposal [118].

Classical Elements
Semimajor axis 2.059547723265584E+05 km
Eccentricity 9.667080033831439E-01
Inclination 2.860654780031044E+01°
Right Ascension of the Ascending Node 6.595689658822360E+01°
Argument of Perigee 4.791616744206894E+01°
True Anomaly 1.224710758805222E+02°
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Table 3.2. CubeSat position (x, y, z) and velocity ( Ûx, Ûy, Ûz) in the ECI frame at the point of
disposal [118].

Cartesian
x -1.501540312811781E+04 km
y -2.356897680091111E+04 km
z 2.241504923500546E+03 km
Ûx -4.855378922082240E-01 km/s
Ûy -5.048763191594085E+00 km/s
Ûz -8.799883161637991E-01 km/s

Table 3.3. Epoch of ICPS disposal [118].

Time in Barycentric Dynamical Time
Julian Date 0.24581031227118D+07
Calendar Date Dec 15, 2017 14:56:42.2

Using the date and time information NASA provided for the disposal state, the

Moon’s state can be estimated using Jet Propulsion Laboratory’s (JPL) HORIZONS system.

Table 3.4 shows theMoon’s state at the same time as disposal within the ECI frame and based

on the J2000 epoch [119]. The CR3BP is initialized using this state with the assumption of

circular motion.

Table 3.4. Lunar position (x, y, z), velocity ( Ûx, Ûy, Ûz), light time, range, and range rate in the
ECI frame at the point of disposal [119].

Cartesian
x -1.552407596013646E-03 AU
y -2.187676986451931E-03 AU
z 2.366062230266094E-04 AU
Ûx 4.517328896775049E-04 AU/day
Ûy -3.392941614662592E-04 AU/day
Ûz -6.068257361013148E-06 AU/day
Light Time 1.555307779820265E-05 day
Range 2.692931942323680E-03 AU
Range Rate 1.468907226968834E-05 AU/day
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3.2. TRAJECTORY CALCULATION METHOD

Each ∆®v is calculated in terms of the velocity, normal, binormal (VNB) frame which

is defined byNASA in the GMATUser Guide R2016a [120] and allows the direct translation

of maneuvers in the CR3BP to the GMAT high-fidelity simulation. This frame has the first

principle axis, V̂ , aligned with the inertial velocity vector with respect to the Moon before

the applied ∆®v. The second axis, N̂ , is defined by the cross product of the position vector

and velocity vector of the spacecraft with respect to the Moon normalized to a unit vector.

The final axis completes the right-handed rule with normal crossed by velocity. This is

sometimes referred to as the NTW frame as well will ®T aligned with the velocity vector, ®W

aligned with the orbit normal, and ®N within the orbit plain and completing the right-hand

rule [109].

sc

Moon

®ρsc

Û®ρ

V̂
N̂

B̂

X̂

ŶẐ

Figure 3.1. The spacecraft local VNB frame defined by its position and velocity with respect
to the Moon.

These are defined in equations 3.1, 3.2, and 3.3 where i ®ρsc and i Û®ρsc represent the

spacecraft’s inertial position and velocity, and i ®ρmoon and i Û®ρmoon represent the Moon’s

inertial position and velocity.

The direction of each ∆®v is initially aligned with the velocity axis, either in the

negative or positive direction, depending on the intent of the burn. Next, two rotations are

applied to change the direction of the burn. The first rotation, φ, is about the normal axis
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and the second rotation, θ, is about the velocity axis as show in Figure 3.2. This allows the

∆®v direction to be specified along any direction using two variables instead of three for a

unit vector.

®V =
i Û®ρsc −

i Û®ρmoon

| |i Û®ρsc −
i Û®ρmoon | |

(3.1)

®N =
i ®ρsc −

i ®ρmoon

| |i ®ρsc −
i ®ρmoon | |

× ®V (3.2)

®B = ®V × ®N (3.3)

N̂

B̂

V̂

∆®v

θ

φ

Figure 3.2. The ∆®v direction rotations specified by φ and θ in the VNB frame.

3.3. APPROACH

The vehicle is initially integrated with the ICPS and injected on a prograde flyby

of the Moon, whereby maneuvers are applied to place the vehicle into the targeted orbit.

The majority of micropropulsion systems flown and developed for CubeSats are finite-burn

systems; therefore, focus was placed on finite-burn trajectories as the available hardware
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is more frequently used and mature than continuous-thrust systems [35]. Five different

scenarios were analyzed to determine the potential for achieving lunar capture using a

combination of maneuvers at various locations including disposal, the edge of the outer

Van Allen radiation belt, and perilune. A maneuver at the disposal position would take

place at the initial state from which the CubeSat is deployed from the ICPS. Alternatively, a

maneuver occurring at the position of the edge of the Van Allen radiation belt occurs when

the vehicle first crosses an Earth altitude of 36,000 miles (64,307.384 km) from the center

of the Earth. Finally, the maneuver at the perilune position occurs at the point at which the

trajectory is closest to the center of the Moon.

1. Illustrated in Figure 3.3, the vehicle is disposed from the ICPS and coasts to perilune,

where it will perform a burn to achieve lunar capture in the near anti-velocity direction

(Perilune 1).

Figure 3.3. An illustration of Perilune 1.

2. The vehicle performs its first maneuver immediately following disposal from the

ICPS to decrease the lunar flyby altitude and coasts to perilune where it will perform

a burn to achieve lunar capture in the near anti-velocity direction (Disposal 1), shown

in Figure 3.4.
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Figure 3.4. An illustration of Disposal 1.

3. The vehicle performs its first maneuver immediately following disposal from the ICPS

to target a retrograde flyby of the Moon and coasts to perilune where it will perform

a burn to achieve lunar capture in the near anti-velocity direction (Disposal 2), shown

in Figure 3.5.

Figure 3.5. An illustration of Disposal 2.

4. Illustrated in Figure 3.6, the vehicle is disposed from the ICPS and coasts to the outer

edge of the Van Allen belt where it will perform a maneuver to decrease the lunar

flyby altitude. It coasts again to perilune where it will perform a burn to achieve lunar

capture in the near anti-velocity direction (Van Allen 1).
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Figure 3.6. An illustration of Van Allen 1.

5. The vehicle is disposed from the ICPS and coasts to the outer edge of the Van Allen

belt where it will perform a maneuver to target a retrograde flyby of the Moon. It

coasts again to perilune where it will perform a burn to achieve lunar capture in the

near anti-velocity direction (Van Allen 2), displayed in Figure 3.7.

Figure 3.7. An illustration of Van Allen 2.

Each trajectory was selected to provide a realistic scenario for a CubeSat lunar

mission. Perilune 1 reduces trajectory complexity as it is the simplest design with a single

burn at perilune. Adding an additional burn as early as possible in the trajectorymay provide

a more fuel-efficient design, which is the premise for Disposal 1 and Disposal 2. However,

in both of the Disposal scenarios, the CubeSat remains in an "on" state while traveling
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through the outer Van Allen radiation belt. CubeSats are less likely to have radiation-

hardened avionics hardware compared to traditional satellites due to their expensive cost,

and therefore traveling through the Van Allen radiation belt can be a risk to mission success.

To mitigate this, Van Allen 1 and Van Allen 2 were considered as the small spacecraft may

be left in an "off" state until outside the radiation belt and then offered the first opportunity

for a trajectory maneuver. Finally, retrograde trajectories, Disposal 2 and Van Allen 2, were

additionally considered because they offer an added benefit as the vehicle is not lost into

deep space, beyond communication limits, should the maneuver at perilune fail. Instead,

the spacecraft would return back in the general direction of Earth, potentially offering an

opportunity to salvage the mission.

This investigation was accomplished through constructing the aforementioned sce-

narios in the CR3BP in order to ascertain their effectiveness in preliminary mission design.

The CR3BP model was coded in Python and propagation accuracy tested using arbitrary

combinations of position and velocity, as shown in Table 3.5, to ensure the Jacobi Integral

remained constant throughout the maneuver-less flights via Equation 2.7. The disposal state

acquired from NASA was then converted into the synodic frame using two equations, 2.9

and 2.17, and propagated in the coded model.

Table 3.5. Jacobi Integral results for three tests of randomly sampled nondimensional (nd)
position and velocity across the nondimensional time unit of 10. The difference is absolute
value between the starting and ending Jacobi Integral values.

Test Values Test #1 Test #2 Test #3
x [nd distance] 0.2 0.4 -0.1
y [nd distance] 0.3 0.2 -0.7
z [nd distance] -0.6 0.2 -0.1
Ûx [nd velocity] -0.1 -0.3 -0.2
Ûy [nd velocity] -0.1 -0.5 0.5
Ûz [nd velocity] -0.1 0.3 0.8
Time [nd time] 10.0 10.0 10.0
Starting Jacobi Integral 1.465800 1.879846 1.180737
Ending Jacobi Integral 1.465800 1.879846 1.180737
Jacobi Integral Difference 4.889666e-11 3.308414e-10 1.589151e-11
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For all scenarios, an automatic variant of the Livermore Solver for Differential

Equations (LSODE), known as LSODA, was used to propagate the trajectory within the

CR3BP with respect to time. LSODA is discussed further in Appendix 1 [121]. In order

to propagate forward in time and stop at perilune or apolune, it was necessary to build in

an extremum finder, such as the golden-section search technique used here [122]. This

was embedded within the secant method, an open root-finding algorithm, to calculate the

necessary ∆V magnitude for targeting a specific perilune or apolune target distance [122].

Finally, the Nelder-Mead simplex method is a multidimensional minimization function and

was used to evaluate the total ∆V by adjusting burn orientations [123]. These methods are

discussed in further detail in Appendix B.

Since the burn for Perilune 1 is often modeled as a Hohmann transfer, the burn

angle, φ, was sampled with a range of 0 and 5 degrees while θ was varied between 0 and

360 degrees for a total of 407 times around perilune with a targeted apolune of 10,000

km. The most efficient burn direction sampled in terms of ∆V was then used as an initial

estimate for the Nelder-Mead minimization function to find the global minimum of ∆V for

this trajectory design.

The process for finding efficient burns for Disposal 1 and Van Allen 1 included

sampling the burn orientations at disposal and perilune separately. The disposal burns

targeted a 300 km perilune altitude while the perilune or second burn targeted a 10,000

km apolune distance. First, the disposal burn was sampled 962 times for Disposal 1 and

777 times for Van Allen 1 in various directions while the second burn orientation was held

constant with an anti-velocity burn direction. Because of the lunar proximity at perilune,

the optimal direction of the second burn is similar to a Hohmann transfer. This means

the anti-velocity direction is an appropriate initial estimate for use in these simulations.

Next, the sample that produced the lowest total ∆V was held constant while the maneuver at

perilune (second burn) was directionally varied and sampled 407 times, again with a target

apolune of 10,000 km. The second burn orientation sample that produce the minimum total
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∆V was then used in conjunction with the first burn sample result to prime the Nelder-Mead

minimization function and find the combination of burns that produce a global minimum

of total ∆V .

The retrograde direction followed a similar process for both Disposal 2 and Van

Allen 2; however, the initial ∆V magnitude estimates for the first burn were increased to

target a retrograde perilune. Both scenarios sampled 777 directions for the first burn and

407 directions for the second burn.

After obtaining the most efficient maneuvers for all five scenarios, the zero-velocity

curve was plotted in the synodic frame using each scenario’s final Jacobi constant to confirm

the spacecraft will stay within the lunar vicinity.

To evaluate their effectiveness in preliminary mission design, the maneuvers defined

by locations (disposal, edge of theVanAllen belt, and perilune) andVNB∆V were simulated

with the GMAT high-fidelity model containing the Joint Earth Gravity Model-2, a lunar

point mass, and utilizing RungeKutta89 for the integrator. The maneuvers in GMAT were

then set to target the same lunar distance as the previously discussed Python CR3BP model

by varying the change in velocity along each axis in the VNB frame.
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4. RESULTS AND DISCUSSION

Using the methods outlined in the above sections, five different scenarios (Perilune

1, Disposal 1, Disposal 2, Van Allen 1, Van Allen 2) were analyzed to determine the ∆V

requirements for lunar capture. Prior to discussing the results of these scenarios, a ballistic

trajectory (i.e. without maneuvers applied after ICPS disposal) was propagated in order to

provide a reference. All trajectory maneuvers discussed in this section are applied using the

spacecraft’s lunar velocity, normal, bi-normal (VNB) frame as described in Section 3.2.

4.1. BALLISTIC TRAJECTORY

The spacecraft reached perilune at 97.467 hours following disposal with a radial

distance of 3408.722 km. As demonstrated by Figure 4.1, when the spacecraft was disposed

from the ICPS it was en route for a flyby of the Moon. Calculating the Jacobi constant

results in a value of 1.142379, which is below the minimum zero-velocity value for the

system located at Lagrange Points 4 and 5. It is noted that the inertial frame views of the

spacecraft’s ballistic trajectory can be found in Appendix A Figure 1.

Figure 4.1. The ballistic trajectory beginning at disposal from the ICPS and viewed in the
synodic frame of the Earth-Moon system.



45

Viewing this trajectory in a high-fidelity simulator, such as GMAT, provided slightly

different results. GMAT showed the spacecraft reaching perilune at 101.519 hours with

a distance of 4034.070 km. This is a difference of 4.052 hours and 625.348 km when

compared to the CR3BP results. For comparison, similar high-fidelity views of the above

trajectory are included in Figures 4.2 and 4.3.

Figure 4.2. The ballistic trajectory simulated in GMAT, beginning at disposal from the
ICPS, and viewed along the negative Z direction of the X-Y projection of the Earth-Moon
rotating frame.

Figure 4.3. The ballistic trajectory simulated in GMAT, beginning at disposal from the
ICPS, and viewed along the positive Y direction of the X-Z projection of the Earth-Moon
rotating frame.

4.2. PERILUNE 1

The lowest ∆V maneuver determined by the methods previously discussed resulted

in a magnitude of 426.683 m/s oriented with a φ = 0.108 degrees and a θ = 344.164

degrees. The result in the VNB frame are show in Table 4.1. Figure 4.4 shows the resulting

global minimum of total ∆V with respect to the perilune burn direction.

A Jacobi constant of 1.853585 was calculated, which is above the minimum for the

system as indicated in Figure 4.5.
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Figure 4.4. Filled contour plot of the total ∆V required for lunar capture with an apolune
radial distance of 10,000 km of the burn for Perilune 1. The orientation of the burn was
varied with the angle displayed around the perimeter of the plot specifying angular rotation
about the velocity vector (θ), while the angle counting up from the center is rotation about
the normal vector (φ).

Table 4.1. The lowest ∆V found for Perilune 1 in the CR3BP.

Frame Axis Perilune Burn Velocity [m/s]
Velocity (V) -426.68190912275477666
Normal (N) 0.21973075074241340
Binormal (B) 0.77467912887630450

Figure 4.5. The Perilune 1 trajectory beginning at disposal from the ICPS and viewed in
the synodic frame of the Earth-Moon system.
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Applying the same targets in GMAT for a high-fidelity simulation resulted in a ∆V

of 435.531 m/s; a difference of 8.848 m/s. Differences in the perilune time and distance

were the same as the ballistic trajectory because the initial conditions are identical. For

comparison, similar high-fidelity views of the above trajectory are shown in Figures 4.6 and

4.7.

Figure 4.6. The Perilune 1 trajectory simulated in GMAT, beginning at disposal from the
ICPS, and viewed along the negative Z direction of the X-Y projection of the Earth-Moon
rotating frame.

Figure 4.7. The Perilune 1 trajectory simulated in GMAT, beginning at disposal from the
ICPS, and viewed along the positive Y direction of the X-Z projection of the Earth-Moon
rotating frame.

4.3. DISPOSAL 1 AND DISPOSAL 2

Scenarios in this section utilize a burn following disposal from the ICPS and at

perilune as described in Section 3.3.

4.3.1. Disposal 1. The methods described in Section 3.3 determined that the lowest

∆V burn angles for the maneuver at disposal for the prograde direction are φ = 17.233

degrees and θ = 147.124 degrees. Figure 4.8 shows the resulting global minimum of
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total ∆V with respect to the disposal burn direction. The magnitude of this maneuver was

1.507 m/s with results in the VNB frame shown in Table 4.2. The increased velocity, when

compared to the ballistic trajectory, resulted in the vehicle reaching perilune at 96.869 hours.

Figure 4.8. Filled contour plots of the total ∆V required for lunar capture into a 2038.1
km by 10,000 km orbit with respect to the direction of the burn for Disposal 1. The angle
displayed around the perimeter of the plot specifies angular rotation about the velocity
vector (θ), while the angle counting up from the center is rotation about the normal vector
(φ).

Table 4.2. The lowest ∆V found for Disposal 1 in the CR3BP.

Frame Axis Disposal Burn Velocity [m/s] Perilune Burn Velocity [m/s]
Velocity (V) 1.43893748601394561 -349.96639049702510382
Normal (N) 0.24228599375782529 0.00234205188879566
Binormal (B) 0.37486384267088247 0.90298568621253322

The lowest ∆V for the second maneuver, also referenced in Table 4.2, occurred at

perilune with a magnitude of 349.968 m/s. It was applied with φ = 0.148 degrees and

θ = 359.851 degrees, which is exhibited at the global minimum in Figure 4.8. This resulted

in a total∆V applied by the spacecraft to be 351.474m/s for lunar capture. A Jacobi constant

of 1.892680 was calculated, which is above the minimum for the system as indicated in

Figure 4.9.
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Figure 4.9. The Disposal 1 trajectory beginning at disposal from the ICPS and viewed in
the synodic frame of the Earth-Moon system.

Table 4.3. The lowest ∆V found for Disposal 1 in GMAT.

Frame Axis Disposal Burn Velocity [m/s] Perilune Burn Velocity [m/s]
Velocity (V) 1.713841149067211 -371.1549047162309
Normal (N) 2.702290898098294 -10.50965507175847
Binormal (B) 0.2503847481528935 -3.734830883419485

Applying the same targets in GMAT for a high-fidelity simulation provided the

results in Table 4.3 with a disposal burn magnitude of 3.210 m/s and a perilune burn

magnitude of 371.322 m/s. This gives a total ∆V of 374.532 m/s, 23.058 m/s greater than

the CR3BP results. Perilune arrival time was 100.682 hours after disposal and 3.813 hours

more than CR3BP. High-fidelity views of the above trajectory are included in Figures 4.10

and 4.11.

Figure 4.10. The Disposal 1 trajectory simulated in GMAT, beginning at disposal from the
ICPS, and viewed along the positive Y direction of the X-Z projection of the Earth-Moon
rotating frame.
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Figure 4.11. The Disposal 1 trajectory simulated in GMAT, beginning at disposal from the
ICPS, and viewed along the negative Z direction of the X-Y projection of the Earth-Moon
rotating frame.

4.3.2. Disposal 2. Optimizing the retrograde direction for a minimum ∆V deter-

mined that the optimal burn angles for the maneuver at disposal are φ = 18.109 degrees

and θ = 162.211 degrees. The magnitude for this maneuver was 10.243 m/s and converting

this into the VNB frame resulted in the values listed in Table 4.4. The resulting global

minimum of total ∆V with respect to the disposal burn direction is included in Figure 4.12.

The increase in velocity resulted in the vehicle reaching perilune at 95.158 hours.

Figure 4.12. Filled contour plots of the total ∆V required for lunar capture into a retrograde
2038.1 km by 10,000 km orbit with respect to the direction of the burn for Disposal 2. The
angle displayed around the perimeter of the plot specifies angular rotation about the velocity
vector (θ), while the angle counting up from the center is rotation about the normal vector
(φ).
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Table 4.4. The lowest ∆V found for Disposal 2 in the CR3BP.

Frame Axis Disposal Burn Velocity [m/s] Perilune Burn Velocity [m/s]
Velocity (V) 9.73604765528207974 -359.07698601697135565
Normal (N) 0.97272972292176702 -0.00283306562453545
Binormal (B) 3.03161335406129401 2.48196707758384589

Figure 4.13. The Disposal 2 trajectory beginning at disposal from the ICPS and viewed in
the synodic frame of the Earth-Moon system.

The second maneuver is optimal with a magnitude of 359.086 m/s at perilune,

φ = 0.396 degrees, and θ = 0.065 degrees. This is referenced in Table 4.4 and in Figure

4.12, which exhibits the global minimum. This resulted in a total ∆V applied by the

spacecraft to 369.329 m/s for lunar capture. A Jacobi constant of 1.873412 was calculated,

which is above the minimum for the system as indicated in Figure 4.13.

Table 4.5. The lowest ∆V found for Disposal 2 in GMAT.

Frame Axis Disposal Burn Velocity [m/s] Perilune Burn Velocity [m/s]
Velocity (V) 9.960039332894962 -367.6209539389422
Normal (N) 0.9953495853268393 1.877250783208875
Binormal (B) 3.071643412008703 -0.5036587120944503

Applying the same targets in GMAT for a high-fidelity simulation provided the

results in Table 4.5 with a disposal burn magnitude of 10.470 m/s and a perilune burn

magnitude of 367.626 m/s. This gives a total ∆V of 378.096 m/s, 8.767 m/s greater than
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the CR3BP results. Perilune arrival time was 98.891 hours after disposal and 3.733 hours

more than CR3BP. High-fidelity views of the above trajectory are included in Figures 4.14

and 4.15.

Figure 4.14. The Disposal 2 trajectory simulated in GMAT, beginning at disposal from the
ICPS, and viewed along the negative Z direction of the X-Y projection of the Earth-Moon
rotating frame.

Figure 4.15. The Disposal 2 trajectory simulated in GMAT, beginning at disposal from the
ICPS, and viewed along the positive Y direction of the X-Z projection of the Earth-Moon
rotating frame.

4.4. VAN ALLEN 1 AND VAN ALLEN 2

Scenarios in this section utilize a burn at the edge of the Van Allen radiation belt

and at perilune as described in Section 3.3. The time to reach the edge of the Van Allen

radiation belt following disposal from the ICPS was calculated to be 2.810 hours with the

CR3BP taking 1.085 seconds longer than GMAT.

4.4.1. Van Allen 1. φ = 28.178 degrees and θ = 164.574 degrees were determined

to be the optimal burn angles for the maneuver at the edge of the Van Allen radiation belt.

Figure 4.16 shows the resulting global minimum of total ∆V with respect to the disposal
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burn direction. The magnitude of this maneuver was calculated to be 2.374 m/s with results

in the VNB frame shown in Table 4.6. The vehicle reached perilune in 96.929 hours

following disposal.

Figure 4.16. Filled contour plots of the total ∆V required for lunar capture into a 2038.1
km by 10,000 km orbit with respect to the direction of the burn for Van Allen 1. The angle
displayed around the perimeter of the plot specifies angular rotation about the velocity
vector (θ), while the angle counting up from the center is rotation about the normal vector
(φ).

Table 4.6. The lowest ∆V found for Van Allen 1 in the CR3BP.

Frame Axis Van Allen Burn Velocity [m/s] Perilune Burn Velocity [m/s]
Velocity (V) 2.09257616841531692 -349.83572551361441505
Normal (N) 0.29817379620176071 0.00255759754458502
Binormal (B) 1.08063081610241000 0.89734055317542934

The optimal second maneuver, also referenced in Table 4.6, occurred at perilune

with a magnitude of 349.837 m/s. It was applied with φ = 0.147 degrees and θ = 359.837

degrees, which is exhibited at the global minimum in Figure 4.16. This resulted in a total∆V

applied by the spacecraft to 352.211 m/s for lunar capture. A Jacobi constant of 1.892679

was calculated following the maneuver at perilune, which is above the minimum for the

system as indicated in Figure 4.17.
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Figure 4.17. The Van Allen 1 trajectory beginning at disposal from the ICPS and viewed in
the synodic frame of the Earth-Moon system.

Table 4.7. The lowest ∆V found for Van Allen 1 in GMAT.

Frame Axis Van Allen Burn Velocity [m/s] Perilune Burn Velocity [m/s]
Velocity (V) 2.888242648434423 -371.0981193745235
Normal (N) 2.6867827476251 -10.93763310320171
Binormal (B) 0.843519350824362 2.490842595653629

Applying the same targets in GMAT for a high-fidelity simulation provided the

results in Table 4.7 with a Van Allen burn magnitude of 4.034 m/s and a perilune burn

magnitude of 375.302 m/s. This gives a total ∆V of 375.302 m/s, 23.091 m/s greater than

the CR3BP results. Perilune arrival time was 100.709 hours after disposal and 3.780 hours

more than CR3BP. High-fidelity views of the above trajectory are included in Figures 4.18

and 4.19.

Figure 4.18. The Van Allen 1 trajectory simulated in GMAT, beginning at disposal from the
ICPS, and viewed along the positive Y direction of the X-Z projection of the Earth-Moon
rotating frame.
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Figure 4.19. The Van Allen 1 trajectory simulated in GMAT, beginning at disposal from the
ICPS, and viewed along the negative Z direction of the X-Y projection of the Earth-Moon
rotating frame.

4.4.2. VanAllen 2. Optimizing the retrograde direction determined that the optimal

burn angles for the maneuver at disposal are φ = 29.893 degrees and θ = 178.869 degrees.

Figure 4.20 shows the resulting global minimum of total ∆V with respect to the Van Allen

burn direction. The magnitude of this maneuver is 16.218 m/s with results in the VNB

frame shown in Table 4.8. After 95.580 hours since disposal, the vehicle reached perilune.

Figure 4.20. Filled contour plots of the total ∆V required for lunar capture into a retrograde
2038.1 km by 10,000 km orbit with respect to the direction of the burn for Van Allen 2.
The angle displayed around the perimeter of the plot specifies angular rotation about the
velocity vector (θ), while the angle counting up from the center is rotation about the normal
vector (φ).

As viewed in Table 4.8, the optimal second maneuver occurred at perilune with

magnitude 358.083 m/s, and was applied with φ = 0.397 degrees and θ = 0.036 degrees.
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This is exhibited at the global minimum in Figure 4.20 and resulted in a total ∆V applied

by the spacecraft to 374.302 m/s for lunar capture. A Jacobi constant of 1.873291 was

calculated, which is above the minimum for the system as indicated in Figure 4.21.

Table 4.8. The lowest ∆V found for Van Allen 2 in the CR3BP.

Frame Axis Van Allen Burn Velocity [m/s] Perilune Burn Velocity [m/s]
Velocity (V) 14.06052540333494610 -358.07472571820075924
Normal (N) 0.15952523112133682 -0.00157624176723490
Binormal (B) 8.08141468952672769 2.48175795037924949

Figure 4.21. The Van Allen 2 trajectory beginning at disposal from the ICPS and viewed in
the synodic frame of the Earth-Moon system.

Table 4.9. The lowest ∆V found for Van Allen 2 in GMAT.

Frame Axis Van Allen Burn Velocity [m/s] Perilune Burn Velocity [m/s]
Velocity (V) 14.43606477334912 -366.5993416420966
Normal (N) 0.1872737394789262 1.553383948621355
Binormal (B) 8.208905757905184 -0.6401267530754888

Applying the same targets in GMAT for a high-fidelity simulation provided the

results in Table 4.9 with a Van Allen burn magnitude of 16.608 m/s and a perilune burn

magnitude of 366.603 m/s. This gives a total ∆V of 383.211 m/s, 8.909 m/s greater than
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the CR3BP results. Perilune arrival time was 99.362 hours after disposal and 3.862 hours

more than CR3BP. High-fidelity views of the above trajectory are included in Figures 4.22

and 4.23.

Figure 4.22. The Van Allen 2 trajectory simulated in GMAT, beginning at disposal from the
ICPS, and viewed along the negative Z direction of the X-Y projection of the Earth-Moon
rotating frame.

Figure 4.23. The Van Allen 2 trajectory simulated in GMAT, beginning at disposal from the
ICPS, and viewed along the positive Y direction of the X-Z projection of the Earth-Moon
rotating frame.

4.5. DISCUSSION

The results show that the primary differences between the scenarios in the CR3BP

and those in GMAT are travel time and total ∆V . Travel time results are summarized in

Table 4.10 and are defined as the length of time between spacecraft disposal from the ICPS

and the spacecraft reaching perilune. The travel time in GMAT is consistently 4% longer

than in the CR3BP. The reason for this difference is likely due to the circular assumption

within the CR3BP whereas GMAT models the Moon’s elliptical motion. The Moon’s

positive range rate in Table 3.4 shows that the Moon is moving away from the Earth as

part of its elliptical orbit; therefore, the spacecraft will have to travel farther to reach
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perilune in the GMAT simulations. This is the likely cause for the extended travel time

in GMAT and explains why the difference is consistent between the trajectory scenarios.

Future work could confirm this suspected effect by propagating these orbits with the elliptic

restricted three-body problem equations of motion. The total ∆V results are summarized

in Table 4.11 with scenarios in GMAT averaging a 4% increase over those in the CR3BP.

An explanation for the discrepancy in ∆V between the models may be attributed to the lack

of an optimization or minimization routine within GMAT, which would allow for a local

minimum of ∆V to be found, thus likely reducing the difference. It is worth noting that the

∆V difference for Disposal 1 and Van Allen 1 is significantly higher than the other three

scenarios, which stay between two and three percent. This may imply that early maneuvers

in the trajectory are more sensitive to lunar distance for prograde scenarios than retrograde

ones.

Table 4.10. Travel time from disposal to perilune for each scenario. Difference is CR3BP
time subtracted from GMAT and percent difference is the difference with respect to the
CR3BP time. The ballistic trajectory contained matching results with Perilune 1.

Scenario CR3BP [hrs] GMAT [hrs] Difference [hrs] Difference [%]
Perilune 1 97.467 101.519 4.052 4.157
Disposal 1 96.869 100.682 3.813 3.936
Disposal 2 95.158 98.891 3.733 3.923
Van Allen 1 96.929 100.709 3.780 3.900
Van Allen 2 95.580 99.362 3.782 3.957

Table 4.11. The total ∆V needed for each scenario. The difference is calculated by
subtracting the CR3BP value from GMAT’s and percentage difference is the difference
with respect to CR3BP values.

Scenario CR3BP [m/s] GMAT [m/s] Difference [m/s] Difference [%]
Perilune 1 426.683 435.531 +8.848 2.074
Disposal 1 351.474 374.532 +23.058 6.560
Disposal 2 369.329 378.096 +8.768 2.374
Van Allen 1 352.211 375.302 +23.091 6.556
Van Allen 2 374.302 383.211 +8.909 2.380
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As discussed above, the difference in ∆V between both models may be attributed to

the lack of an optimization function within GMAT. Once this is accounted for, one would

expect the accuracy at which the CR3BP produces ∆V to be comparable to that which is

produced in GMAT. Furthermore, differences in travel time are also comparable, exhibiting

only a 4% discrepancy. This, combined with the simplified implementation of the CR3BP

when compared to the more complicated models in GMAT make the CR3BP an efficient

and effective means of preliminary mission design.

The minimum ∆V requirements displayed in Table 4.11 outline the propulsive needs

for lunar capture and range from 351.474 m/s for Disposal 1 to 426.683 m/s for Perilune

1. Multiple propulsion systems are available off-the-shelf that can meet these requirements

for an 8.0 kg satellite. The wet mass of VACCO’s 3U Lunar Flashlight Propulsion System

is 5.0 kg, 2.0 kg of which are dedicated to propellant. Assuming a total wet mass of 8.0

kg, this results in a total available ∆V of 478 m/s, and indicates that satellites 6U and

under utilizing this propulsive system are capable of meeting the requirements for all five

scenarios discussed. However, due to the large mass and volume of the Lunar Flashlight, it

is noted that only 3.0 kg is remaining for other components, which is a significant limitation

when choosing this propulsive system and most likely limits the CubeSats using it to 6U or

larger. Aerojet Rocketdyne’s MPS-130-2U, on the other hand, is contained in a 2U package

with a dry mass of 1.4 kg and a fuel mass of 1.4 kg (wet mass of 2.8 kg). It is capable of

delivering 380 m/s of ∆V for an 8.0 kg spacecraft, which allows it to achieve all scenarios

except for Perilune 1. Busek’s BGT-X5 is 1U in volume and capable of accelerating a 4.0 kg

CubeSat 146 m/s, which does not meet the minimum ∆V for any scenario; however, limited

information is provided by the manufacturer in terms of the system’s mass, thus limiting

the ability to draw a conclusion regarding the propulsive capabilities for masses less than

4.0 kg. Additionally, the BGT-X5 has the possibility of an increased propellant tank, which

may provide the additional propellant necessary to match or exceed the ∆V requirements;

however, information is also unavailable from the manufacturer regarding the capacity of
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the extended tank and therefore it is not possible to form a conclusion in regards to its ∆V

capabilities. Finally, MarCO utilized a cold-gas propellant system that had an estimated

max ∆V capability of 318 m/s. Although this CubeSat demonstrated the viability of a

small satellite performing in a deep-space mission, it only performed flybys of the Moon

and Mars and did not possess a propulsion system capable of meeting the qualifications for

lunar capture.

Commonalities were noted among the propulsive systems capable of achieving lu-

nar capture under one or more of the outlined scenarios. All three of the aforementioned

propulsive systems utilize green monopropellant that was heated to increase performance.

Similar hydrazine-based propulsion systems did not perform as well as the green mono-

propellant systems. Additionally all three systems are "all-in-one" and include tanks, feed

systems, and thrusters.

Although these systems are available off-the-shelf, none have flight heritage and no

sources were found demonstrating flown hardware on a CubeSat meeting these performance

requirements.

Several limitations of this study open a pathway for future research in providing

more detail regarding the use of the CR3BP as a means of preliminary mission design and

the propulsive capabilities of CubeSats. First, implementing an optimization routine in

GMAT to locate a local minimum of total ∆V would increase the accuracy and provide a

better comparison between the CR3BP and GMAT; however, performing this function is

not within the scope or time constraints of this research study. Additionally, to provide

a more limited scope of study, the propulsion systems are restricted to satellites 6U and

under in size and do not include continuous-thrust systems, such as ion thrusters and Hall

effect thrusters. Finally, the results are limited to the specifications and guidelines outlined

by NASA’s CubeQuest Challenge, and therefore, alternative methods of achieving lunar

capture with CubeSats may be possible. Because of this, different propulsive technologies

may be able to meet the requirements under different parameters.
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5. CONCLUSION

The small satellite/CubeSat field is one of the fastest growing means of space explo-

ration, with applications continuing to expand for component development, communication,

and scientific research; therefore, it is important to establish suitable Earth-to-Moon direct-

transfer trajectories and provide a baseline understanding of their propulsive demands.

Using the CR3BP and derived requirements from NASA’s Cube Quest Challenge, five dif-

ferent trajectory scenarios were analyzed: Perilune 1 includes a single maneuver at perilune;

Disposal 1 and 2, with burns at disposal and perilune; and Van Allen 1 and 2, with burns

at the end of the Van Allen belt and perilune. Perilune 2 and Van Allen 2 each utilize a

retrograde lunar orbit, while all other aforementioned scenarios are prograde.

This research study was completed to investigate Earth-to-Moon direct-transfer

trajectories for small satellites to determine their viability given currently-available micro-

propulsion systems. The CR3BP was used for this analysis with results compared to those

obtained from GMAT in order to determine its effectiveness in preliminary mission design.

Results support the initial hypothesis that the CR3BP is a viable means for pre-

liminary mission design as demonstrated by an average difference of 4% for both time of

flight and ∆V when compared to GMAT. Discrepancies in the results are likely attributed

to the circular assumption within the CR3BP and the lack of an optimization routine within

GMAT. Minimum ∆V requirements for obtaining lunar capture range from 351.474 m/s to

426.683 m/s. Review of literature reveals several off-the-shelf propulsive systems available

for meeting these requirements; however, none have flown at the time of this research study.

The CR3BP is an efficient and economical option for preliminary mission design,

enabling new projects more opportunity to develop and design without the immediate need

for a high-fidelity simulation. This means faster iteration between trajectory designs as the

CR3BP requires less resources for development and operation than high-fidelity models.
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This allows for quick mission analysis of the viability of potential projects. Furthermore,

the ability for clubs, universities, and companies to develop their own mission design tools

without the cost of third-party applications reduces the startup cost for new projects and

makes them obtainable on a smaller budget. Additionally, satellite design may not require

a custom propulsion system for missions demanding higher performance, and off-the-shelf

options can dramatically reduce the cost, complexity, andwork needed to design a spacecraft,

allowing the engineers and scientists to focus resources on other important aspects such as

scientific research, education, and component development; however, further work is needed

to validate the propulsion technologies for CubeSats in-flight and demonstrate technology

readiness.

Several limitations of this study open a pathway for future research in providing

more detail regarding the use of the CR3BP as a means of preliminary mission design and

the propulsive capabilities of CubeSats. First, implementing an optimization routine in

GMAT to locate a local minimum of total ∆V would increase the accuracy and provide a

better comparison between the CR3BP and GMAT; however, performing this function is not

within the scope or time constraints of this research study. Additionally, to provide a more

limited scope of study, the propulsion systems are limited to satellites 6U and under in size

and do not include continuous-thrust systems, such as ion thrusters and Hall effect thrusters.

Finally, the results are limited to the specifications and guidelines outlined by NASA’s

CubeQuest Challenge, and therefore, alternative methods of achieving lunar capture with

CubeSats may be possible. Because of this, different propulsive technologies may be able

to meet the requirements under different parameters.

Because of the limitations within this study, several recommendations in regards

to future research are warranted. First a comparison of the CR3BP to GMAT with an

optimization routine needs to be done in order to further validate the use of the CR3BP

in preliminary mission design. Furthermore, expanding similar research to include other

Earth-to-Moon direct-transfer trajectories would further detail the propulsive requirements
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necessary for CubeSats to obtain lunar capture under various circumstances. A sensitivity

analysis covering uncertainty in the disposal and the∆V maneuvers would also be beneficial.

Additionally, completing a study utilizing the Elliptic Restricted Three Body Problem may

provide additional means for preliminary mission design that is not limited by the circular

assumption within the CR3BP and may provide a more accurate estimation of propulsive

requirements. Similarly, the patched conic method may also be applied and provide a good

comparison for use in preliminary mission design versus the CR3BP.

Although, more research regarding the use of the CR3BP with other propulsion

types and trajectory scenarios is needed for further clarification, the results of this research

study provide a positive outlook for its use in preliminary mission design. Furthermore, the

future of lunar-based opportunities for small satellites is possible given currently available

propulsion systems.
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TRAJECTORY PLOTS
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The figures displayed below are supplemental to those shown in Section 4.

1. BALLISTIC TRAJECTORY

Figure 1. Ballistic trajectory viewed along the negative Z and positive X direction of the
Earth-centered inertial frame.



66

2. PERILUNE 1

Figure 2. Perilune 1 trajectory with one instantaneous ∆V applied at perilune viewed along
the negative Z and positive X direction of the Earth-centered inertial frame.
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3. DISPOSAL 1 AND DISPOSAL 2

Scenarios in this section utilize a burn following disposal from the ICPS and at

perilune as described in Section 3.3.

3.1. DISPOSAL 1

Figure 3. Disposal 1 trajectory viewed along the negative Z and positive X direction of the
Earth-centered inertial frame.
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3.2. DISPOSAL 2

Figure 4. Disposal 2 trajectory viewed along the negative Z and positive X direction of the
Earth-centered inertial frame.
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4. VAN ALLEN 1 AND VAN ALLEN 2

Scenarios in this section utilize a burn at the edge of the Van Allen radiation belt

and at perilune as described in Section 3.3.

4.1. VAN ALLEN 1

Figure 5. Van Allen 1 trajectory viewed along the negative Z and positive X direction of
the Earth-centered inertial frame.
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4.2. VAN ALLEN 2

Figure 6. Van Allen 2 trajectory viewed along the negative Z and positive X direction of
the Earth-centered inertial frame.
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5. HIGH-FIDELITY MODEL

Plots in this section were generated using GMAT and are supplemental to those

shown in Section 4.

5.1. BALLISTIC TRAJECTORY

Figure 7. The ballistic trajectory simulated in GMAT and viewed along the X-Y plane of
the Earth-centered inertial frame.

Figure 8. The ballistic trajectory simulated in GMAT and viewed along the Y-Z plane of
the Earth-centered inertial frame.



72

5.2. IMPULSE AT PERILUNE (PERILUNE 1)

Figure 9. The Perilune 1 trajectory simulated in GMAT with one instantaneous ∆V applied
at perilune, viewed along the negative Z direction of the X-Y plane of the Earth-centered
inertial frame.

Figure 10. The Perilune 1 trajectory simulated in GMATwith one instantaneous∆V applied
at perilune, viewed along the negative X direction of the Y-Z plane of the Earth-centered
inertial frame.
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5.3. DISPOSAL 1 AND DISPOSAL 2

Scenarios in this section utilize a burn following disposal from the ICPS and at

perilune as described in Section 3.3.

5.3.1. Disposal 1.

Figure 11. The Disposal 1 trajectory simulated in GMAT and viewed along the negative Z
direction of the X-Y plane of the inertial frame.

Figure 12. The Disposal 1 trajectory simulated in GMAT and viewed along the negative X
direction of the Y-Z plane of the inertial frame.
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5.3.2. Disposal 2.

Figure 13. The Disposal 2 trajectory simulated in GMAT and viewed along the negative Z
direction of the X-Y plane of the inertial frame.

Figure 14. The Disposal 2 trajectory simulated in GMAT and viewed along the negative X
direction of the Y-Z plane of the inertial frame.



75

5.4. VAN ALLEN 1 AND VAN ALLEN 2

Scenarios in this section utilize a burn at the edge of the Van Allen radiation belt

and at perilune as described in Section 3.3.

5.4.1. Van Allen 1.

Figure 15. The Van Allen 1 trajectory simulated in GMAT and viewed along the negative
Z direction of the X-Y plane of the inertial frame.

Figure 16. The Van Allen 1 trajectory simulated in GMAT and viewed along the negative
X direction of the Y-Z plane of the inertial frame.
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5.4.2. Van Allen 2.

Figure 17. The Van Allen 2 trajectory simulated in GMAT and viewed along the negative
Z direction of the X-Y plane of the inertial frame.

Figure 18. The Van Allen 2 trajectory simulated in GMAT and viewed along the negative
X direction of the Y-Z plane of the inertial frame.
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The computational methods outlined below were implemented in Python for use in

propagating the CR3BP and targeting parameters.

1. ORDINARY DIFFERENTIAL EQUATION SOLVER

Numerical integration is used through the form of an ordinary differential equation

solver to calculate the state at some point in time. This is also referred to as propagation and

applied to the CR3BP to compute the trajectory forward in time. LSODA stems from the

Livermore Solver for Ordinary Differential Equations (LSODE) with the added capability

by Linda Petzold to automatically switch methods for handling stiff and non-stiff systems

[121, 124]. LSODA is in the FORTRAN ODEPACK, which is built into the SciPy package

for use in Python 2.7 [121]. The relative and absolute tolerance were specified at 1 × 10−12

for all propagations as this is the minimum value possible without integration tolerance

warnings from floating point limitations.

2. EXTREMUM FINDING

2.1. GOLDEN-SECTION SEARCH

Apoapsis and periapsis are the maximum and minimum distances to the central

body origin. The golden-section search is capable of finding such points through an

iterative process without the need of a derivative using the golden ratio (φ) shown below in

equation 1 [122].

φ =
1 +
√

5
2

(1)

Let a and b bracket a maximum value with f (a) and f (b) being the output. The

following equations show the calculation of c and d which are internal to a and b.
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c = b − (b − a)/φ (2)

d = a + (b − a)/φ (3)

If f (c) is less than f (d), then b becomes d and the iteration starts over. If f (d) is

less than f (c), then a becomes c and the iteration starts over. The process continues looping

until a tolerance threshold is met and the final value is a maximum. For a minimum, the if

statements are reversed or reverse the sign of the function output for a, b, c, and d [122].

The iterative process must meet a relative and absolute tolerance threshold of 1 × 10−12 as

this is the maximum error allowed by the integrator.

2.2. NELDER-MEAD

The Nelder-Mead simplex method was published in 1965 by J. Nelder and R. Mead

as a multidimensional minimization function and is now widely used [125, 126]. It applies

a simplex of n + 1 points, where n is the number of dimensions, to adapt and contract

around the minimum without the use of derivatives or tracking prior points, making it

computationally small [125, 126, 127]. This direct search method is available in the SciPy

package for Python 2.7 and was employed in this study to search for the minimum total ∆V

by manipulating multiple burn angles [123, 128]. The convergence absolute tolerance was

set to 1× 10−12 for the input variables and the function output as this is the maximum error

allowed by the integrator.

3. ROOT FINDING

The secant method, shown in equation 4, is an open root-finding algorithm that

requires two initial guesses, xn−1 and xn−2, to converge on a root of f (x). Because this is an

open method, the root is not required to be bracketed by the two initial values [122]. The
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two values will produce xn which will replace xn−1 in the next iteration while xn−1 replaces

xn−2. With each iteration the algorithm will converge on the root of f until a threshold is

met.

xn =
xn−2 f (xn−1) − xn−1 f (xn−2)

f (xn−1) − f (xn−2)
(4)

In this research study, the iterative process is used to target a specified distance from

the Earth or Moon and must meet a relative and absolute tolerance threshold of 1 × 10−12

km, as this is the maximum error allowed by the integrator. The secant method is utilized by

subtracting a specified value from f (x), the radial distance to the center of the Earth/Moon,

which relocates the root so that f (xn) converges on the specified value. This enables the

ability to target specific distances from the center of the Earth or Moon by subtracting these

distances from the radial. Furthermore, by setting the independent variable as travel time

or ∆V the secant method allows for the propagation of the spacecraft to end at a specified

distance. For example, the outer edge of the Van Allen belt lies 64,307.984 km from the

center of the Earth, and this distance was subtracted from the radial distance with respect to

the Earth. Following multiple iterations with different travel times inputted for x, the state

vector was identified at the point where the spacecraft reaches the outer edge of the Van

Allen belt. A similar setup was applied where propagation ended at apolune or perilune

with ∆V as the independent variable to target a specified distance at these locations.
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